Enhancing the performances of a resonance detector spectrometer for deep inelastic neutron scattering measurements
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A B S T R A C T
The possibility is explored to sum up neutron Compton profiles at different scattering angles in deep inelastic neutron scattering measurements within the Resonance Detector (RD) configuration to enhance the statistics for a more reliable extraction of the momentum distribution of the constituents in the target. The RD configuration allows to select the energy of the scattered neutrons up to several tens of electron Volt, thus accessing energy and wave vector transfers well above 1 eV and 30 Å⁻¹, respectively. In the high-q/ω regime, the final state effects could be considered as negligible, as shown in a series of simulations using a Monte Carlo method with different inverse geometry instrument setups. The simulations show that it could be possible to conceive an instrument set up where the RD configuration allows the proper summation of several spectra at different scattering angles, providing a good separation of the proton recoil signal from that of the heavier atoms, thus avoiding the cell subtraction by fitting procedure.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Among the different experimental techniques relying on neutron probes for the investigation of condensed matter, the Deep Inelastic Neutron Scattering [1,2] is unique in providing information on the short time (sub-femtosecond) microscopic dynamics of hydrogen-containing molecular systems [3–7], as well as of quantum fluids and solids [8,9] and on the corresponding effective potentials experienced by the constituents. This technique exploits the epithermal energy range of the neutron spectrum to achieve high wave vectors (q > 30 Å⁻¹) and high energy (ℏω > 1 eV) transfers. Thanks to the development of spallation neutron sources this technique was available since the beginning of 1980s, and in the last ten years, has been refined and developed, achieving appreciable performances. The DINS technique is effectively performed on inverse geometry instruments [10], where the only effective way to select neutron energies above 1 eV is to use nuclear resonances. This on the one hand allows energy selection up to several tens of eV, and on the other hand poses technological problems related to the neutron counting method. Indeed, a common limitation of standard 6Li-glass [11] neutron counters is the 1/ν dependence of their efficiency, ν being the neutron velocity. However for an inverse geometry instrument there is the possibility to use the so-called Resonance Detector (RD) configuration [12–28], where the neutron detection is realized by using a system composed by an analyzer foil and a photon detector. The RD configuration overcomes the efficiency loss of the Li-based neutron counters, providing a counting efficiency that is independent of neutron energy. This configuration has been revised and extensively tested on both eVS and VESUVIO spectrometers [29] at ISIS since 2000, producing very good results in terms of signal to background ratio and counting efficiency [30], as already shown in many experimental works (see, e.g. Refs. [25–27]). It is important to stress that RD configuration allows, in principle, to exploit final neutron energies of several tens of eV, such as for example the ones selectable through an uranium analyzer or other materials (e.g. 139La).

In Ref. [27], it was briefly discussed, at a conceptual level, the possibility to exploit an optimized detector configuration, in order to access a wider region of the (ℏω, q) kinematical space with respect to that usually spanned in DINS experiments [4], exploiting final neutron energies lying above 10 eV. Access to values ℏω ≈ 50 eV and q ≈ 100 Å⁻¹ at the maximum of the recoil peak would allow one to reduce the contribution of the final state effects [31–33].

A recent development for DINS measurements on the VESUVIO spectrometer, namely the Foil Cycling Technique (FCT), was found to improve the spectrometer resolution, providing an appreciable counting efficiency [34,35] and a good neutron and gamma background subtraction method.

The more recent issue to be addressed in DINS experiments is to get information on the details of the momentum distribution,
n(p), in the target constituent. This distribution reflects the microscopic local environment and thus the effective potential that the target constituent experiences. In order to study the details of n(p), a good statistical quality of data is needed.

This paper aims to show the possibility to use resonance analyzers to access energy and wave vector transfers high enough for the final state effects to be reduced to a negligible level. Within this energy and wave vector regime, spectra at different scattering angles (or at the same angle but corresponding to different final neutron energies) could be properly summed up, thus allowing an enhancement of the statistics and a more reliable extraction of the momentum distribution n(p) of the target constituents. In order to verify this possibility, simulations of neutron scattering off protons in water has been performed with and without the insertion of the final state effects, estimated in the framework of the additive approximation [36].

In this study, the VESUVIO spectrometer is considered as a reference RD time of flight spectrometer and it is used as a “laboratory” to investigate further developments.

This paper is organized as follows: in Section 2, the theoretical framework for DINS is presented, while in Section 3 the basic principles of the Resonance Detector configuration are discussed. In Section 4, Monte Carlo simulation of time of flight spectra acquired with an inverse geometry instrument from water are presented, in order to find good operational conditions for high performance DINS measurements. In Section 5, the results are discussed and the conclusions drawn.

2. DINS theoretical framework

The Deep Inelastic Neutron Scattering (DINS) is a unique technique providing information on the short-time dynamics of nuclei in condensed matter [1,2,37]. In the DINS regime, the impulse approximation (IA) holds with a good degree of accuracy, so that the dynamic structure factor is given by [2]

\[ S_d(q,\omega) = \frac{M}{h} J(y,\tilde{q}) \]

Eq. (1) states that scattering occurs between the neutron and a single particle of momentum p and mass M, with conservation of kinetic energy and momentum of the (particle + neutron) system. The term \( h\omega_0 = h^2 q^2 / 2M \) is the recoil energy, i.e. the kinetic energy of a struck particle that is at rest before the collision and absorbs all the momentum transferred by the neutron.

Within the framework of the IA, h\omega and \( \tilde{q} \) are explicitly coupled through the West scaling variable [38] \( y = (M/h^2 \tilde{q}^2)(h\omega_0 - h\omega) \), so that Eq. (1) can be reduced to the form

\[ S_d(q,\omega) = \frac{M}{h} J(y,\tilde{q}) \]

where

\[ J(y,\tilde{q}) = \frac{h}{n(p)} \delta(h\omega - p \cdot \tilde{q}) \]

\( J(y,\tilde{q}) \) being the Neutron Compton Profile (NCP), formally defined as the Radon transform [39] of the momentum distribution. The quantity \( \tilde{q} \) is a unit vector, as \( J(y,\tilde{q}) \) no longer depends on the magnitude of \( \tilde{q} \). The function \( J(y,\tilde{q}) \) is the probability for an atom to have a momentum parallel to \( \tilde{q} \) within the momentum between \( h\omega \) and \( h\omega + dh\omega \).

For an isotropic system the dependence on \( \tilde{q} \) can be dropped, and Eq. (3) becomes

\[ J(y) = 2\pi h \int_{|h\omega|}^{\infty} n(p) dp \]

In actual experiments, the asymptotic formula of Eq. (1) is never attained, since IA implies the limit \( (h\omega_0, h\omega) \to \infty \), keeping \( y \) constant. For this reason Eq. (2) is generally replaced by

\[ S(q,\omega) = \frac{M}{h} F(y,\tilde{q}) \]

where the scaling function \( F(y,\tilde{q}) \) retains an additional dependence on \( \tilde{q} \), irreducible to the simple West scaling. Eq. (5) takes into account that the final state of the struck particle is not the free particle one (a plane wave). Such a dependence is generally known as Final State Effects (FSE). Various methods for the approximate evaluation of FSE have been devised so far [31–33,40–42], the most widely used being the so-called additive approach [42].

It can be shown that within the so-called Gaussian Approximation [43], the additive approach leads to the following expression for \( F(y,\tilde{q}) \) [36]:

\[ F(y,\tilde{q}) = \left[ 1 + \frac{A_3(q)}{(2\pi^2 q^2)^{3/2}} H_3(y(2\pi^2 q^2)^{-1/2}) \right. \]

+ \[ \frac{A_4(q)}{(2\pi^2 q^2)^2} H_4(y(2\pi^2 q^2)^{-1/2}) \]

\[ + \left. (A_3(q))^2 \frac{2}{(2\pi^2 q^2)^2} H_4(y(2\pi^2 q^2)^{-1/2}) \right] J(y,\tilde{q}) \]

where \( H_n(y(2\pi^2 q^2)^{-1/2}) \) are the nth order Hermite polynomials and \( 2\pi^2 q^2 \) is the second moment of \( J(y,\tilde{q}) \). As for Eq. (3), the dependence on \( \tilde{q} \) in Eq. (6) can be dropped for an isotropic system. The terms \( A_3 \) and \( A_4 \) in Eq. (6) are given by [36]

\[ A_3(q) = \frac{M}{12h^2 q^2} \sum_{j=1}^{3} \frac{\tilde{q}_j^2}{\tilde{V}} \frac{\partial V}{\partial \tilde{q}_j} \tilde{q}_j \]

\[ A_4(q) = \frac{M^2}{24h^4 q^4} \left( \sum_{j=1}^{3} \left( \frac{\partial V}{\partial \tilde{q}_j} \right)^2 \right) \]

\( V \) being the potential energy of the system, \( \tilde{V} \) being the struck particle coordinate and \( \langle \ldots \rangle \) the quantum-statistical average, including the sum over all the nuclei. In this work we use the additive approach [36] to estimate FSE. From Eq. (6) it is clear that at high momentum transfer the scaling function \( F(y,\tilde{q}) \) does not depend any more on the magnitude of \( \tilde{q} \) and reduces to \( J(y,\tilde{q}) \).

3. The resonance detector configuration

The RD counting procedure relies upon two main steps [23,24]. In the first one, the scattered neutron beam impinges onto the analyzer foil which provides the energy analysis by means of \( (n,\gamma) \) resonance absorption at a given resonance energy \( E_r \). In the second step, the prompt gamma-rays are detected to assign the total neutron time of flight.

It has to be stressed that the gamma detector is used as a counter: for each absorbed neutron into the analyzer, the production of a gamma-ray cascade occurs. It is enough that one photon of the cascade is detected, even by a partial release of its energy in the detector’s active medium, to trigger a counting signal.

The experimental signal recorded in the RD configuration is a time of flight spectrum, representing the number of counts collected in a time channel of width \( \Delta t \) centered in \( t \). The count rate per time bin is given by the expression [36]

\[ C(t,\langle 2\tilde{V} \rangle) = \beta \cdot I_p \int_{0}^{\infty} dE_0 \phi(E_0) \int_{0}^{\infty} dE_1 \Gamma(E_1) C(t, \langle \tilde{V} \rangle) \left( \frac{d^2 \sigma}{dt \, d\omega} \right) \]
where 
\[ \beta = n_f \Delta \Omega \rho \, d_\eta \]  \hspace{1cm} (9)\\
\[ I_\nu = \int \int_0^\infty dt_0 \int_0^{2\pi} d\theta ds(2\pi) \int_0^{\infty} dl_0 \int_0^{\infty} dl_1 \rho(t_0, \theta, s, l_0, l_1) \]  \hspace{1cm} (10)\\
the argument in the \( \delta \)-function being
\[ \tau = t - t_0 - l_0 \]  \hspace{1cm} (11)\\
with \( n_m \) the neutron mass. In the previous Eq. (8), the quantities \( \Phi(E_0) \), \( T(E_1) \) and \( d^2\sigma/d\Omega \, dh_0 \) are the neutron flux at the incident neutron energy, the analyzer's energy transfer function and the double differential scattering cross-section of the sample, respectively. While \( E_0 \) and \( E_1 \) are the initial ad final neutron energies, respectively. The quantity \( n_f \) in Eq. (9) is the number of neutron pulses included in the measurement, \( \Delta \Omega \) the solid angle defining the detector acceptance, \( \eta \) the overall detection efficiency, while \( \rho \), \( d_\eta \) are the sample’s density and thickness, respectively. In Eq. (10), \( \rho(t_0, \theta, s, l_0, l_1) \) is the probability distribution that a given neutron leaves the moderator with a time-delay \( t_0 \), travels from the moderator to the sample along a flight path \( l_0 \), is scattered at an angle \( 2\theta \), and eventually travels from the sample to the detector along a flight path \( l_1 \).

The wide photon spectrum from the analyzer (atomic X-rays and nuclear gamma-rays) allows one to use energy discrimination thresholds that improve the S/B ratio, still guaranteeing an acceptable counting efficiency [26].

Eq. (8) represents only the signal component, i.e. it assumes the absence of background. A more complete expression should contain background terms, as already discussed in previous experimental papers [44,45]. The count rate of Eq. (8) can be expressed, for each recoiling mass \( M_i \) (\( i = 1, 2, \ldots, N \)) presents in the scattering sample, in terms of the corresponding scaling function \( F_M(y, q) \). Since
\[ \frac{d^2\sigma}{d\Omega \, dh_0} = \sum_{i=1}^N \frac{E_i \, M_i b_i^2}{E_0 \, h^2} F_M(y, q) \]  \hspace{1cm} (12)\\
where \( N \) is the number of different recoiling particles present in the scatterer and \( y \), the West scaling variable of the \( i \)th recoiling particle, and \( b_i \) is its scattering length, then the total count rate becomes
\[ C(t, \langle 2\theta \rangle) = \beta \sum_{i=1}^N I_\nu \int_0^{\infty} dt_0 \Phi(E_0) \int_0^{\infty} dE_1 T(E_1) \delta(t - t_0 - l_0) \]  \hspace{1cm} (13)\\

Given Eq. (13), in the time of flight spectrum there will appear \( N \) recoil peaks (one per each recoiling mass), whose intensities are proportional to the number of atoms contained in the sample, weighted by the scattering cross-section. The time width and the shape of each recoil peak depend on the width and shape of \( F_M(y, q) \), on the uncertainties of the geometrical parameters \( L_0, L_1, 2\theta \) and of the time of flight \( t \), and on the width and order of the analyzer’s transfer function \( T(E_1) \). The width of \( T(E_1) \) can be reduced, still maintaining an acceptable count rate, by applying the FCT, as already discussed in previous experimental papers [34,35].

4. Monte Carlo simulations

The Monte Carlo code employed to simulate the DINS time of flight spectra is a modified version of the DINSMS code, developed by Mayers et al. [46] for DINS measurements on VESUVIO spectrometer when operating in the so-called Resonance Filter (RF) or Filter Difference (FD) configuration [47]. The code takes into account the specific features of the neutron pulsed source, the filters and the detectors present on VESUVIO. In the Monte Carlo simulation, the result is a sum of different neutron histories, weighted according to the probabilities that would occur in a real experiment. In Ref. [46], a more detailed description of the code is provided.

The neutron transport code has been modified in order to incorporate the code modules for neutron detection in the RD configuration. The modules describing the spectrometer components have been chosen to be, at a first stage, identical to a real experimental condition [27]. Then a study of the time of flight spectrum in different geometrical configurations (detectors positions, primary and scattering flight paths, \( L_0 \) and \( L_1 \)) in combination with different kind of analyzer foils has been undertaken. Our aim is to investigate the possibility that in recoil peaks at different scattering angles, the contribution of the final state effects are negligible, so that the different peaks can be considered together and the corresponding scaling function \( F_M(y, q) \) summed up thus obtaining a better statistics.

4.1. Simulations in the standard RD configuration in IA

The first set of simulations have been carried out considering the spectrometer in the standard RD configuration, with an array of YAP scintillators [27] as neutron counters. In the simulations the scattering angle \( 2\theta \) is considered in the range \( 15^\circ \leq 2\theta \leq 60^\circ \), somewhat wider than the usual range in VESUVIO [4]. The instrumental parameters were \( L_0 = 11.055 \, \text{m} \), \( \langle L_1 \rangle = 0.746 \, \text{m} \), \( \langle L_1 \rangle \) being the scattering flight path averaged over the whole set of scattering angle in the array (i.e. \( 20^\circ \leq 2\theta \leq 60^\circ \)). The sample was a slab of 5.0 cm height, 5.0 cm width and 0.1 cm thickness, chosen in order to fit the beam dimension whose actual diameter is about 4.5 cm (umbral + penumbra). The analyzers were chosen to be a \(^{235}\text{U} \) or \(^{139}\text{La} \) metallic foils. These nuclides possess radiative neutron capture resonances at about 6.67, 20.8, 36.6 and 66.0 eV (uranium) and 72.0 eV (lanthanum). Fig. 1 shows

![Fig. 1. Region of kinematical space (wave vector transfers and energy transfers) accessible by employing a 6.67 eV (a) and a 72.0 eV (b) resonance for five typical values of the scattering angles (20° – 28° – 35° – 43° and 51°) for forward scattering experiments. The continuous line intercepting the iso-angular lines is the proton recoil line \( h\alpha = h\omega_0 \).](image-url)

the regions of the kinematical space accessible by selecting a 6.67 eV resonance (panel (a)) or a 72.0 eV resonance (panel (b)), both for typical values of the scattering angles for forward scattering experiments. The negative region of $h\omega$ correspond to events where the neutron gain energy in the scattering event from the struck atom (energy gain). The continuous line, intercepting the iso-angular lines, is the proton recoil line $h\omega_{r} = h\gamma^{2}/2M$. From Fig. 1 it is clear that for the same scattering angle much higher energy and wave vector transfers can be achieved with an higher resonance energy.

In the standard RD configuration, the transfer function of the analyzer foil is given by

$$\lambda(E) = 1 - \exp(-d/\lambda(E))$$  \hspace{1cm} (14)

$d$ being the foil thickness, $\lambda(E)$ the mean free path given by

$$\lambda(E) = \frac{A}{N_{A}\sigma_{\alpha\gamma}(E)}$$  \hspace{1cm} (15)

where $A$ is the mass number of the absorbing nucleus, $N_{A}$ the Avogadro’s number, $\rho$ the density and $\sigma_{\alpha\gamma}(E)$ the analyzer’s radiative capture cross-section. Eq. (13) characterizes the energy transfer function, $T_{\alpha\gamma}(E)$, for an uranium foil 30 $\mu$m thickness at the four different values of the resonance energy. This thickness, corresponding to fractions between 0.3 and 0.9 of the neutron interaction length for the different resonance energies, guarantees that the thin foil approximation (TFA) [17,35] holds with high degree of accuracy for the whole set of resonances. The TFA provides a good compromise between counting efficiency and resolution, as already shown in previous experimental papers [17,35]. In Table 1, the main parameters characterizing each $T(E)$ are listed. From Eq. (13), it is clear that the intensity and the line shape of the DINS recoil spectrum in the scattering signal $\langle C(1,2)\rangle$, apart the contribution of the FSE, depend on the functional form of $J(y)$. The latter is given as an input for the Monte Carlo code and it was chosen to be of Gaussian form, namely

$$J(y) = \frac{1}{\sqrt{2\pi}\sigma^{2}} \exp(-y^{2}/2\sigma^{2})$$  \hspace{1cm} (16)

A H$_2$O molecular system was chosen as a test sample. The value of $\sigma$ was fixed at 4.841 $\text{Å}^{-1}$, as experimentally determined in previous DINS measurements at VESUVIO [48], corresponding to a proton mean kinetic energy $\langle E_{K}\rangle = 145$ meV.

Fig. 3 shows simulated DINS time of flight spectra for detectors placed at scattering angles of 60.7° and 48.7° (a) and at 35° and 20° (b), considering four final neutron energies: 6.67 eV, 20.8 eV, 36.6 eV and 66.0 eV ($^{238}$U resonances). The larger peaks located at different $t_{0}$ values in the two panels are the hydrogen recoil signals. The less intense $^{16}$O recoil signals are found at 325 $\mu$s, 180 $\mu$s, 140 $\mu$s and 105 $\mu$s for the final neutron energies quoted above in both the panels, respectively.

It has to be noted that at high scattering angles (a), due the combined effects of geometry and resolution, the $^{16}$O recoil peaks cannot be clearly identified and subtracted, since they either lie beneath the more intense $^{1}$H recoil peaks or are not well separated.

From the panel (b) in Fig. 3, it can be noted that only for the 6.67 eV resonance (i.e. $t_{0}$ $\approx$ 325 $\mu$s) the $^{1}$H and $^{16}$O peaks are completely overlapped at very low angles.

The simulation shows that for scattering angles between 25° and 35°, all peaks in the time of flight spectra are sufficiently well separated for the whole set of final neutron energies considered. In order to obtain a clearer separation of the recoil peaks, different geometrical configuration are explored. First, the effect of $L_{0}$ on the whole instrument response is studied, changing $L_{0}$ from 11 m to 25 m, while fixing $\langle E_{K}\rangle$ at the same value (0.746 m) of the previous simulations. Indeed, it is well known that one of the contributions to the overall spectrometer resolution function

Table 1

<table>
<thead>
<tr>
<th>$E_{f}$ (meV)</th>
<th>FWHM (meV)</th>
<th>$l_{0}$</th>
<th>$d_{A}/\lambda(E)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6671</td>
<td>152</td>
<td>0.53</td>
<td>0.80</td>
</tr>
<tr>
<td>20,800</td>
<td>230</td>
<td>0.58</td>
<td>0.87</td>
</tr>
<tr>
<td>36,600</td>
<td>347</td>
<td>0.52</td>
<td>0.78</td>
</tr>
<tr>
<td>66,000</td>
<td>340</td>
<td>0.26</td>
<td>0.30</td>
</tr>
<tr>
<td>72,000</td>
<td>540</td>
<td>0.65</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Fig. 2. Energy transfer function, $T_{\alpha\gamma}(E)$, in the RD configuration for an uranium foil 30 $\mu$m thickness at four different values of the resonance energy, namely 6.67 eV (a), 20.8 eV (b), 36.6 eV (c) and 66.0 eV (d), respectively.
depends on the $L_1/L_0$ ratio [49,50] and that an higher $L_0$ gives a better resolution. Fig. 4 shows the time of flight spectra obtained for a H$_2$O sample, employing the same $J(y)$ given in Eq. (16), for detectors at scattering angles between 15° and 40°. From Fig. 4(a), it can be noted that for detectors at 15° the $^{16}$O and $^1$H recoil peaks relative to the 6.67 eV and 20.8 eV $^{238}$U resonances are mixed, while at 40°, the $^{16}$O and $^1$H recoil peaks corresponding to 20.8 and 36.6 eV final neutron energies overlap. On the other hand, the separation of the $^1$H and $^{16}$O peaks at 20° and 30°, shown in Fig. 4(b), is satisfactory for almost all final neutron energies.

The effect of a different final neutron energy selection has been also investigated by using the 72 eV resonance energy of a $^{139}$La analyzer foil. Fig. 5 shows the time of flight spectra for H$_2$O relative to a gaussian $J(y)$ for $L_0=11.0$ m (a) and 25.0 m (b), respectively, and for different scattering angles (20° and 40°). In the two panels, the small peaks at low tof are from $^{16}$O, while the large ones at low tof are from $^1$H. In both cases the $^1$H and $^{16}$O peaks are well separated also at high scattering angles. For the longer primary flight path case, the DINS time of flight spectra put in evidence a clear peak separation down to about 20°.

4.2. Simulations in the RD configuration with FSE

The same set of simulations on H$_2$O described before are performed taking into account the FSE, in the framework of the Gaussian Approximation + additive approach, as described in Section 2, and employing, in a very simplified model, a purely harmonic potential.

In what follows we present and discuss simulated results obtained. Fig. 6 shows simulated DINS time of flight spectra from H$_2$O with a $^{238}$U analyzer foil and for a detector at $2\theta = 30°$, with and without the FSE contributions, for the instrument set up with $L_0=11$ m and 25 m, in panels (a) and (b), respectively. It can be noticed that the FSE are observable in the recoil peaks only at the lowest final resonance energy ($t = 290$ µs for $L_0=11$ m, $t \approx 630$ µs for $L_0=25$ m), while they are almost negligible at higher resonance energies due to the higher $\omega$ and $q$ accessed.

Fig. 7 reports the same comparison shown in Fig. 6, but for a $^{139}$La analyzer foil.

The couples $(h,\omega,q)$ at the maximum of the $^1$H recoil peaks accessed at the scattering angle shown in the figures are ordering the peaks from high-to-low tof (2 eV, 32 Å$^{-1}$), (7 eV, 57 Å$^{-1}$),
Simulated DINS time of flight spectra from H$_2$O with a 238U analyzer foil for a detector at 2$\theta = 30^\circ$, with FSE contributions (solid line) and without FSE contributions (dashed line) with (a) flight path $L_0 = 11.0$ m, (b) flight path $L_0 = 25.0$ m.

Fig. 6. Simulated DINS time of flight spectra from H$_2$O with a $^{139}$La analyzer foil for a detector at 2$\theta = 30^\circ$, with FSE contributions (solid line) and without FSE contributions (dashed line) with (a) flight path $L_0 = 25.0$ m.

Fig. 7. Simulated DINS time of flight spectra from H$_2$O with a $^{139}$La analyzer foil and for a detector at 2$\theta = 30^\circ$, with FSE contributions (solid line) and without FSE contributions (dashed line) with (a) flight path $L_0 = 11.0$ m, (b) flight path $L_0 = 25.0$ m.

(12 eV, 77 Å$^{-1}$) and (22 eV, 103 Å$^{-1}$) for the case of the uranium analyzer and (24 eV, 108 Å$^{-1}$) for the lanthanum. In the latter case, the FSE are negligible at all scattering angles, since the line shape is unaffected by FSE.

In what follows we focus our attention on the case $L_0 = 25$ m that seems the most appropriate configuration in terms of peak separation.

4.3. Simulations employing the foil cycling technique in IA

A second set of simulations was carried out by changing the transfer function of the analyzer foil in order to introduce the effect of the FCT [34]. The latter relies on the use of two foils of the same absorbing material, a stationary analyzer foil and a so-called cycling foil that alternates in and out of the scattered neutron beam, thus combining the RD and the Filter Difference (FD) techniques. The double energy analysis performed in the FCT provides a substantial narrowing of the spectrometer resolution function and an effective neutron and gamma background subtraction, with only an acceptable loss in the counting efficiency [34,35].

The overall transfer function in the FCT configuration is given by [35]

$$T_{FCT}(E) = (1 - e^{-N_{tot}(E)d_a}) \cdot (1 - e^{-N_{tot}(E)d_f})$$

(17)

$d_a$ and $d_f$ being the analyzer and cycling foil thickness, respectively, $\sigma_{tot}(E)$ the radiative capture cross-section and $\sigma_{rad}(E)$ the total cross-section of the filter.

Fig. 8 shows the FCT transfer functions (dashed lines) obtained for the first four 238U resonances considering $d_a = 30$ µm and $d_f = 90$ µm. Fig. 9 shows the FCT transfer function (again dashed line) for the 139La case, with $d_a = d_f = 350$ µm. In Figs. 8 and 9 the FCT transfer functions are compared with the standard RD transfer functions (solid lines).

The main characteristics of the FCT transfer functions for the two types of analyzer foil materials are listed in Table 2 for a more direct and clear comparison with the standard RD transfer functions (see Table 1).

As it can be noticed, there is an appreciable narrowing of the FWHM of the FCT transfer functions, as compared to the corresponding RD ones, between 14 and 26%. The counting efficiency is still appreciable for almost all of the final neutron energies selected (even for the case of the fourth 238U resonance, and of the 139La resonance which are not optimized with respect to the analyzer thickness). Simulated DINS time of flight spectra for H$_2$O have been obtained following the procedure already described in Section 4.1 for the standard RD configuration, but inserting the proper FCT transfer function in the code.

Fig. 10 shows the FCT transfer functions (dashed lines) obtained for the first four 238U resonances considering $d_a = 30$ µm and $d_f = 90$ µm. In Figs. 8 and 9 the FCT transfer functions are compared with the standard RD transfer functions (solid lines). The peaks in the present case are narrower due to the effect of $T_{FCT}(E)$. Although the better resolution, the peak separation is not sufficiently good for all the resonances. In fact, it can be observed that in the case of uranium (panel (a)), the peak separation is good and for all the resonances with the exception of the first $^1$H peak for 2$\theta = 20^\circ$ (at about 700 µs) and of the second and the third one (at about 320 µs and 250 µs, respectively) for 2$\theta = 40^\circ$. In the case of lanthanum (panel (b)), the peak separation is quite good at all the scattering angles.

4.4. y domain analysis

Analysis of the DINS data is made typically in the y domain rather than in the TOF one. Due to the scaling properties, the
scaling function \( F(y) \) is centered in \( y = 0 \) and is symmetric. The effect of the final state interactions produces a shift of the recoil peak maximum towards negative values of \( y \) as well as asymmetries and distortions due to the presence of terms that are odd in \( y \) and proportional to \( 1/q \) and \( 1/q^2 \) (see Eq. (6)). As already stressed before, the higher the wave vector and energy transfers achieved in the scattering process, the lower the effect of the FSE. This can be appreciated in Fig. 11 where the proton Compton...
profiles $F(y,q)$ obtained from the simulated time of flight spectra at the different final neutron energies selected by the $^{238}$U analyzer are compared for fixed values of $L_0 = 25$ m and $2\vartheta = 30^\circ$. The continuous line is from the 6.671 eV final neutron energy that corresponds to the lowest $q$ and $\hbar\omega$ values accessed in the measurement, while the dotted and dot-dashed profiles are from the higher resonances. It can be noticed that the profile from the lowest final neutron energy is shifted and distorted, while the other ones are almost symmetric and centered at $y=0$, within the uncertainties of the simulation. This means that with good degree of accuracy the FSE are negligible for the higher final neutron energies, so that the Compton profiles attained their asymptotic form. Thus a weighted sum procedure can be applied to sum up the experimental Compton profiles at the different final neutron energies, after proper normalization. Clearly, the same applies for the higher angles, as both $q$ and $\hbar\omega$ increase. In this way the normalized Compton profiles recorded at energies above the 6.671 eV of the $^{238}$U analyzer can be properly summed together (in the $y$ space) for all the scattering angles, such that $^1$H and $^{16}$O peaks are well separated. In this way one obtains a single “sum recoil peak” to be analyzed, the corresponding resolution functions being the weighted sum of the resolution functions of the single $F(y)$ that are summed (Convolution Approximation, the weighting factor being the statistical error of data points). The resulting “sum recoil peak” is then characterized by a higher statistical quality, thus allowing for a more precise line shape analysis.

5. Discussion and conclusions

From the first set of simulations performed without considering the FSE, it can be seen that in the case of $L_0=11$ m and the typical angular range of the VESUVIO spectrometer, the optimized $2\vartheta$ interval relatively to peak separation is between $25^\circ$ and $35^\circ$ for $^{238}$U, while for $^{139}$La the whole typical angular range for DINS measurements can be exploited. If a longer flight path is considered (second set of simulations) an enhancement of the resolution can be obtained, due to the lowering of the contribution depending on $L_1/L_0$ [50] (as $L_1$ is fixed).

As expected on theoretical grounds, the simulations including the FSE show both a recoil peak shift and asymmetries in the line shape [51] at low scattering angles, where the lowest $\hbar\omega$ and $q$ are achieved. On the contrary, at low times of flight (i.e. at high energy and wave vector transfers) the FSE are negligible. Indeed, the higher the $q$ and $\hbar\omega$ accessed, the lower the FSE contribution (see Eq. (6)). Comparing simulations with and without FSE at $2\vartheta = 30^\circ$, it can be noted that FSE do not introduce substantial shifts or broadening of the peaks in all of the considered cases, with the possible exception of the peak corresponding to the 6.671 eV resonance. Notice that for resonances at 20.8 eV, 36.6 eV and 66.0 eV ($^{238}$U) the IA approximation holds with a very good degree of accuracy, as the FSE contribution cannot even be appreciated. In the case of $^{139}$La (72 eV final neutron energy) the FSE contribution is practically negligible in almost all the cases undertaken in the simulations.

The use of the FCT guarantees that the energy transfer function of the analyzer-cycling foil system has a narrower FWHM as compared to the standard RD configuration, as shown in Figs. 9 and 10, while the effect on the data has been already shown in Refs. [34,35]. This is well shown in Fig. 12, where two simulated tof spectra of H$_2$O with the FCT or the RD configuration (for a fixed scattering angle) are shown.

It can be concluded that in the case of the uranium analyzer, there is an angular range where the recoil peaks at different final neutron energies are all well separated and FSE are found to be negligible. As the data analysis is generally performed in the West scaling variable space, it could be possible to perform a weighted sum of the normalized recoil peaks (in $y$ space) corresponding to

![Fig. 11](image-url) Proton Compton profiles $F(y,q)$ obtained from the simulated time of flight spectra on a pure H sample, for $L_0=25$ m and $2\vartheta = 30^\circ$ at final neutron energies of 6.67 eV (continuous line), 20.9 eV (dashed line), 36.6 eV (dotted line) and 66.0 eV (dot-dashed line).

![Fig. 12](image-url) Two simulated tof spectra of H$_2$O with $L_0=25$ m, at $30^\circ$, with FCT (dashed line) and with the RD (solid line) configuration. Panels (a) and (b) show the tof spectra in linear and logarithmic scale, respectively.
the resonances at 20.8, 36.6 and 66.0 eV at all angles, 2h between 25° and 35°. In the y space the resolution function of the "sum recoil peak" is given, in the convolution approximation (that holds with an excellent degree of accuracy) by the weighted sum of the resolutions of the summed detectors, thus providing a smooth recoil peak with a good statistical quality, the weighting factor being the statistical errors on each data point. Indeed, considering that detector spacing in the VESUVIO spectrometer is about 1–2° and that an angular range of about 10° is exploitable, a total of 25–30 spectra could be eventually summed together. The peaks corresponding to the 6.67 eV uranium resonance can be treated separately as it happens for the actual experiments on VESUVIO [3,4].

In the case of Lanthanum it is possible to exploit a more extended scattering angular range as compared to the case of uranium. Therefore, although only one recoil peak per scattering angle is available in this case, a total of about 20 spectra could be summed to obtain the "sum recoil peak", considering that detectors may be placed in the full (typical) angular range (20–60°) with a spacing of 1.5–2°.

In conclusion, a feasibility study has been presented to show how the RD configuration would allow to design an instrument of the peaks.
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