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The non-parametric version of Information Geometry has been developed in recent years. The first basic result was the construction of the manifold structure on \( \mathcal{M}_\mu \), the maximal statistical models associated to an arbitrary measure \( \mu \) (see Ref. 48). Using this construction we first show in this paper that the pretangent and the tangent bundles on \( \mathcal{M}_\mu \) are the natural domains for the mixture connection and for its dual, the exponential connection. Second we show how to define a generalized Amari embedding \( A^8 : \mathcal{M}_\mu \to S^8 \) from the Exponential Statistical Manifold (ESM) \( \mathcal{M}_\mu \) to the unit sphere \( S^8 \) of an arbitrary Orlicz space \( L^8 \). Finally we show that, in the non-parametric case, the \( \alpha \)-connections \( \nabla^\alpha \ (\alpha \in (-1,1)) \) must be defined on a suitable \( \alpha \)-bundle \( \mathcal{F}^\alpha \) over \( \mathcal{M}_\mu \) and that the bundle-connection pair \( \left( \mathcal{F}^\alpha, \nabla^\alpha \right) \) is simply (isomorphic to) the pull-back of the Amari embedding \( A^\alpha : \mathcal{M}_\mu \to S^{2/1-\alpha} \) where the unit sphere \( S^{2/1-\alpha} \) is equipped with the natural connection.

1. Introduction

The classical source of infinite-dimensional analysis has been the calculus of variations. In the XX century the situation has undertaken a dramatic change by the addition of a number of fields where one is naturally led to infinite-dimensional considerations (e.g. loop and map groups in gauge theory). We argue that Information Geometry should be added to the list. Indeed the non-parametric version of this theory is actually in its infancy due to the nontriviality of the needed infinite-dimensional analytical and geometrical considerations. Let us explain the current state of the art.

Let \((X, \mathcal{X}, \mu)\) be a measure space. The associated maximal (regular, dominated) statistical model is

\[
\mathcal{M}_\mu := \left\{ f : X \to \mathbb{R} : f > 0, \int f = 1 \right\}.
\]
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A parametric (regular, dominated) statistical model is a function

\[ L: A \subseteq \mathbb{R}^n \to \mathcal{M}_\mu. \]

The idea that a statistical model should be considered as a differential (Riemannian) manifold, via the Fisher information matrix, appeared, for the first time, in the classical papers of Rao and Jeffreys. Since then a whole theory, sometimes called Information Geometry, has been developed. Sources of this subject can be found in a number of fields:

(a) Classical Statistics, mainly asymptotic theory (Refs. 1, 2, 5, 7–10, 17, 21–24, 32, 35 and 54).
(b) Information Theory (Refs. 14 and 16);
(c) Statistical Mechanics (Refs. 27–30);
(d) Biomathematics (Ref. 51).

Moreover, stimulated by Quantum Mechanics, noncommutative version of the Information Geometry has been developed by some authors.

The ultimate goal of a non-parametric version of the theory is to develop a suitable analytical-geometrical structure for the maximal (non-parametric) models \( \mathcal{M}_\mu \). Of course the parametric (finite-dimensional) results should be derived as by-product of the non-parametric (infinite-dimensional) results. This point was clearly stated on p. 76 of the book by Murray and Rice. Comments about the relative difficulties can be found in Refs. 18, 20, 38, 46, p. 8 and pp. 93–103 of Ref. 2 and p. 8 of Ref. 34.

One of the main feature of the works done till the eighties is the restriction to the parametric case. This was indeed a remarkable restriction, from the point of view of applied probability and statistics, and many authors have discussed this point. Moreover, the purpose of geometrization of any field, both in pure or applied mathematics, is, in some sense, precisely to avoid the use of parameters or coordinates.

Therefore developing a non-parametric version of information geometry must be considered as a key problem of the subject. Obviously this problem appears to be part of the infinite-dimensional analysis and infinite-dimensional geometry.

Two approaches are possible to deal with the difficulties of the infinite-dimensional setting. One possibility is to weaken the notion of differentiable function, by allowing directional derivatives in a dense subset of all possible directions in the style of Malliavin's calculus. Another approach consists of developing the non-parametric theory in the framework of classical infinite-dimensional manifolds theory, as exposed for example in Ref. 41.

The second approach was adopted by G. Pistone and C. Sempi in Ref. 48 where the local model for non-parametric statistical manifolds was given by Orlicz spaces with exponential Young function. Subsequent work based on this idea was presented
in Refs. 13 and 47. This paper gives further developments, by means of a detailed presentation of some results already announced in Ref. 26.

It should also be noted that realizations of infinite-dimensional manifolds by set of densities appear in other (seemingly unrelated) areas as string theory and conformal quantum field theory. Indeed the points of the manifold \( \mathcal{M} = \text{Diff}_+(S^1)/S^1 \), that plays a crucial role in the above quoted theories, can be identified with the smooth probability measures on the circle \( S^1 \). Applications of Information Geometry in these fields should be further investigated, see Refs. 36 and 55 and references therein.

In the parametric case one has many important geometric objects. Among these the exponential, mixture and \( \alpha \)-connections (with their dual structure) are of great importance (see Refs. 2, 3, 18, 21–24 and 35). For example S. Lauritzen\(^5\) and T. Kurose\(^{40}\) have suggested that the dual structure of the \( \alpha \)-connections should be considered as the key point distinguishing statistical manifolds among arbitrary differential manifolds. Nevertheless, as far as we know, the problem of characterize statistical manifolds is still open.

In this paper we deal with the following problem: is it possible to construct in the non-parametric setting the mixture, exponential and \( \alpha \)-connections (and the related duality)?

We solve this problem positively and moreover we show that the above-mentioned duality is exactly the Orlicz space duality. To get this result we do the following. Consider the manifold structure on \( \mathcal{M}_\mu \) given by the quoted result of Pistone and Sempi.\(^{48}\) On the pretangent bundle \( T\mathcal{M}_\mu \) we construct the mixture connection \( \nabla^m \). Then we prove that the dual of this connection is precisely the exponential connection \( \nabla^e \) on the tangent bundle \( T\mathcal{M}_\mu \).

A difficulty arise at this point. Indeed, the fact that the \( \alpha \)-connections are given by the convex combination

\[
\nabla^\alpha = \frac{1 + \alpha}{2} \nabla^e + \frac{1 - \alpha}{2} \nabla^m
\]

is a classical result of the parametric theory. But in the non-parametric case the two connections live on different bundles so that convex combination makes no sense. We bypass this problem in the following way. First of all we construct a generalized Amari embedding \( A^\circ \) from \( \mathcal{M}_\mu \) to the unit sphere \( S^2 \) of an arbitrary Orlicz space \( L^e \). Second we consider the natural connection on \( S^{2/(1-\alpha)} \) induced by the trivial connection on \( L^{2/(1-\alpha)} \). The pull-back of the Amari embedding gives us a bundle connection pair over \( \mathcal{M}_\mu \). The calculations (modulo an isomorphism) on the pull-back bundle prove that the pull-back connection is exactly the non-parametric \( \alpha \)-connection.

The paper is organized as follows. In Secs. 2 and 3 we recall the fundamental notions about linear connections and parallel transports on vector bundles. In Sec. 4 we do the same for the theory of Orlicz space. In Sec. 5 we review the structure of Exponential Statistical Manifolds (ESM) from Refs. 47 and 48. In Sec. 6 we have
the first of our result: through parallel transport we construct the exponential and mixture connections on a pair of dual bundles over the ESM. In Sec. 7 we show how the classical Amari embedding can be generalized to arbitrary Orlicz spaces and how to deduce $\alpha$-connections from the geometry of the unit ball in Lebesgue spaces.

2. Vector Bundles

We review here some material on vector bundles and duality. See Refs. 37, 41 and 43.

A vector bundle $(\mathcal{F}, \mathcal{M}, \pi, V)$ consists of a total space $\mathcal{F}$, a connected base manifold $\mathcal{M}$, a projection $\pi: \mathcal{F} \to \mathcal{M}$ and a standard fiber $V$. $\mathcal{F}_p := \pi^{-1}(p)$ is a vector space isomorphic to $V$. We assume moreover that $\mathcal{F}$ and $\mathcal{M}$ are differentiable manifolds, that $\pi$ is differentiable, and $V$ is a Banach space. We further assume that each point $x \in \mathcal{M}$ has a neighborhood $\mathcal{U}$ such that $\pi^{-1}(\mathcal{U})$ is diffeomorphic to $\mathcal{U} \times V$ (local triviality assumption).

Let $\mathcal{U}$ be an open set of $\mathcal{M}$. A differentiable map $s: \mathcal{U} \to \mathcal{F}$ is called a section over $\mathcal{U}$ if $\pi \circ s = \text{Id}_\mathcal{U}$. If $\mathcal{U} = \mathcal{M}$, such a function will simply be called a (global) section. We shall denote by $S(\mathcal{F})$ the set of sections over $\mathcal{M}$. It is easy to see that $S(\mathcal{F})$ is a module over the ring $C^\infty(\mathcal{M})$ of smooth functions over the manifolds $\mathcal{M}$. The multiplication is defined pointwise.

Example 1. Let $T\mathcal{M}$ be the tangent bundle of $\mathcal{M}$. In this case $S(T\mathcal{M})$ is the set of vector fields on the manifolds $\mathcal{M}$. If $A \in S(T\mathcal{M})$ is a vector field and $f \in C^\infty(\mathcal{M})$ is a function, $Af$ denotes the derivative of the function $f$ along the vector field $A$.

Example 2. Given a vector bundle $\mathcal{F} \to \mathcal{M}$ it is possible to construct a new bundle considering for any point $p \in \mathcal{M}$ the dual $\mathcal{F}_p^*$ of the vector space $\mathcal{F}_p$.

Let $\mathcal{F}$, $\mathcal{G}$ be vector bundles over a manifold $\mathcal{M}$. An isomorphism between $\mathcal{F}$ and $\mathcal{G}$ is a map $I: \mathcal{F} \to \mathcal{G}$ such that $I|_{\mathcal{F}_p}$ is an isomorphism between $\mathcal{F}_p$ and $\mathcal{G}_p$. In such a case, given a section $s \in S(\mathcal{F})$, then $I \circ s \in S(\mathcal{G})$. Of course the same applies to $I^{-1}$.

3. Linear Connections and Parallel Transport

A linear connection on a vector bundle is a bilinear map

$$\nabla: S(T\mathcal{M}) \times S(\mathcal{F}) \ni (v, s) \mapsto \nabla_v s \in S(\mathcal{F})$$

such that

(a) $\nabla_{f v}s = f \nabla_v s$,
(b) $\nabla_v(fs) = (vf)s + f \nabla_v s$. 

A linear connection on the tangent bundle is also called an affine connection. The covariant derivative of the section $s$ along the vector field $v$ is by definition $\nabla_v s$.

**Definition 3.** Let $\mathcal{F}, \mathcal{G}$ be vector bundles over $\mathcal{M}$. Let $\nabla$ be a covariant derivative on $\mathcal{G}$ and let $I: \mathcal{F} \rightarrow \mathcal{G}$ be an isomorphism. The induced connection $\nabla^I$ on $\mathcal{F}$ is defined by

$$\nabla^I_v s := I^{-1} \nabla_v (I \circ s), \quad v \in S(TM), \quad s \in S(\mathcal{F}).$$

Assume now that we have a manifold $\mathcal{M}$ with a connection $\nabla$ on the tangent bundle. Let $\mathcal{N}$ be a submanifold. Let $\Pi_p: T_p\mathcal{M} \rightarrow T_p\mathcal{N}, \quad p \in \mathcal{M}$
the associated projection. This allows us to define a new connection on $\mathcal{N}$ by the equation

$$\tilde{\nabla}_v s := \Pi \nabla_v s, \quad v \in S(T\mathcal{N}), \quad s \in S(\mathcal{N})$$

(see Ref. 42).

The curvature of a connection is defined by

$$R(X,Y)s = (\nabla_X \nabla_Y - \nabla_Y \nabla_X - \nabla_{[X,Y]})s.$$

Let

$$\mathcal{P}(\mathcal{M}) = \{c: [0,1] \rightarrow \mathcal{M}, c \text{ is piecewise smooth}\}$$

be the space of piecewise smooth curves of the manifold $\mathcal{M}$. Let $\mathcal{F}$ be a vector bundle over $\mathcal{M}$. A linear parallel transport $U$ is a function

$$U: \mathcal{P}(\mathcal{M}) \rightarrow \bigcup_{\mathcal{F}_q} \text{Iso}(\mathcal{F}_p, \mathcal{F}_q)$$

such that

(a) $U_{\gamma} \in \text{Iso}(\mathcal{F}_{\gamma(0)}, \mathcal{F}_{\gamma(1)})$,
(b) $U$ is parametrization independent,
(c) $U_{\gamma^{-1}} = U_{\gamma}^{-1}$,
(d) $U_{\gamma} U_{\delta} = U_{\gamma \delta}$.

Regularity conditions in a local trivialization are also assumed.

**Proposition 4.** Given a vector bundle $\pi: \mathcal{F} \rightarrow \mathcal{M}$ there exists a bijection between covariant derivatives (linear connections) and parallel transports on $\mathcal{F}$.

**Proof:** See, for example, Ref. 25.

A connection $\nabla$ is locally flat if

$$U^{-1}_\gamma = I$$
for any loop $\gamma$ based at $p \in \mathcal{M}$ and homotopic to $p$ (this definition is independent of the chosen point).

A connection is **globally flat** if

$$U^\nabla_\gamma = I$$

for any loop $\gamma$ at a fixed point $p \in \mathcal{M}$. For a locally flat connection the curvature is zero (a consequence of the Ambrose–Singer theorem).

For a globally flat connection $\nabla$, the parallel transport $U^\nabla_\gamma$ depends only on the end points of the curve $\gamma$. Therefore we have the following result.

**Proposition 5.** Given a vector bundle $\pi: \mathcal{F} \to \mathcal{M}$ and a globally flat connection $\nabla$ with associated parallel transport $U$, then $U$ uniquely defines a family of operators $U_{p,q}$ such that

1. $U_{p,q} \in \text{Iso}(\mathcal{F}_p, \mathcal{F}_q)$,
2. $U_{p,p} = \text{Id}_{\mathcal{F}_p}$,
3. $U_{q,r}U_{p,q} = U_{p,r}$.

Vice versa a family of operators $U_{p,q}$ where $p,q \in \mathcal{M}$ satisfying all the previous conditions determines a globally flat connection $\nabla$ on $\mathcal{F}$.

**Definition 6.** Let $U$ be a parallel transport. The dual parallel transport $U^*$ is defined as follows. Let $\gamma: [0,1] \to \mathcal{M}$ be a curve such that $\gamma(0) = p, \gamma(1) = q$. Let $w \in E^*_p, v \in E_q$. Define

$$(U^*_\gamma w)(v) := w(U^{-1}_\gamma(v)).$$

Note that $U^{-1}_\gamma(v) \in E_p$. Definition 6 makes sense. Indeed we have the following:

1. $U^*_\gamma \in \text{Iso}(\mathcal{F}^*_\gamma(0), \mathcal{F}^*_\gamma(1))$,
2. $U^*_\gamma$ is evidently parametrization independent because $U_\gamma$ is,
3. we want to show that $U^*_{\gamma^{-1}} = (U^*_\gamma)^{-1}$. Let $\theta := (U^*_\gamma)^{-1}w$ so that $w = U^*_\gamma \theta$. We have $\forall \: v \in \mathcal{F}_q$.

$$
(U^*_{\gamma^{-1}})(v) = w(U^{-1}_\gamma(v)) = w(U_\gamma(v))
= U^*_\gamma(\theta)(U_\gamma(v)) = \theta(U^{-1}_\gamma U_\gamma(v)) = \theta(v)
= ((U^*_\gamma)^{-1}w)(v).
$$

4. $$(U^*_\gamma(U^*_\delta w))(v) = (U^*_\delta w)(U^{-1}_\gamma(v)) = w(U^{-1}_\delta U^{-1}_\gamma(v))
= w(U^{-1}_\gamma(v)) = (U^*_\delta w)(v).$$
Definition 7. A bundle-connection pair $(\mathcal{F}, \nabla)$ is a pair composed of a vector bundle $\mathcal{F}$ and a linear connection $\nabla$ on $\mathcal{F}$.

Definition 8. Given a bundle-connection pair $(\mathcal{F}, U)$ we may define the dual bundle connection-pair by $(\mathcal{F}^*, U^*)$.

4. Orlicz Spaces

For this section, refer to Refs. 12, 39 and 50. The use of Orlicz spaces in the construction of the exponential statistical manifold will be described in Sec. 5.

A Young function $\Phi$ is a symmetric convex function $\Phi : \mathbb{R} \to \mathbb{R} \cup \{+\infty\}$ such that $\Phi(0) = 0$ and $\lim_{x \to \infty} \Phi(x) = +\infty$. The conjugate of $\Phi$ is a Young function $\Psi$ such that $\Psi' \circ \Phi' = \text{Id}$.

Let $\Phi$ be a given Young function. Let $(X, \mathcal{F}, \mu)$ be a measure space. Let $f : X \to \mathbb{R}$ be a measurable function. The Luxembourg norm $\|f\|_\Phi$ is given by

$$\|f\|_\Phi = \inf \left\{ r > 0 : \int_X \Phi \left( \frac{|f|}{r} \right) \leq 1 \right\}.$$ 

We set

$$L^\Phi(\mu) = \{ f \text{ is measurable: } \|f\|_\Phi < +\infty \},$$

$L^\Phi$ is the Orlicz space generated by the Young function $\Phi$. If $\Phi(x) = |x|^a / a$, $a \in [1, +\infty[$, then the Orlicz space is the usual Lebesgue space and $\|f\|_\Phi = a^{1/a} \|f\|_a$.

The usual Orlicz space of exponential type is defined by the Young function

$$R \ni x \mapsto \exp|x| - |x| - 1$$

whose conjugate Young function is

$$R \ni y \mapsto (1 + |y|) \log(1 + |y|) - |y|.$$ 

Notice that in some literature these two spaces are known as Zygmund spaces (see Ref. 12).

For statistical computations we prefer to use the equivalent exponential-type function

$$R \ni x \mapsto \cosh x - 1.$$ 

The spaces described above, with respect to the measure $p \cdot \mu$, endowed with the Luxembourg norm, will be denoted $L^{\exp}(p)$, $L \log L(p)$, $L^{\cosh^{-1}}(p)$, with subscript 0 if it is restricted to centered random variables.

A key point in statistical applications is the dependence of the spaces on the measure. Let $\mathcal{M}(X, \mathcal{X}, \mu)$ be the set of all probability densities on $(X, \mathcal{X}, \mu)$. The following result is important in the theory of Exponential Statistical Manifolds.

Proposition 9. Let $p$ and $q$ be two probability densities connected by an exponential model, i.e. such that they belong to an exponential model for parameters values in
the interior of the natural domain. Then
\[ L^{\cosh^{-1}}(p) = L^{\cosh^{-1}}(q). \]

**Proof.** See Proposition 5 in Ref. 47. \(\square\)

On the other hand, the previous result is not true for other Orlicz spaces, for example one has
\[ L^a(p) \neq L^a(q), \quad a \neq +\infty \]
\[ L \log L(p) \neq L \log L(q). \]

5. Exponential Statistical Manifolds

In this section we simply review the construction and main results about the Exponential Statistical Manifolds. The references for the following material are Refs. 47 and 48. One has to point out that the tangent space is modeled on a non-reflexive Banach space. We consider a measure space \((X, \mathcal{X}, \mu)\), and the set \(\mathcal{M}_\mu = \mathcal{M}(X, \mathcal{X}, \mu)\) of the \(\mu\)-almost surely strictly positive probability densities.

We shall define on the set \(\mathcal{M}_\mu\) a topology such that \(\mathcal{M}(X, \mathcal{X}, \mu)\) is a Hausdorff space (that is points can be separated by open sets). We shall construct a covering of \(\mathcal{M}(X, \mathcal{X}, \mu)\) with open sets \(U_p, p \in \mathcal{U}_p, p \in \mathcal{M}(X, \mathcal{X}, \mu)\), and a corresponding family of Banach spaces \(B_p\), with norms \(|| \cdot ||_p, p \in \mathcal{M}_\mu\), such that each density \(q \in \mathcal{U}_p\) is represented with respect to \(p\) by a coordinate \(s_p(q) \in B_p\).

\[ s_p: U_p \to V_p \subseteq B_p, \quad (1) \]
\[ e_p: V_p \to \mathcal{U}_p \subseteq \mathcal{M}_\mu, \quad (2) \]

denote respectively the charts, that is the mappings from points to coordinates, and the patches, that is the mappings from coordinates to points.

**Definition 10.** The sequence \((p_n)_{n \in \mathbb{N}}\) in \(\mathcal{M}_\mu\) is e-convergent (exponentially convergent) to \(p\) if \((p_n)_{n \in \mathbb{N}}\) tends to \(p\) in \(\mu\)-probability as \(n \to \infty\) and moreover the sequences \((p_n/p)_{n \in \mathbb{N}}\) and \((p/p_n)_{n \in \mathbb{N}}\) are eventually bounded in each \(L^\alpha(p), \alpha > 1\), that is
\[ \forall \alpha > 1: \limsup_{n \to \infty} E_p \left( \left( \frac{p_n}{p} \right)^\alpha \right) < +\infty, \quad \limsup_{n \to \infty} E_p \left( \left( \frac{p}{p_n} \right)^\alpha \right) < +\infty. \]

**Definition 11.** For each density \(p \in \mathcal{M}_\mu\), the Cramer class at \(p\) is the set of all random variables \(u\) on \((X, \mathcal{X}, \mu)\) such that the moment generating function of \(u\) with respect to the probability measure \(p \cdot \mu\)
\[ \hat{u}_p(t) = \int e^{tu} p \, d\mu = E_p (e^{tu}), \quad t \in \mathbb{R} \]
is finite in a neighborhood of the origin 0.
If, moreover, the expectation of \( u \) is zero (the previous condition implies the existence of a finite expectation), then we shall call the set the centered Cramer class at \( p \).

**Proposition 12.** (A norm on the Cramer class) The Cramer class at \( p \) is a vector space and a Banach space with the norm defined by:

\[
\| u \|_p = \inf \left\{ r : E_p \left( \cosh \left( \frac{u}{r} \right) - 1 \right) \leq 1 \right\}. \tag{3}
\]

The centered Cramer class, denoted by \( B_p \):

\[
B_p = \{ u \in L^1(p \cdot \mu) : 0 \in \text{dom } \mathcal{U}^*_p, E_p u = 0 \}
\]

is a closed subspace.

Cramer class is a natural class for sufficient statistics of exponential models, so that the corresponding Banach space fits into the theory of Orlicz spaces.

We shall use the following notation:

\[
\begin{align*}
\phi_1 : x &\mapsto \cosh(|x|) - 1, \tag{4} \\
\phi_2 : x &\mapsto \exp(|x|) - |x| - 1, \tag{5} \\
\phi_3 : x &\mapsto (1 + |x|) \log(1 + |x|) - |x|. \tag{6}
\end{align*}
\]

For each of such functions it is possible to define a norm; we will denote, for \( i = 1, 2, 3 \), with:

(a) \( \overline{\mathcal{V}}_{\phi_i, p} \) the convex set \( \{ u \in L^1(p \cdot \mu) : E_p(\phi_i(u)) \leq 1 \} \),

(b) \( \| \cdot \|_{\phi_i, p} \) the norm associated to \( \phi_i \)

\[
\| u \|_{\phi_i, p} = \inf \left\{ r > 0 : E_p \left( \phi_i \left( \frac{u}{r} \right) \right) \leq 1 \right\},
\]

(c) \( L^{\phi_i}(p \cdot \mu) \) (or \( L^{\phi_i}(p) \) if there is no ambiguity) the corresponding Banach spaces of non-centered random variables:

\[
L^{\phi_i}(p) = \{ u : \exists \alpha \text{ such that } E_p(\phi_i(\alpha u)) < +\infty \} = \{ u : \| u \|_{\phi_i, p} < +\infty \},
\]

(d) \( L^{\phi_i}_0(p) \) the corresponding space of centered random variables.

**Definition 13.** (\( x \log x \)-class) We will denote by \( \ast B_p \) the Banach space of centered random variables in \( L^{\phi_3}(p \cdot \mu) \), that is the centered random variable of the so-called \( x \log x \)-class.

**Proposition 14.** (a) All the elements \( \ast u \) in \( \ast B_p \) are identified with an element \( u^\ast \) of the dual space \( B_p^\ast \) of \( B_p \) by the formula: \( u^\ast(u) = E_p(\ast u u) \), with \( u \in B_p \). In
general, \( *B_p \) is identified with a proper subset of \( B_p^* \). The injection of \( *B_p \) into \( B_p^* \) is continuous; we write:
\[
*B_p \subseteq B_p^*.
\]

(b) All the elements \( u \) in \( B_p \) are identified with an element \( \overline{u} \) of the dual space \( (*B_p)^* \) of \( *B_p \) by the formula: \( \overline{u}(u) = E_p(u^* u) \), with \( u \in *B_p \). This identification is onto, that is \( B_p \) is identified with \( (*B_p)^* \); we write:
\[
(*B_p)^* \simeq B_p.
\]

**Definition 15.** (Moment generating functional) The moment generating functional
\[
G_p: L^{\phi_1}(p \cdot \mu) \to \mathbb{R}_+ = [0, +\infty]
\]
is defined by
\[
G_p(u) = E_p(e^u).
\]

**Proposition 16.** (Properties of the MGF) The moment generating functional \( G_p \)

(a) takes value 1 at 0, otherwise it is strictly greater than 1, is convex and its proper domain \( \text{dom } G_p = \{ u \in L^{\phi_1}(p \cdot \mu) : G_p(u) < \infty \} \) is a convex set which contains the open unit ball \( \mathcal{V}_p \);

(b) is bounded and infinitely Fréchet-differentiable on the open unit ball \( \mathcal{V}_p \) with differential:
\[
D^n G_p(u)(v_1, \ldots, v_n) = E_p(v_1 \cdots v_n e^u).
\]

**Definition 17.** (Cumulant generating functional) The cumulant generating functional \( K_p: B_p \to [0, +\infty] \) is defined by
\[
K_p(u) = \log G_p(u).
\]

We remark that we restrict the cumulant generating functional to be defined on centered random variables of the Cramer class at \( p \).

**Proposition 18.** The Cumulant Generating Functional \( K_p \) has proper domain \( \text{dom } G_p \cap B_p \). If \( \mathcal{V}_p \) denotes the open ball of \( B_p \) of radius 1 then \( \mathcal{V}_p \subseteq \text{dom } G_p \cap B_p \). Moreover, \( K_p \) satisfies the following properties:

(a) \( K_p \) is 0 at 0, otherwise it is strictly positive; is convex and infinitely Fréchet differentiable on \( \mathcal{V}_p \).

(b) \( \forall u \in \mathcal{V}_p, q = e^{u-K_p(u)} \cdot p \) is a probability density in \( \mathcal{M}_\mu \). The value of the \( n \)th differential at \( u \) in the direction \( v \in B_p \) of \( K_p \), that is the \( n \)-linear continuous form \( D^n K_p(u) \) applied to \( (v, \ldots, v) \) is the \( n \)th cumulant of \( v \) under the probability density \( q \):
\[
D^n K_p(u)v^n = \left. \frac{d^n}{dt^n} \log E_q(e^{tv}) \right|_{t=0}.
\]
In particular, for \( v, v_1 \) and \( v_2 \) in \( \mathcal{B}_p \) one has:

\[
DK_p(u)v = E_q(v),
\]

\[
D^2K_p(u)(v_1, v_2) = E_q(v_1v_2) - E_q(v_1)E_q(v_2) = \text{Cov}_q[v_1, v_2].
\]  

(7)

(c) \( \forall u \in \mathcal{V}_p \) and \( q = e^{u - K_p(u)} \cdot p \), the random variable \( q/p - 1 \) belongs to \( \mathcal{B}_p^* \) and

\[
DK_p(u)v = E_p \left( \left( \frac{q}{p} - 1 \right) v \right), \quad v \in \mathcal{B}_p.
\]

In other words the differential of \( K_p \) at \( u \), \( DK_p(u) \), is in \( \mathcal{B}_p^* \) but actually is identified with an element of \( \mathcal{B}_p^\circ \), denoted by \( \nabla K_p(u) \):

\[
\nabla K_p(u) = e^{u - K_p(u)} - 1 = \frac{q}{p} - 1.
\]

(d) The mapping \( \mathcal{B}_p \ni u \mapsto \nabla K_p(u) \in \mathcal{B}_p^* \) is monotonic, in particular, it is one-to-one.

(e) The weak derivative of the map \( \mathcal{B}_p \ni u \mapsto \nabla K_p(u) \in \mathcal{B}_p^* \) at \( u \) applied to \( w \in \mathcal{B}_p \) is given by

\[
D(\nabla K_p(u))w = \frac{q}{p} (w - E_q(w))
\]

and it is one-to-one at each point.

**Definition 19.** (Maximal exponential model) For each \( p \in \mathcal{M}_\mu \) the maximal exponential model at \( p \) is the statistical model

\[
\mathcal{E}_p = \{ e^{u - K_p(u)} \cdot p : u \in \text{dom } K_p^\circ, E_p(u) = 0 \}.
\]

The function

\[
\mathcal{B}_p \ni \text{dom } K_p^\circ \ni u \mapsto e^{u - K_p(u)} \cdot p \in \mathcal{M}_\mu
\]

is the likelihood function of the maximal exponential model; \( u \) plays the role of the "model parameter".

Let us consider the following map defined on a subset \( \mathcal{V}_p \) of the proper domain of \( K_p \):

\[
\epsilon_p : \mathcal{V}_p \ni u \mapsto q = e^{u - K_p(u)} \cdot p \in \mathcal{M}_\mu,
\]  

(8)

where \( K_p(u) = \log E_p e^u = \log G_p(u) \) is the cumulant generating functional computed at \( u \).

This mapping is one-to-one because \( u \) is centered; if

\[
u_1, u_2 \in \mathcal{V}_p, \quad e^{u_1 - K_p(u_1)} = e^{u_2 - K_p(u_2)},
\]

then \( u_1 - K_p(u_1) = u_2 - K_p(u_2) \), and \( u_1 - u_2 \) is constant and this constant has to be 0.
We shall denote by $U_p$ the image of $V_p$ by the mapping $e_p$ and by $s_p$ the inverse of $e_p$ on $U_p$. Such an inverse, $s_p: U_p \rightarrow V_p$, is easily computed as

$$s_p: U_p \ni q \mapsto \log\frac{q}{p} - E_p\left(\log\frac{q}{p}\right) \in V_p.$$  

(9)

Let us compute the change-of-coordinates formula: if

$$p_1, p_2 \in M_\mu$$

are such that

$$U_{p_1} \cap U_{p_2} \neq \emptyset,$$

then for all $q$ in that intersection

$$\log\frac{p_1}{p_2} = \log\frac{p_1}{q} + \log\frac{q}{p_2}$$

belongs to

$$L^{\phi_1}(p_1) = L^{\phi_1}(q) = L^{\phi_1}(p_2).$$

The composite transition mapping

$$s_{p_2} \circ e_{p_1}: U_{p_1} \cap U_{p_2} \rightarrow s_{p_2}(U_{p_1} \cap U_{p_2})$$

simplifies to

$$s_{p_2} \circ e_{p_1}(u) = u + \log\frac{p_1}{p_2} - E_{p_2}\left(u + \log\frac{p_1}{p_2}\right),$$  

(10)

where the algebraic computations are done in the space of $\mu$-classes of measurable functions and the expectation is well-defined as long as $U_{p_1} \cap U_{p_2} \neq \emptyset$.

**Proposition 20.** (a) Let us assume that the sequence $(q_n)_{n \in \mathbb{N}}$ is $e$-convergent to $q$ as $n \rightarrow \infty$, and that $q \in U_f$. Then the sequence $(q_n)_{n \in \mathbb{N}}$ is eventually in $U_f$, and the corresponding sequence of coordinates $u_n = s_p(q_n)$ converges to $u = s_f(q)$ in $B_p$.

(b) Let $u_n, u \in V_f$, $n \in \mathbb{N}$, and assume $u_n \rightarrow u$ in $B_p$. If $u_n = s_p(q_n), u = s_p(q)$, $n \in \mathbb{N}$, then $q_n$ $e$-converges to $q$.

Finally we may state the fundamental result of Ref. 48.

**Theorem 21.** The collection of pairs

$$\{(U_p, s_p): p \in M_\mu\}$$

is an affine $C^\infty$-atlas on $M(X, \mathcal{X}, \mu)$. The induced topology on sequences is equivalent to $e$-convergence.
6. Exponential and Mixture Connections

We will consider a family $\mathcal{F}^{(\alpha)}$ of vector bundles, over the Exponential Statistical Manifold $\mathcal{M}_\alpha$, given for each $\alpha \in [-1, 1]$ by

$$
\begin{align*}
\bigstar(T\mathcal{M}_\alpha) &= \bigcup_{p \in \mathcal{M}_\alpha} L \log L_0(p), & \text{if } \alpha &= -1, \\
\bigcup_{p \in \mathcal{M}_\alpha} L_0^{2/1-\alpha}(p), & \text{if } \alpha \in (-1, 1), \\
T\mathcal{M}_\alpha &= \bigcup_p B_p, & \text{if } \alpha &= 1.
\end{align*}
$$

Let $\alpha := 2/(1 - \alpha)$ be the Lebesgue exponent associated to $\alpha$ and let $b := 2/(1 + \alpha)$ be its conjugate exponent.

The following connections introduced in an informal way by A. Dawid, and fully developed by N. Čentsov and S. Amari (see Refs. 2–4, 18 and 21). We describe them in what is the proper functional framework associate with the Exponential Statistical Manifold. The case $\alpha = 0$ (that is $\alpha = b$) corresponds to the Lebesgue space $L^2$, i.e. to the Hilbert bundle, the basic case considered by Amari.

Note that the tangent space of the ESM is modelled on a non-reflexive Orlicz space so that particular care is needed to describe the classical dual structure of the connection pair.

**Definition 22.** The mixture bundle-connection pair $(\mathcal{F}^{(-1)}, \nabla^m)$ is defined in the following way. $\mathcal{F}^{(-1)} = \bigstar(T\mathcal{M}_\alpha)$ is the pre-tangent bundle to the manifold $\mathcal{M}_\alpha$, so that each fiber $\mathcal{F}^{(-1)}_p$ is a centered random variable in $L \log L_0(p)$ identified with a linear form on $B_p = L_0^{\cosh^{-1}}(p)$. It is easy to see that the following formula

$$
U^m_{pq}: \mathcal{F}^{(-1)}_p = L \log L_0(p) \ni u \mapsto \frac{p}{q} u \in L \log L_0(q) = \mathcal{F}^{(-1)}_q
$$

defines a (globally flat) parallel transport.

**Definition 23.** The exponential bundle-connection pair $(T\mathcal{M}_\alpha, \nabla^e)$ is defined in the following way. $\mathcal{F}^{(1)} = T\mathcal{M}_\alpha$ is the tangent bundle of the manifold $\mathcal{M}_\alpha$. It follows from Proposition 9 that the following formula

$$
U^e_{pq}: \mathcal{F}^{(1)}_p = B_p \ni u \mapsto u - E_q(u) \in B_q = \mathcal{F}^{(1)}_q
$$

defines a (globally flat) parallel transport if $p$ and $q$ are exponentially connected.

The two connections are globally flat. It is a key result, due to Amari, that there exist other non-flat and statistically relevant connections. We will show in Sec. 7 how to construct them in the non-parametric case on the vector bundles $\mathcal{F}^{\alpha}$. The following proposition shows that the mixture and exponential connections are dual to each other.
Proposition 24. With the previous notations we have that

\[(U_{pq}^m)^* = U_{qp}^e\]

and therefore

\[(^*\mathcal{M}_\mu, \nabla^m)^* = (\mathcal{M}_\mu, \nabla^e).\]

Proof. The fact that the tangent bundle is the dual of the bundle $\mathcal{F}(-1)$ is a consequence of the construction in Example 2 of Sec. 2. Now we only have to show that the parallel transport defining the exponential connection is the dual to the parallel transport defining the mixture connection. Let us use $\langle \cdot, \cdot \rangle_p$ to denote the duality between $^*\mathcal{M}_{\mu_p}$ and $\mathcal{M}_{\mu_p}$ so that

\[^*\mathcal{M}_{\mu_p} \times \mathcal{M}_{\mu_p} \ni (u, v) \mapsto \langle v, u \rangle_p = E_p(vu).\]

Therefore for any $w \in \mathcal{M}_{\mu_p}$, $u \in ^*\mathcal{M}_{\mu_p}$

\[
\langle u, (U_{pq}^m)^*w \rangle_p = \langle U_{pq}^m u, w \rangle_q = \left\langle \frac{p}{q} u, w \right\rangle_q = E_q \left( \frac{p}{q} vu \right) = E_p(uw) = E_p(u(w - E_p(w))) = \langle u, U_{qp}^e w \rangle_p. \quad \Box
\]

It should be noted that the exponential connection cannot be defined for the pre-tangent bundle because in general $^*B_p \neq ^*B_q$. For the same reason in the case of Amari's Hilbert bundle the two transports have an incomplete domain.

We now compute the covariant derivatives of the parallel transports, with respect of particular embeddings.

For the exponential connection we have:

Proposition 25. Let $\sigma : I \to \mathcal{M}_\mu$ a smooth curve such that $p = \sigma(0)$ and $u = \dot{\sigma}(0)$. If $s \in S(\mathcal{M}_\mu)$ is differentiable, then

\[
(\nabla^e_s)(p) = (d_u s)(p) - E_p((d_u s)(p)),
\]

where $d_u$ denotes the directional derivative in $L^{\operatorname{coh}}-1(p)$ of $s$ as a Banach-valued function.

Proof. Since

\[E_{\sigma(0)}(s(\sigma(0))) = 0, \]
we have for the exponential connection

\[ (\nabla^e_s s)(p) = (\nabla^e_{\sigma(0)} s)(\sigma(0)) \]

\[ = \lim_{h \to 0} \frac{1}{h} \left[ \left. U^e_{\sigma(h)p} s(\sigma(h)) - s(\sigma(0)) \right|_{h=0} \right] \]

\[ = \lim_{h \to 0} \frac{1}{h} \left[ s(\sigma(h)) - \nabla_{\sigma(0)} s(\sigma(h)) - s(\sigma(0)) + E_{\sigma(0)}(s(\sigma(h))) \right] \]

\[ = \lim_{h \to 0} \frac{1}{h} \left[ s(\sigma(h)) - s(\sigma(0)) \right] - \nabla_{\sigma(0)} \left( \lim_{h \to 0} \frac{1}{h} (s(\sigma(h)) - s(\sigma(0))) \right) \]

\[ = (d_u s)(p) - E_p((d_u s)(p)). \]

\[ \square \]

In the case of the mixture connection, no natural embedding exists, and the result is weaker.

**Proposition 26.** Let \( \sigma : I \to \mathcal{M}_\mu \) be a smooth curve such that \( p = \sigma(0) \) and \( u = \dot{\sigma}(0) \). We set \( \sigma^h : [0,1] \to \mathcal{M} \) where \( \sigma^h(t) = \sigma(ht) \). Let \( l(h) := \sigma(h)/\sigma(0) \). If \( s \in S(T\mathcal{M}_\mu) \), then

\[ (\nabla^m_u s)(p) = (d_u s)(p) + s(p)(d_u l)(p), \]

where the derivatives are computed in \( \mu \)-measure.

**Proof.**

\[ (\nabla^m_u s)(p) = (\nabla^m_{\sigma(0)} s)(\sigma(0)) \]

\[ = \lim_{h \to 0} \frac{1}{h} \left[ U^m_{\sigma(h)p} s(\sigma(h)) - s(\sigma(0)) \right] \]

\[ = \lim_{h \to 0} \frac{1}{h} \left[ \frac{\sigma(h)}{\sigma(0)} s(\sigma(h)) - s(\sigma(0)) \right] \]

\[ = \lim_{h \to 0} \frac{1}{h} \left[ s(\sigma(h)) - s(\sigma(0)) \right] + \lim_{h \to 0} \frac{\sigma(h) - \sigma(0)}{\sigma(0)} s(\sigma(h)) \]

\[ = (d_u s)(p) + s(p)(d_u l)(p). \]

The exponential and mixture connections are connected in an interesting way to the second derivative of the cumulant functional \( K_p(u) = \log E_p(e^u) \). Precisely, let us consider a smooth curve

\[ p(t) = e^{u(t) - K_p(u(t))} \]

and observe that

\[ \frac{d}{dt} \log \frac{p(t)}{p(t_0)} \bigg|_{t=0} = \dot{u}(t) - E_p(\dot{u}(t)), \]
where the derivative is in $B_p$. Moreover, from Proposition 18 we know the existence of
\[
\frac{d}{dt} \left( \frac{p(t)}{p(t_0)} - 1 \right) = \frac{d}{dt} (\nabla K_p(u(t))), \quad t = t_0
\]
as a weak derivative in $^*B_p$, and finally we deduce
\[
D\nabla K_p(u)w = \frac{q}{p}(w - E_q(w)).
\]
We have proved the following.

**Proposition 27.**
\[
D\nabla K_p(u)w = U_{qp}^m U_{pqw}^s
\]
therefore
\[
D\nabla K_p(u) = (U_{pq}^s)^*(U_{pq}^s) = A^*A
\]
where $A = U_{pq}^s$. Moreover
\[
D\nabla K_p(u) = (I + \nabla K_p(u))(I - DK_p(u))
\]
and
\[
D^2 K_p = (U_{qp}^m(U_{qp}^m)^*.
\]

7. Geometry of the Unit Sphere and Generalized Amari Embedding

7.1. Connections on the sphere

We first study the geometry of the sphere of radius $\rho$ in Lebesgue spaces on the measure space $(X, \mathcal{X}, \mu)$.

Let there be given two conjugate exponents $a, b$:

\[
1 < a, b < \infty, \quad a + b = ab
\]
and observe that
\[
\|f\|_a^a = \left( \int |f|^a d\mu \right) = \rho^a
\]
implies
\[
\|f^{a-1}\|_b^b = \int |f|^{(a-1)b} d\mu = \int |f|^a d\mu = \rho^a,
\]
then $\|f^{a-1}\|_b = \rho^{a/b} = \rho^{a-1}$.

If we define for $f \in L^a(\mu)$

\[
\text{sgn}(h) := \begin{cases} 
1, & \text{if } h \geq 0, \\
-1, & \text{if } h < 0, 
\end{cases}
\]

\[
f^* := \text{sgn}(f)|f|^{a-1}
\]
then the previous computation shows that
\[ \|f^*\|_b = \|f\|^{-1}_b = \|f\|_a^{-1}, \]
e.g. the mapping \( f \mapsto f^* \) maps the unit points of \( L^a(\mu) \) into the unit points of the
dual space \( L^b(\mu) = (L^a(\mu))^* \) and is \((a - 1)\)-homogeneous. Moreover,
\[ \int f f^* d\mu = \int \text{sgn}(f) |f|^{a-1} d\mu = \int |f|^a d\mu = \|f\|_a^a. \]
We will use in particular the following fact:
\[ \|f\|_a = 1 \Rightarrow \int f f^* d\mu = 1 \]
to compute the tangent hyperplane to the unit sphere in \( L^a(d\mu) \).
Let
\[ S^a(\rho) = \{ f \in L^a(\mu) : \|f\|_a = \rho \} \]
be the sphere with radius \( \rho \). It is a submanifold of \( L^a(\mu) \) because the mapping
\( f \mapsto \|f\|_a \) is differentiable with gradient \( af^* \) at \( f \). The tangent subspace to \( S^a(\rho) \)
at \( f \) is
\[ T_f S^a = \left\{ g \in L^a(\mu) : \int g f^* d\mu = 0 \right\}. \]
Since \( g \mapsto \int g f^* d\mu \) is a linear functional we have that \( T_f S^a \) is a closed hyperplane.
We have dropped \( \rho \) in the notation because it does not depend on the radius of the
sphere. We may translate \( T_f S^a \) to define the tangent hyperplane:
\[ \left\{ g \in L^a(\mu) : \int (g - f) f^* d\mu = 0 \right\} \]
which is equivalent to the equation
\[ \int g f^* d\mu = \int f f^* d\mu = \rho^a. \]
Note that our \( f^* \) is indeed the duality mapping in the case of \( L^a(\mu) \) spaces,
when restricted to the unit sphere (see, for example, p. 4 of Ref. 6).
There is a natural splitting associated with the tangent space \( T_f S^a \), i.e. the
projection parallel to \( f \). In fact the equation
\[ g = (g - k(g)f) + k(g)f, \quad k(g) \in \mathbb{R}, \quad g - k(g)f \in T_f S^a \]
gives for each \( g \in L^a(\mu) \),
\[ \int (g - k(g)f) f^* d\mu = 0, \]
then
\[ \int g f^* d\mu = k(g) \int f f^* d\mu = k(g) \rho^a \]
and \( k(g) = \rho^{-a} \int g f^* d\mu \). We have proved the following:
Proposition 28. For all \( f \in S^a(\rho) \), the mapping

\[
\Pi^2_f : L^a(\mu) \ni g \mapsto g - \left( \rho^{-a} \int g f^* d\mu \right) f \in L^a(\mu)
\]

is a projection on \( T^a f S_a \). In particular if \( f_1, f_2 \in S_a(\rho) \), then

\[
\Pi^2_{f_2} : T^a f_1 S_a \to T^a f_2 S_a .
\]

If \( a = 2 \), then \( f^* = f \) and

\[
\Pi^2_f (g) = g - \left( \rho^{-2} \int g f d\mu \right) f
\]

is the orthogonal projection of \( g \) onto \( T^a S_a \).

7.2. Generalized Amari embeddings

Suppose now that the Young function \( \Phi \) is invertible when restricted to the positive axis (this is not always the case: consider the \( \Phi \) relative to \( L^\infty \), see p. 266 of Ref. 12; note that we will not succeed to make the Amari embedding in \( L^\infty \)).

We define the Amari \( \Phi \)-embedding

\[
A^\Phi : \mathcal{M}_\mu \to L^\Phi(\mu)
\]

by

\[
A^\Phi (f) := \Phi^{-1} (f).
\]

Trivially we have that

\[
\int_X \Phi (|A^\Phi (f)|) = \int_X \Phi (|\Phi^{-1} (f)|) = \int_X \Phi (\Phi^{-1} (f)) = \int_X f = 1
\]

implies \( \|A^\Phi (f)\| < +\infty \)

Proposition 29. Let \( \Phi \) be a Young function. Then

\[
\int_X \Phi \left( \frac{f}{a_0} \right) d\mu = 1 \quad \Rightarrow \quad a_0 = \|f\|_\Phi .
\]

That is \( a_0 \) is the Luxembourg norm of \( f \).

Proof. See p. 78 of Ref. 39. Since \( \Phi \) is strictly increasing we have

\[
a < a_0 \Rightarrow \frac{f(x)}{a} > \frac{f(x)}{a_0} \quad \forall x \Rightarrow \Phi \left( \frac{f(x)}{a} \right) > \Phi \left( \frac{f(x)}{a_0} \right) \quad \forall x ,
\]
then
\[
\int_X \Phi \left( \frac{f(x)}{a} \right) > \int_X \Phi \left( \frac{f(x)}{a_0} \right) \Rightarrow a_0 = \|f\|_\Phi.
\]
\[\square\]

**Corollary 30.** Let \( S^\Phi = \{v \in L^\Phi: \|v\|_\Phi = 1\} \) be the unit sphere of the Banach space \( L^\Phi \). Then
\[
A^\Phi(\mathcal{M}_\mu) \subset S^\Phi.
\]

**Proof.**
\[
\int_X \Phi \left( \frac{\Phi^{-1}(f)}{1} \right) = \int_X f = 1 \Rightarrow 1 = \|\Phi^{-1}(f)\|_\Phi.
\]
\[\square\]

We may generalize the above result as follows. Let \( \Psi: (0, +\infty) \to (0, +\infty) \) be a measurable function and let \( p \in \mathcal{M}_\mu \). Define
\[
A^\Phi_{\Psi, p}(q) = \Phi^{-1} \left( \frac{q}{\Psi(p)} \right).
\]

**Proposition 31.**
\[
A^\Phi_{\Psi, p}(q) \in S^\Phi(\Psi(p)\mu)
\]
that is
\[
A^\Phi_{\Psi, p}: \mathcal{M}_\mu \to S^\Phi(\Psi(p)\mu)
\]

**Proof.**
\[
\int_X \Phi \left( \frac{\Phi^{-1}(\frac{q}{\Psi(p)})}{1} \right) \Psi(p)\mu = \int \frac{q}{\Psi(p)} \Psi(p)\mu = \int q\mu = 1.
\]
\[\square\]

### 7.3. \( \alpha \)-connections

Let us consider the Amari embeddings
\[
\mathcal{M}_\mu \ni p \mapsto p^{1/\alpha} \in L^\alpha(\mu).
\]

We want to construct the \( \alpha \)-connection of the \( \alpha \)-bundle
\[
\mathcal{F}^\alpha = \bigcup_{p \in \mathcal{M}_\mu} L^\alpha_0(p),
\]
where \( \alpha = 2/(1 - \alpha) \). Let \( p(t) \) be a curve in \( \mathcal{M}_\mu \), and let \( S \) be a section of \( \mathcal{F}^\alpha \). For each \( t \) we have \( S(p(t)) \in L^\alpha_0(p) \) and therefore its expected value is zero: \( E_{p(t)}(S(p(t))) = 0 \). Because of the smoothness of both the section and the curve, we have from
\[
\frac{d}{dt} E_{p(t)}(S(p(t))) = 0
\]
that
\[
\int \frac{d}{dt} S(p(t)) p(t) \, d\mu + \int S(p(t)) p(t) \, d\mu = 0
\]
and finally
\[ E_{p(t)} \left( \frac{d}{dt} S(p(t)) \right) = -E_{p(t)} \left( S(p(t)) \frac{d}{dt} \log p(t) \right) \]
for the canonical \(\alpha\)-projection one has
\[ \Pi_{p(t)} v = v - \left( \int_{\mu} p(t)^{1/a} d\mu \right) p(t)^{1/a}, \]
where
\[ \frac{1}{a} + \frac{1}{b} = 1, \quad \frac{1}{a} = \frac{1 - \alpha}{2}, \quad \frac{1}{b} = \frac{1 + \alpha}{2}. \]

The \(\alpha\)-connections are constructed as follows:

**Step 1.** We construct the canonical connection on the unit sphere \( S^a \subset L^a(\mu) \) using the trivial connection on \( L^a(\mu) \).

**Step 2.** We transfer the canonical connection on the \(\alpha\)-bundle \(\mathcal{F}^\alpha\) by an isomorphism with the tangent bundle of the image of the \(\alpha\)-embedding.

We may say that given the Amari \(\alpha\)-embedding
\[ A^\alpha: \mathcal{M}_\mu \rightarrow S^a \]
the \(\alpha\)-bundle connection pair \((\mathcal{F}^\alpha, \nabla^\alpha)\) is (isomorphic to) the pull-back of the map \(A^\alpha\), if one fixes the natural connection on the sphere \( S^a \) where
\[
\begin{align*}
\alpha & \in (-1, 1), \\
\alpha & = 2/(1 - \alpha), \\
I_p^\alpha(u) & = p^{1/a} u, \\
A^\alpha(p) & = p^{1/a}.
\end{align*}
\]
Moreover the comparisons of our definition with the classical definitions prompt for computations that are taken in \(\mu\)-measure.

Here is a more detailed construction. Let us compute the induced covariant derivative.
\[
\frac{\nabla^\alpha}{dt} S(p(t))
\]
\[
= I_{p(0)}^{-1/a} \left( \frac{\nabla}{dt} \right)_{t=0} \left( I_{p(t) \circ S(p(t))} \right)
\]
\[
= p(0)^{-1/a} \left( \prod_{p(0)} \left( \frac{D}{dt} \right)_{t=0} I_{p(t) \circ S(p(t))} \right)
\]
\[
= p(0)^{-1/a} \left( \frac{D}{dt} \right)_{t=0} I_{p(t) \circ S(p(t))} - \left( \int_{t=0}^{p(0)^{1/b}} \left( I_{p(t) \circ S(p(t))} p(t)^{1/a} d\mu \right) p(0)^{1/a} \right)
\]
\[
= p(0)^{-1/a} \left( \frac{D}{dt} \right)_{t=0} p(t)^{1/a} S(p(t)) - \left( \int_{t=0}^{p(t)^{1/a} S(p(t))} p(t)^{1/a} S(p(t)) p(0)^{1/b} d\mu \right) p(0)^{1/a}. \]
Now we compute the derivative of the product in $\mu$-measure:

$$\frac{D}{dt} \bigg|_{t=0} p(t)^{1/a} S(p(t)) = \left( \frac{1}{a} \frac{\dot{p}(0)}{p(0)} S(p(0)) + \dot{S}(p(0)) \right) p(0)^{1/a}.$$

Putting this result in the previous computation we get (using the notation $\dot{i}(0) = \dot{p}(0)/p(0)$)

$$\frac{\nabla}{\nabla t} \bigg|_{t=0} S(p(t))$$

$$= \dot{S}(p(0)) + \frac{1}{a} S(p(0)) \dot{i}(0) - \int \left( \frac{1}{a} \frac{\dot{p}(0)}{p(0)} S(p(0)) p(0)^{1/a} \right) p(0)^{1/b} \ d\mu$$

$$- \int \left( \frac{1}{a} \dot{S}(p(0)) p(0)^{1/a} \right) p(0)^{1/b} \ d\mu$$

$$= \dot{S}(p(0)) + \frac{1}{a} S(p(0)) \dot{i}(0) - \frac{1}{a} \int \dot{p}(0) S(p(0)) \ d\mu - \int \dot{S}(p(0)) p(0) \ d\mu$$

$$= \dot{S}(p(0)) + \frac{1}{a} S(p(0)) \dot{i}(0) - \frac{1}{a} E_{p(0)}(\dot{i}(0) S(p(0))) - E_{p(0)}(\dot{S}(p(0))).$$

Now we use Eq. (11) to get

$$\frac{\nabla}{\nabla t} \bigg|_{t=0} S(p(t))$$

$$= \dot{S}(p(0)) - \frac{1}{b} E_{p(0)}(\dot{S}(p(0))) + \frac{1}{a} S(p(0)) \dot{i}(0)$$

$$= \dot{S}(p(0)) - \frac{1 + \alpha}{2} E_{p(0)}(\dot{S}(p(0))) + \frac{1 - \alpha}{2} S(p(0)) \dot{i}(0)$$

$$= \frac{1 + \alpha}{2} \left( \dot{S}(p(0)) - E_{p(0)}(\dot{S}(p(0))) \right) + \frac{1 - \alpha}{2} \left( \dot{S}(p(0)) + S(p(0)) \dot{i}(0) \right).$$

Therefore we have that the $\alpha$-connections defined by the present procedure coincide with the $\alpha$-connections defined by Amari.
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