EXISTENCE OF THE FOCK REPRESENTATION FOR CURRENT ALGEBRAS OF THE GALILEI ALGEBRA
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1. Introduction and Statement of the Problem

The investigation of the 3 problems stated below has led, in the past 10 years, to a multiplicity of new results and to the discovery of several unexpected connections between different fields of mathematics and physics:

Problem I: construct a continuous analogue of the ∗–Lie algebra (and associative ∗–algebra) of differential operators in d variables with polynomial coefficients

\[ DOPC(\mathbb{R}^d) := \left\{ \sum_{n \in \mathbb{N}^d} P_n(x) \partial_x^n ; \ x \in \mathbb{R}^d ; \ P_n \text{ complex polynomials in } d \text{ real variables} \right\} \]

where continuous means that the space \( \mathbb{R}^d \equiv \{ \text{functions } \{1, \ldots, d\} \to \mathbb{R} \} \) is replaced by some function space

\[ \{ \text{functions } \mathbb{R} \to \mathbb{R} \} \]

Since, for \( d = 1 \), this algebra can be canonically identified to the universal enveloping algebra of the one–mode Heisenberg algebra \( Heis_{\mathbb{C}}(1) \), this problem is equivalent to the old standing problem of constructing a theory of nonlinear quantum (boson) fields: hence its connections with the renormalization problem.

Problem II: construct ∗–representations of this algebra (typically a generalization of the Fock representation) as operators acting on some domain in a Hilbert space \( \mathcal{H} \)

Problem III: prove the unitarity of these representations, i.e. that the skew symmetric elements of this ∗–algebra can be exponentiated, leading to strongly continuous 1–parameter unitary groups.

The combination of the constructive results obtained in this direction with the no–go theorems have made clear since the early developments of this programme, that the algebra \( DOPC(\mathbb{R}^d) \) is too large to allow a nontrivial realization of this programme and that one has to restrict one’s attention to appropriately chosen subalgebras of it (see the survey paper [7]).

The investigation of the connections of the renormalization problem with the problem of central extensions of ∗–Lie algebras has led to the discovery that the one–mode Heisenberg algebra \( Heis_{\mathbb{C}}(1) \) admits a unique non trivial central extension and to its boson representation.

More precisely: let \( a, a^\dagger, h \) (central element) denote the generators of the one–mode Heisenberg algebra \( Heis_{\mathbb{C}}(1) \), with relations

\[ (a)^* = a^\dagger \ ; \ h^* = h \]

\[ [a, a^\dagger]_{Heis} = h \ ; \ [a, h]_{Heis} = [h, a^\dagger]_{Heis} = 0 \]
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Here and in what follows all omitted commutators are assumed to be equal to zero. We define $p$ and $q$ by the equations

\begin{align}
 a^\dagger &= p + iq \\
 a &= p - iq
\end{align}

and we suppose that $a^\dagger, a, h, p, q$ are realized in the Schroedinger representation, where the powers of all these operators are well defined. The following result was proved in [6] and [2], see also [8] and [9].

**Theorem 1.** Up to isomorphisms there exists a unique nontrivial central extension of the Heisenberg algebra $\text{Heis}_\mathbb{C}(1)$, denoted $\text{CeHeis}_\mathbb{C}(1)$, with generators $a, a^\dagger, h, E$ (central element) and relations

\begin{align}
 [a, a^\dagger]_{\text{CeHeis}} &= h \\
 [h, a^\dagger]_{\text{CeHeis}} &= E \\
 [a, h]_{\text{CeHeis}} &= E
\end{align}

Furthermore (boson representation of $\text{CeHeis}_\mathbb{C}(1)$):

(i) one can choose constants $A, B, C, D \in \mathbb{C}$ such that the elements

\begin{align}
 p_{CH}^2 &= \frac{B a^\dagger - B a}{AB - AB} \\
 q_{CH} &= \frac{A a^\dagger - A a}{AB - AB} \\
 p_{CH} &= \frac{h}{2iD}
\end{align}

and the central element form a new set of generators of $\text{CeHeis}_\mathbb{C}(1)$

(ii) the map

\begin{align}
 (p_{CH}^2, p_{CH}, q_{CH}, E) &\mapsto (p^2, p, q, 1) \equiv (q^2, q, p, 1)
\end{align}

extends to a $*$-Lie algebra isomorphism between $\text{CeHeis}_\mathbb{C}(1)$ and the Galilei algebra $(q^2, q, p, 1)$.

Various realizations of the Galilei algebra were well known and studied both in the Mathematical and Physics literature (Bourbaki [12], Feinsilver and Schott [14], Franz [16], Ovando [18], ...). The apparently new point in the above theorem was the identification of this algebra with the unique nontrivial central extension of the Heisenberg algebra.

The continuous extension of $\text{CeHeis}_\mathbb{C}(1)$, i.e. the current algebra of this $*$-Lie algebra over $\mathbb{R}$ (all what we say in the following remains valid for $\mathbb{R}^d$ for any $d \in \mathbb{N}$), has generators (in the sense of operator valued distributions, see [11])

\{ $q_s^2, q_s, p_t : s, t \in \mathbb{R}$ \}

with brackets and involution well defined and deduced from the corresponding brackets and involution of the usual (linear) free boson field in momentum representation:

\begin{align}
 [a_t, a^\dagger_s] &= \delta(t - s) \\
 [a_t^\dagger, a^\dagger_s] &= [a_t, a_s] = 0
\end{align}

Therefore, for the Galilei algebra, Problem (I) above is easily solved.

The solution of Problem (II) for this algebra, namely:

**Can one construct a generalization of the Fock $*$-representations for the current algebra of $\text{CeHeis}_\mathbb{C}(1)$ over $\mathbb{R}$?**

was open and, by a result of Accardi and Boukas obtained in [2], was reduced to the proof of the infinite divisibility of the vacuum distribution of the self-adjoint elements of $\text{CeHeis}_\mathbb{C}(1)$.

This proof was recently obtained in a joint paper (cf. [10]) by L. Accardi, A. Boukas and J. Misiewicz and in the following we outline the main steps of the argument.
The first step is to compute the vacuum characteristic function of the self–adjoint elements of $CeHeis_C(1)$ (see section 2 below). Then we split this characteristic function as a product of two factors, one of which is the characteristic function of the Gamma distribution and, by a scaling argument we reduce the proof of infinite divisibility to the proof that the remaining factor is also the characteristic function of some probability distribution i.e., by Bochner’s theorem, that it is positive definite and continuous at 0. This last statement is proved by adapting to our goals the Fock space characterization of infinitely divisible measures on Lie groups as developed by Araki, Woods, Parthasarathy, Schmidt, Guichardet (see the monographs [19], [17] and the bibliography therein).

In the Appendix of the present paper we give a synthetic re–formulation, with a few integrations, of the part of the theory that is needed to deduce the above mentioned theorem.

2. RANDOM VARIABLES IN $CeHeis_C(1)$$\quad$

As explained in section (1) we suppose that $p, q$ are realized in the one mode Schroedinger representation where we know that the operators of the form

$$X := Lp^2 + Bp + Cq \quad ; \quad L, B, C \in \mathbb{R}$$

are essentially self–adjoint, so that their vacuum characteristic functions

$$\langle \Phi, e^{isX} \Phi \rangle \quad ; \quad s \in \mathbb{R}$$

are well defined. In terms of $\{b^+, b^2, b+b^*, b, 1\}$, with the replacements

$$-L/4 \rightarrow L \quad ; \quad B/2, C/2 \rightarrow B, C$$

and with the notation

$$M := C + iB$$

we obtain

$$X = Lb^++2 + 2Lb+b+Mb^+ + Mb - L$$

Our first goal is to compute the characteristic function of $X$. To achieve this goal we use the following splitting formula proved in [2].

**Lemma 1.** (Splitting formula) Let $L \in \mathbb{R}$ and $M, N \in \mathbb{C}$. Then for all $s \in \mathbb{R}$ such that $2Ls + 1 > 0$

(2.1)  \[ e^s (Lb^2 + Lb^2 - 2Lb+b+M+b) \Phi = e^{w_1(s)} b^2 e^{w_2(s)} b^1 e^{w_3(s)} \Phi \]

where

(2.2)  \[ w_1(s) = \frac{Ls}{2Ls+1} \]

(2.3)  \[ w_2(s) = \frac{L(M+N)s^2 + Ns}{2Ls+1} \]

(2.4)  \[ w_3(s) = \frac{(M+N)s^2 + 2M+N}{6(2Ls+1)} - \frac{\ln(2Ls+1)}{2} \]

Putting $N := \bar{M}$ in (2.4) we obtain

(2.5)  \[ e^{sX} \Phi = e^{s(-Lb^2-Lb^2 +2Lb+b+M+b')} \Phi = e^{w_1(s)} b^2 e^{w_2(s)} b^1 e^{w_3(s)} \Phi \]

where

(2.6)  \[ w_1(s) = \frac{Ls}{2Ls+1} \]

(2.7)  \[ w_2(s) = \frac{2\Re(M)Ls^2 + \bar{M}s}{2Ls+1} \]
\begin{equation}
\frac{w_3(s)}{6(2Ls+1)} = \frac{4B^2(s^4 + 2Ls^3) + 3|M|^2s^2 - \ln(2Ls+1)}{2}.
\end{equation}

By analytic continuation (in $s$)

\begin{equation}
e^{w_3(is)} = (1 + 2Li)^{-1/2}e^{\frac{4B^2(s^2 + 2Ls^3 - 3|M|^2s^2)}{6(1-2Li)}}
\end{equation}

In conclusion: the characteristic function of the vacuum distribution of the operator random variable $X = Lq^2 + Bq + Cp$

\begin{equation}
\langle \Phi, e^{isc(Lq^2 + Bq + Cp)} \Phi \rangle = (1 - 2Li)^{-1/2}e^{\frac{4B^2(s^2 + 2Ls^3 - 3|M|^2s^2)}{6(1-2Li)}} =: (1 - 2Li)^{-1/2}e^\psi_L(s,M)
\end{equation}

3. INFINITE DIVISIBILITY

Recall, from equation (2.10), the definition

\begin{equation}
\psi_L(s,M) := \frac{4\text{Re}(M)^2s^3(Ls + 2i) - 3|M|^2s^2}{6(1-2Li)}
\end{equation}

and notice two important remarks

(i) (scaling property) for every $t \in \mathbb{R}^+$

\begin{equation}
\psi_L(s, \sqrt{t}M) := t\frac{4\text{Re}(M)^2s^3(Ls + 2i) - 3|M|^2s^2}{6(1-2Li)} = t\psi_L(s,M)
\end{equation}

(ii) for every $L \in \mathbb{R}$ and $M \in \mathbb{C}$,

\begin{equation}
\varphi_{L,M}(s) := (1 - 2Li)^{-1/2}e^{\psi_L(s,M)}
\end{equation}

where $\varphi_L(s,M)$, given by the left hand side of (2.10), is a characteristic function for every $t \in \mathbb{R}^+$ and for every $L \in \mathbb{R}$ and $M \in \mathbb{C}$.

Denoting

\begin{equation}
\varphi(s) := (1 - 2Li)^{-1/2}
\end{equation}

we have that

\begin{equation}
\varphi_{L,M}(s) := \varphi(s)e^{\psi_L(s,M)}
\end{equation}

Suppose that one can prove that, for every $L \in \mathbb{R}$ and $M \in \mathbb{C}$, the function

\begin{equation}
e^{\psi_L(s,M)}
\end{equation}

is a characteristic function. Then this characteristic function is infinitely divisible because the scaling property implies that, for any $t \geq 0$:

\begin{equation}
(e^{\psi_L(s,M)})^t = e^{t\psi_L(s,M)} = e^{\psi_L(t\sqrt{t}M)}
\end{equation}

which is a characteristic function because of our assumption.

Therefore the left hand side of (3.3), which is already known to be a characteristic function, is infinitely divisible being the product of two infinitely divisible characteristic functions.

The proof that, for every $L \in \mathbb{R}$ and $M \in \mathbb{C}$, the function $e^{\psi_L(s,M)}$ is a characteristic function depends on the following result.

**Theorem 2.** In the semigroup, for pointwise multiplication, of positive definite kernels on $\mathbb{R}$ (the choice of $\mathbb{R}$ is irrelevant), the infinitely divisible positive definite kernels form a subgroup.
The proof of this theorem follows from the general theory of infinitely divisible positive definite kernels as developed in the monograph [19].

3.1. A particular case.

Theorem 3. If

\[ B = \text{Re}(M) = 0 \iff M \in \mathbb{iC} \]

the vacuum characteristic functions given by (2.10) are infinitely divisible with cumulant generating function given by

\[
-\frac{i|\mathcal{M}|^2}{4L}s - \int_0^\infty \left(1 - e^{isu}\right)^{1/2} e^{-2Lu} du - \frac{|\mathcal{M}|^2}{8L^2} \int_0^\infty \left(1 - e^{isu}\right)e^{-2Lu} du
\]

Remark: Formula (3.5) gives also the explicit form of the associated Levy measure.

APPENDIX: INFINITELY DIVISIBLE KERNELS

4. Kernels and matrices

Definition 1. Let \( S \) be a set, a function \( K : (x, y) \in S \times S \rightarrow k(x, y) \in \mathbb{C} \) is called a \( \mathbb{C} \)–valued kernel on \( S \) (only kernel if no ambiguity is possible). If \( S \) is a finite set, then there exists a \( d \in \mathbb{N} \) such that, up to relabeling the elements of \( S \) can be identified to the subset \( \{1, \ldots, d\} \subseteq \mathbb{N} \). With this identification a kernel on \( S \) is identified to the \( d \times d \) complex matrix

\[ k(i, j) = k_{ij} \quad ; \quad i, j \in \{1, \ldots, d\} \]

4.1. Positive definite matrices. In the following \( \mathbb{C} \) will be considered as a Hilbert space with scalar product \( \langle x, y \rangle := \bar{x}y \) so that \( B(\mathbb{C}) \) is identified to \( \mathbb{C} \) acting on itself by multiplication. For \( d \in \mathbb{N} \) and \( k = (k_{ij}) \in M_d(\mathbb{C}) \) and \( x_1, \ldots, x_d \in \mathbb{C} \) we will use the notation

\[ \bar{x}_i k_{ij} x_j := \sum_{i, j=1}^d \bar{x}_i k_{ij} x_j = \langle x, ky \rangle \]

(i.e. we assume summation over repeated indices) where \( \langle \cdot, \cdot \rangle \) denotes the hermitian scalar product on \( \mathbb{C}^d \)

\[ \langle x, y \rangle := \sum_{j=1}^d \bar{x}_j y_j \quad ; \quad x = (x_1, \ldots, x_d) \quad , \quad y = (y_1, \ldots, y_d) \in \mathbb{C}^d \]

\( \mathbb{R}^d \) is identified to the subspace of \( \mathbb{C}^d \) obtained as range of the projection

\[ x = (x_1, \ldots, x_d) \in \mathbb{C}^d \mapsto \text{Re}(x) := (\text{Re}(x_1), \ldots, \text{Re}(x_d)) \]

The restriction on \( \mathbb{R}^d \) of the hermitian scalar product on \( \mathbb{C}^d \) is real valued. The \( d \times d \) complex matrices \( M_d(\mathbb{C}) \) act naturally on \( \mathbb{C}^d \); this action induces a action of the \( d \times d \) real matrices \( M_d(\mathbb{R}) \) on \( \mathbb{C}^d \).

The adjoint \( k^* \) of a matrix \( k = (k_{ij}) \) is defined by

\[ \langle k^* x, y \rangle = \langle x, k y \rangle \quad ; \quad x = (x_1, \ldots, x_d) \quad , \quad y = (y_1, \ldots, y_d) \in \mathbb{C}^d \]

Thus

\[ (k^*)_{ij} = \overline{k_{ji}} \]

Definition 2. A matrix \( k = (k_{ij}) \in M_d(\mathbb{C}) \) is called:

(i) Hermitian if

\[ \langle x, k x \rangle = \bar{x}_i k_{ij} x_j \in \mathbb{R} \quad ; \quad \forall x_1, \ldots, x_d \in \mathbb{C} \]

(ii) skew–Hermitian if

\[ \langle x, k x \rangle = \bar{x}_i k_{ij} x_j = 0 \quad ; \quad \forall x_1, \ldots, x_d \in \mathbb{C} \]
(iii) symmetric if it is Hermitian and with real coefficients, i.e.

\[ k = (k_{ij}) \in M_d(\mathbb{R}) \]

(iv) symplectic if it is skew–Hermitian and with real coefficients, i.e.

\[ k = (k_{ij}) \in M_d(\mathbb{R}) \quad ; \quad \langle x, kx \rangle = \bar{x}_i k_{ij} x_j = 0 \quad ; \quad \forall x_1, \cdots, x_d \in \mathbb{C} \]

**Lemma 2.** A matrix \( k = (k_{ij}) \in M_d(\mathbb{C}) \) is:

(i) Hermitian if and only if

\[ k_{ji} = \overline{k_{ij}} \iff k = k^* \quad ; \quad \forall x_1, \cdots, x_d \in \mathbb{C} \]

In particular \( k = (k_{ij}) \in M_d(\mathbb{C}) \) is Hermitian if and only if its restriction on \( \mathbb{R}^d \) is Hermitian.

(ii) skew–Hermitian if and only if its diagonal coefficients are zero and

\[ k_{ji} = -\overline{k_{ij}} \iff k = -k^* \quad ; \quad \forall x_1, \cdots, x_d \in \mathbb{C} \quad ; \quad i \neq j \]

(iii) symplectic if and only if \( \forall i, j \in \{1, \cdots, d\} \)

\[ k_{ij} = -k_{ji} \]

(iv) skew–Hermitian and Hermitian if and only if its diagonal coefficients are zero and its off–diagonal coefficients are purely imaginary.

**Proof.** Let \( k = (k_{ij}) \in M_d(\mathbb{C}) \). \( k \) is Hermitian if and only if \( \forall x_1, \cdots, x_d \in \mathbb{C} \)

\[ \langle x, kx \rangle = \bar{x}_i k_{ij} x_j = \langle \bar{x}_i k_{ij} x_j \rangle = x_i \bar{k}_{ij} x_j = \bar{x}_i k_{ji} x_j \]

Since \( x_1, \cdots, x_d \in \mathbb{C} \) are arbitrary, this is equivalent to (4.1). The restriction to \( \mathbb{R}^d \) of the above identity gives

\[ x_i k_{ij} x_j = x_i \bar{k}_{ji} x_j \]

From this (4.1) follows by choosing \( \forall i_0, j_0 \in \{1, \cdots, d\} \)

\[ x_j = \delta_{i_0, i} \quad ; \quad y_i = \delta_{j_0, i} \]

\( k \) is skew–Hermitian if and only if \( \forall x_1, \cdots, x_d \in \mathbb{C} \)

\[ 0 = \langle x + y, k(x + y) \rangle = \langle x, ky \rangle + \langle y, kx \rangle \iff \langle x, ky \rangle = -\langle y, kx \rangle \]

\[ \iff \bar{x}_i k_{ij} y_j = -y_i k_{ji} x_i \]

Fixing \( i_0, j_0 \in \{1, \cdots, d\} \) and choosing

\[ x_j = \delta_{i_0, i} \quad ; \quad y_i = \delta_{j_0, i} \]

one finds

\[ k_{i_0, j_0} = -k_{j_0, i_0} \]

Finally \( k = (k_{ij}) \in M_d(\mathbb{C}) \) is skew–Hermitian and Hermitian if and only if

\[ k_{ji} = -k_{ij} = -k_{ji} \quad ; \quad \forall i, j \in \{1, \cdots, d\} \]

i.e. \( k_{ii} = 0 \) and \( k_{ji} \) is purely imaginary for \( i \neq j \).

\[ \square \]

**Lemma 3.** A matrix \( h = (h_{ij}) \in M_d(\mathbb{C}) \) is Hermitian if and only if the matrix \( Re(h) := (Re(h_{ij})) \in M_d(\mathbb{R}) \) is symmetric, i.e.

\[ Re(h_{ij}) = Re(h_{ji}) \]

and the matrix \( Im(h) := (Im(h_{ij})) \in M_d(\mathbb{R}) \) is symplectic, i.e.

\[ Im(h_{ij}) = -Im(h_{ji}) \]
Proof. $h = (h_{ij})$ is Hermitian if and only if
\[ \text{Re}(h_{ij}) - i\text{Im}(h_{ij}) = \bar{h}_{ij} = h_{ji} = \text{Re}(h_{ji}) + i\text{Im}(h_{ji}) \]
and this is equivalent to the identities (4.3) and (4.4).

Definition 3. A matrix $(k_{ij}) \in M_d(\mathbb{C})$ is said to be positive definite if
\begin{equation}
\sum_{i,j=1}^{d} x_i^* k_{ij} x_j \geq 0
\end{equation}
for all $x_1, \ldots, x_d \in \mathbb{C}$. If in addition
\begin{equation}
\sum_{i,j=1}^{d} x_i^* k_{ij} x_j = 0 \iff x_1 = \cdots = x_d = 0
\end{equation}
then the matrix $(k_{ij})$ $(i, j = 1, \ldots, d)$ is called strictly positive definite.

Remark: Note that the diagonal elements of a positive definite matrix are positive because $\forall x \in \mathbb{C}
\text{Re} k_{ii} x_i = |x|^2 k_{ii} \geq 0$

Lemma 4. $k \in M_d(\mathbb{C})$ is PD if and only if for every skew–Hermitian matrix $S \in M_d(\mathbb{C})$, $k + S$ is PD

Proof. Clear from the definition of PD. □

Remark: If $k$ is positive definite and Hermitian and $S \in M_d(\mathbb{C})$ is symplectic, then $k + S$ is PD but it is Hermitian if and only if $S$ is. If this is the case, being also skew–Hermitian, $S$ must be symplectic by Lemma (2) hence its diagonal coefficients are zero and its off–diagonal coefficients are purely imaginary. Thus there exist matrices which are positive definite but not Hermitian.

Lemma 5. A matrix $k \in M_d(\mathbb{C})$ is positive definite and Hermitian if and only if there exist two Hermitian matrices $a, b \in \text{Herm}_d(\mathbb{C})$ such that
\begin{equation}
k = (a^2 + b^2) + i(ab - ba)
\end{equation}

Remark: In particular any such $k$ has the form
\begin{equation}
k = k_{H,+} + ik_S
\end{equation}
with $k_{H,+}$ PDH and $k_S$ skew adjoint. This decomposition is highly non unique, reflecting the no uniqueness of the square root.

Proof. $k$ is positive definite and Hermitian if and only if there exists a matrix $x \in M_d(\mathbb{C})$ such that $k = x^* x$.
Writing
\begin{equation}
x = \frac{1}{2}(x + x^*) + \frac{1}{2}(x - x^*) =: a + ib
\end{equation}
by construction $a$ and $b$ are Hermitian. Therefore $k$ is positive definite if and only if it has the form
\[ k = (a + ib)^*(a + ib) = (a - ib)(a + ib) = (a^2 + b^2) + i(ab - ba) \]
Remark: Using the identity (4.9) any matrix \( k \) can be written in the form

\[
(4.10) \quad k = k_H + ik_S = \text{Re}(k_H) + i\text{Im}(k_H) + i\text{Re}(k_S) - \text{Im}(k_S)
\]

where

\[
k_H = k_H^* \quad ; \quad k_S = k_S^*
\]

\( \text{Re}(k_H), \text{Re}(k_S) \) are Hermitian and \( \text{Im}(k_H), \text{Im}(k_S) \) are skew-symmetric.

**Lemma 6.** \( k = (k_{ij}) \) is positive definite if and only if, in the notation (4.10):

\[
(4.11) \quad \text{Re}(k_S) = 0
\]

\[
(4.12) \quad \text{Re}(k_H) \text{ is positive definite Hermitian}
\]

\( k = (k_{ij}) \) is positive definite and Hermitian if and only if

\[
(4.13) \quad k_S = 0
\]

Remark: In particular any positive definite Hermitian \( k = (k_{ij}) \) has the form

\[
(4.14) \quad k = k_R + ik_I
\]

where \( k_R = \text{Re}(k_H) \) is real PDH and \( k_I = \text{Im}(k_H) \) real Hermitian.

**Proof.** The decomposition (4.10) and the positive definiteness of \( k \) imply that

\[
0 \leq \langle x, kx \rangle = \langle x, \text{Re}(k_H)x \rangle + \langle x, i\text{Im}(k_H)x \rangle + \langle x, i\text{Re}(k_S)x \rangle - \langle x, \text{Im}(k_S)x \rangle
\]

\[
= \langle x, \text{Re}(k_H)x \rangle + i\langle x, \text{Re}(k_S)x \rangle
\]

In particular the right hand side is real and, by Lemma (3), \( \text{Re}(k_H) \in M_d(\mathbb{R}) \) is symmetric, so that:

\[
\langle x, \text{Re}(k_H)x \rangle + i\langle x, \text{Re}(k_S)x \rangle = \langle \text{Re}(k_H)x, x \rangle - i\langle \text{Re}(k_S)x, x \rangle = \langle x, \text{Re}(k_H)x \rangle - i\langle x, \text{Re}(k_S)x \rangle
\]

\[
\iff \langle x, \text{Re}(k_S)x \rangle = -\langle x, \text{Re}(k_S)x \rangle \iff \langle x, \text{Re}(k_S)x \rangle = 0
\]

But, since \( \text{Re}(k_S) \) is real Hermitian, it can be symplectic if and only if it is zero, i.e. (4.11) holds. In this case

\[
0 \leq \langle x, \text{Re}(k_H)x \rangle
\]

which is (4.12). Finally \( k = (k_{ij}) \) is positive definite and Hermitian if and only if

\[
\text{Re}(k_H) + i\text{Im}(k_H) - \text{Im}(k_S) = k = k^* = \text{Re}(k_H)^* - i\text{Im}(k_H)^* - \text{Im}(k_S)^* =
\]

\[
= \text{Re}(k_H) + i\text{Im}(k_H) + \text{Im}(k_S) \iff \text{Im}(k_S) = 0
\]

□

**Lemma 7.** Any positive definite matrix \( k \) can be written in the form

\[
(4.15) \quad k = \text{Re}(k_H) + i\text{Im}(k_H) - \text{Im}(k_S)
\]

where \( \text{Re}(k_H) \) is a real positive definite matrix and \( \text{Im}(k_H), \text{Im}(k_S) \) are real skew-symmetric. Conversely if \( \text{Re}(k_H), \text{Im}(k_H) \) and \( \text{Im}(k_S) \) have these properties, then the right hand side of (4.15) is a positive definite matrix.

**Proof.** Clear from Lemma (6). □
5. Positive definite kernels

**Definition 4.** A kernel $k(\cdot, \cdot)$ on $S$ is called positive definite if for all $n \in \mathbb{N}$, $\forall x_1, \ldots, x_n \in S$, $\forall \xi_1, \ldots, \xi_n \in \mathbb{N}$

\begin{equation}
\xi_n^* k(x_k, x_j) \xi_j \geq 0
\end{equation}

i.e. if the matrix $(k(x_i, x_j))$ is positive definite.

**Remark:** From (5.1) it is clear that PD kernels on $S$ are a cone, closed under pointwise convergence.

**Lemma 8.** Given a kernel $k$ on $S$, define the kernels $\bar{k}$, $k^*$ respectively by

\begin{equation}
\bar{k}(x,y) := k(x,y)
\end{equation}

\begin{equation}
k^*(x,y) := k(y,x)
\end{equation}

Then one of these kernels is PD (resp. CPD) if and only if the other two are PD.

**Proof.**

\begin{align*}
\bar{k}^*(x_j, x_k) \xi_k &= \xi_j^* \bar{k}(x_k, x_j) \xi_j = (\xi_j^* k(x_k, x_j) \xi_j)^* \geq 0 \iff \xi_j^* k(x_k, x_j) \xi_j \geq 0
\end{align*}

Thus $k$ is PD (resp. CPD) if and only if $\bar{k}$ is. Similarly

\begin{align*}
\xi_j^* k(x_j, x_k) \xi_k &= \xi_j^* k(x_j, x_k) \xi_k = (\xi_j^* k(x_j, x_k) \xi_k)^* \geq 0 \iff \xi_j^* k(x_j, x_k) \xi_k \geq 0
\end{align*}

Thus $k$ is PD (resp. CPD) if and only if $k$ is.

**Corollary 1.** If $k$ is a PD (resp. CPD) kernel then its real part defined by

\[ \text{Re}(k)(x,y) := \frac{1}{2}(k(x,y) + k(y,x)^*) \]

is PD.

**Corollary 2.** If $k(f,g)$ is a positive definite kernel on $S$ then, for any family $t_f \in \mathbb{C}$, also the kernel

\[ t_f^* k(f,g) t_g \]

is positive definite. Conversely, if there exists a map

\[ c : f \in G \to c_f \in \mathbb{C} \setminus \{0\} \]

(i.e. with all $c_f$’s invertible) such that the kernel

\begin{equation}
H(f,g) := c_f^* k(f,g) c_g
\end{equation}

is PD, then the kernel $k(f,g)$ itself is PD.

**Proof.** Let $k(f,g)$ be positive definite. Then, for any family $t_f \in \mathbb{C}$, also the kernel

\[ k(t_f f, g) := t_f^* k(f,g) t_g = k(f,g) t_f^* t_g \]

is PD, being the Schur product of two PD kernels. Conversely, if the kernel $H(f,g)$, defined by (5.4) is PD then, by the first part of the Lemma, also the kernel

\[ k(f,g) = (c_f^{-1})^* H(f,g) c_g^{-1} \]

is PD.

**Definition 5.** Two positive definite kernels on $S$, $k_1, k_2$ are called equivalent if for some function $t : S \to \mathbb{C} \setminus \{0\}$

\[ k_1(f,g) = t_f^* k_2(f,g) t_g \]
5.1. Schur’s lemma.

**Lemma 9.** (Schur) If $H = (H_{jk}), k = (k_{jk})$ are PD then their Schur product

$$H \circ k := (H_{jk}k_{jk})$$

is PD. In particular the cone of PD kernels on $S$ is a semigroup under Schur multiplication with identity given by

$$1 \circ 1^* \quad ; \quad (1 \circ 1^*)_{ij} := 1 \quad ; \quad \forall i,j \in S$$

$$k = \sum_m \alpha_m x_m^* x_m \quad ; \quad k_{jk} := \alpha_m x_{mk} x_m$$

$$H = \sum_m \beta_m x_m^* x_m \quad ; \quad H_{jk} := \beta_m x_{mk} x_m$$

$$\alpha_m, \beta_n \geq 0$$

$$\lambda_j (k \circ H)_{jk} \lambda_k = \lambda_j k_{jk} H_{jk} \lambda_k = \lambda_j \alpha_m x_m \beta_n y_{nj} y_{nk} \lambda_k$$

$$= \alpha_m \beta_n (\lambda_j x_m y_{nj}) (\lambda_k y_{nk} \lambda_k) = \alpha_m \beta_n \sum_k \lambda_k y_{nk} \lambda_k = 0 \geq 0$$

Other proof:

$$a = (a_{jk}) \quad : \quad b = (b_{jk})$$

By the spectral theorem for matrices

$$a = x^* x \quad ; \quad b = y^* y$$

$$\lambda_i a_{ik} b_{ik} \lambda_k = \lambda_i x_{ij}^* x_{jk} y_{ik}^* y_{jk} \lambda_k = \lambda_i x_{ij} y_{nk} x_{nk} y_{jk} \lambda_k = |x_{jk} y_{ik} \lambda_k|^2 \geq 0$$

**Lemma 10.** The family of $C$-valued positive definite matrices (kernels on $S$) is closed under:

- pointwise multiplication (Schur’s Lemma)
- pointwise addition
- pointwise multiplication by a positive scalar
- pointwise limits
- integrals

**Proof.** From the definition of positive-definiteness. \(\square\)

**Definition 6.** A Borel function $f : C \rightarrow C$ is called completely positive (Hermitian) if $\forall d \in N$ and for any positive definite (Hermitian) matrix $A = (a_{ij})$ the matrix

$$f \circ A := (f(a_{ij}))$$

is positive definite (Hermitian)

**Remark:** The above definition is equivalent to say that, for any set $S$ and for any kernel $k$ on $S$, the composite kernel on $S$

$$f \circ k := f(k)$$

is positive definite (Hermitian).

**Remark:** An interesting open problem is to characterize the completely positive (Hermitian) Borel functions $f : C \rightarrow C$.

**Corollary 3.** The exponential function on $C$ is completely positive and Hermitian.
Proof. We have to prove that, if \( k \) is a positive definite Hermitian kernel on \( S \), then its exponential kernel has these properties. By Schur’s Lemma \( \forall n \in \mathbb{N} \ k^n \) (Schur’s power) is positive definite. Lemma (10) implies that \( e^k \) is positive definite. Moreover \( \forall x, y \in S \)
\[
 (e^{k(x,y)})^* = e^{k(y,x)} = e^{k(y,x)}
\]
Therefore \( e^k \) is Hermitian. \( \square \)

Remark: In fact we will see that the exponential function on \( \mathbb{C} \) has a much stronger positivity property (see Theorem (5) and Corollary (4)).

Definition 7. A kernel \( h \) is called exponential if it is of the form \( h = e^k \) where \( k \) is a kernel on \( S \). In this case \( h \) is called the exponential kernel of \( k \).

6. Functions of positive definite matrices

Theorem 4. Let \( A = (a_{ij}) \) be any Hermitian complex matrix. Then there exists an \( \tau > 0 \) such that \( \forall \varepsilon \in [-\tau, \tau] \)
\[
 1 + \varepsilon A
\]
is invertible and both \( 1 + \varepsilon A \) and its inverse are PD and Hermitian.

Proof. Since, for any unitary matrix \( U \), the properties of being PDH are invariant under the transformation \( A \mapsto U^*AU \), we can suppose that \( A \) is diagonal, say \( A = \text{diag}(s_1, \ldots, s_n) \), with the \( s_j \) real. Then
\[
 1 + \varepsilon A = \text{diag}(1 + \varepsilon s_1, \ldots, 1 + \varepsilon s_n)
\]
is Hermitian, PD and, for \( \varepsilon \) small enough, invertible. For the same \( \varepsilon \):
\[
 (1 + \varepsilon A)^{-1} = \delta_{ij} (1 + \varepsilon s_j)^{-1} \geq 0
\]
Thus \( (1 + \varepsilon A)^{-1} \) is also positive and this proves the thesis. \( \square \)

Theorem 5. Let \( (a_{ij}) \) be an Hermitian matrix. Then \( \forall t \in \mathbb{R} \) the matrix \( (e^{ta_{ij}}) \) is positive definite and Hermitian.

Proof. Let \( (a_{ij}) \) be as in the statement and let \( \tau > 0 \) be as in Theorem (4). Then, \( \forall t \in \mathbb{R} \), the matrix \( e^{ta_{ij}} \) is Hermitian and for all \( n \in \mathbb{N} \) such that \( |t/n| < \tau \), the matrix
\[
 \left( 1 + \frac{ta_{ij}}{n} \right)^n
\]
is PD. It follows that
\[
 (e^{ta_{ij}}) = \lim_{n \to \infty} \left( 1 + \frac{ta_{ij}}{n} \right)^n
\]
is PD and Hermitian. \( \square \)

Corollary 4. Let \( (a_{ij}) \) be a positive definite Hermitian matrix. Then \( \forall t \in \mathbb{R} \) the matrix \( (e^{it\text{Im}(a_{ij})}) \) is positive definite and Hermitian.

Proof. Let \( (a_{ij}) \) be a positive definite Hermitian matrix. From Lemma (7) we know that \( (\text{Re}(a_{ij})) \) is PD and Hermitian hence, Theorem (5) implies that, \( \forall t \in \mathbb{R} \), both \( (e^{-t\text{Re}(a_{ij})}) \) and that \( (e^{ta_{ij}}) \) are PD and Hermitian. Therefore \( \forall t \in \mathbb{R} \)
\[
 (e^{ta_{ij}})(e^{-t\text{Re}(a_{ij})}) = (e^{it\text{Im}(a_{ij})})
\]
is PD and Hermitian. \( \square \)
Corollary 5. Let \((a_{ij})\) be a positive definite Hermitian matrix such that
\[(6.1) \quad \text{Re}(a_{ij}) > 0 \quad ; \quad \forall i, j\]
Then
\[\left( \frac{1}{a_{ij}} \right)\]
is a positive definite Hermitian matrix.

Proof. By Theorem (4) \((e^{-ta_{ij}})\) is PD Hermitian for any \(t > 0\) and condition (6.1) implies that \(\forall i, j\) the function \(t \in \mathbb{R}_+ \mapsto e^{-ta_{ij}}\) is integrable. Therefore by Lemma (10) the matrix
\[\int_0^{+\infty} e^{-ta_{ij}} dt = \int_0^{+\infty} \frac{de^{-ta_{ij}}}{-a_{ij}} = \frac{e^{-ta_{ij}}}{-a_{ij}} \bigg|_0^\infty = \frac{1}{a_{ij}} \quad ; \quad \forall i, j\]
is PD Hermitian as an integral of PD Hermitian matrices. \(\square\)

7. Functions of positive definite kernels

Theorem 6. \(\forall t \in \mathbb{R}\) the functions
\[z \in \mathbb{C} \mapsto e^{tz} \quad ; \quad z \in \mathbb{C} \mapsto e^{it\text{Im}(z)}\]
are completely positive and Hermitian.

Proof. Let \(S\) be a set and let \(k\) be a PD(H) kernel on \(S\). Then, for any finite subset \(F \subseteq S\), \((k(x,y))_{x,y \in F}\) is a PD(H) matrix. Hence, \(\forall t \in \mathbb{R}\) the matrices
\[e^{tk(x,y)} \quad ; \quad e^{it\text{Im}(k(x,y))}\]
is PD(H), i.e. the kernels
\[e^{tk} \quad ; \quad e^{it\text{Im}(k)}\]
are PD(H) and this implies the thesis. \(\square\)

Corollary 6. A kernel of the form \(h = e^k\) with \(k\) positive definite Hermitian is Schur–invertible and its inverse is also PDH.

Proof. Since \(k\) is positive definite Hermitian it follows that, \(\forall t \in \mathbb{R}\), \(e^{tk}\) is PDH. In particular \(e^{-k} = (e^k)^{-1}\) is PDH. \(\square\)

Corollary 7. If \(K\) is a positive definite Hermitian kernel on \(S\) then, for any \(a < b \in \mathbb{R}_+\), the kernel on \(S\)
\[e^{bK(x,y)} - e^{aK(x,y)}\]
is positive definite Hermitian.

Remark: In particular the kernels
\[e^{K(x,y)} - 1 \quad ; \quad \sinh(tK(x,y)) \quad ; \quad \forall t \in \mathbb{R}\]
are PD Hermitian (the PD and Hermitianity of \(\cosh(tK(x,y))\) follows from Lemma (10)).

Proof. The kernels \(K(x,y)\) and \(\forall t \in \mathbb{R}\) are positive definite Hermitian. From this it follows that
\[\int_a^b K(x,y)e^{tK(x,y)} dt = e^{bK(x,y)} - e^{aK(x,y)}\]
is PD Hermitian. \(\square\)
Remark: The analogue of Theorem (4) in general is false. In fact, if $K: S \times S \to \mathbb{C}$ is an Hermitian kernel on $S$, then for every finite subset $F \subseteq S$ there exists an $\varepsilon_F > 0$ such that, $\forall \varepsilon \in [-\varepsilon_F, \varepsilon_F]$ the kernel on $S$

$$(1 + \varepsilon K)(x, y) := \delta_{x,y} + \varepsilon K(x, y)$$

is PD(H). The basic difference between the matrices (finite dimensional case) and kernels (infinite dimensional case) is that in the above $\varepsilon_F$ depends on the finite set $F$. The result is true if $k$ is bounded in $L^\infty$–norm.

8. Conditionally positive definite kernels

Semigroups of positive definite matrices play an important role in several fields of mathematics. In this section we characterize their generators. We begin with some necessary conditions.

Lemma 11. If, $\forall t \in \mathbb{R}_+$ the kernel $(e^{tk_{ij}})$ is PD, then the kernel $(k_{ij})$ is such that for any finite family of complex numbers $(\lambda_j)$ satisfying

$$\sum_j \lambda_j = 0$$

one has:

$$\sum_{j,k} \overline{\lambda}_i k_{ij} \lambda_j \geq 0$$

Such a $k$ admits a unique representation of the form

$$(8.3) \quad k = k_0 + S$$

with $k_0 = k_0^*$ is positive definite and $S$ real symplectic.

In the representation $(8.3)$, $S = 0$ if and only if $\forall t \in \mathbb{R}_+$ the kernel $(e^{tk_{ij}})$ is PD and Hermitian,

Proof. We begin proving $(8.2)$. Suppose that $\forall t \in \mathbb{R}_+$ the kernel $(e^{tk_{ij}})$ is PD, i.e. that $\forall t \in [0,T]$

$$\overline{\lambda}_i e^{tk_{ij}} \lambda_j \geq 0$$

then, whenever condition $(8.1)$ is satisfied, one has, $\forall t \in [0,T]$, assuming summation over repeated indices:

$$0 \leq \overline{\lambda}_i e^{tk_{ij}} \lambda_j = \overline{\lambda}_i e^{tk_{ij}} \lambda_j - \overline{\lambda}_i \lambda_j$$

therefore, for $t \geq 0$:

$$0 \leq \overline{\lambda}_i e^{tk_{ij}} \lambda_j - \overline{\lambda}_i \lambda_j$$

and, letting $t \downarrow 0$, $(8.2)$ follows.

Finally if, $\forall t \in \mathbb{R}_+$ the kernel $(e^{tk_{ij}})$ is Hermitian, then

$$\left. \frac{d}{dt} \right|_{t = 0} (e^{tk_{ij}})^* = \left. \frac{d}{dt} \right|_{t = 0} e^{tk_{ij}} = k_{ij},$$

i.e. $k$ is self–adjoint, which implies $S = 0$.

To prove the hermitianitity of the kernel $k = (k_{ij})$ denote $\forall i,j \in S$

$$(8.5) \quad k_{ij} := Re(k_{ij}) + iIm(k_{ij}) =: k_{H,ij} + ik_{S,ij} =: k_H(ij) + ik_S(ij)$$

with $k_{H,ij}, k_{S,ij} \in \mathbb{R}$. Since $\forall t \in \mathbb{R}_+$ the kernel $(e^{tk_{ij}})$ is PD, by a previous Remark,

$$e^{tk_{ij}} = e^{tk_{H,ij}}(\cos(tk_{S,ij}) + i\sin(tk_{S,ij})) \geq 0 \quad \forall j \in S \quad \forall t \geq 0$$

which is possible if and only if $\forall t \geq 0$ and $\forall j \in X$

$$\sin(tk_{S,ij}) = 0 \iff k_{S,ij} = 0$$
and this proves that
\[ k_{ii} \in \mathbb{R} \quad ; \quad \forall i \in S \]
Finally condition (8.2) implies in particular that \( \forall \lambda \in \mathbb{C} \) and \( \forall i, j \in X \)
\[ 0 \leq \lambda k(i, i) + \lambda k(j, j) \lambda - \lambda k(i, j) \lambda - \lambda k(j, i) \lambda \]
and, since \( k_S(i, i) = 0 \) because of (8.6), putting \( \lambda = 1 \), this becomes
\[ 0 \leq k(i, i) + k(j, j) - k(i, j) - k(j, i) = k_H(i, i) + k_H(j, j) - k_H(i, j) - k_H(i, j) - i(k_S(i, j) + k_S(j, i)) \]
Thus
\[ k_S(i, j) + k_S(j, i) = 0 \iff k_S(i, j) = -k_S(j, i) \]
Thus we can write
\[ k_{ij} = k_{H,i,j} + ik_{S,i,j} = \frac{1}{2}(k_{H,i,j} + k_{H,j,i}) + i(k_{S,i,j}) \]
and defining
\[ k_{0,i,j} := \frac{1}{2}(k_{H,i,j} + k_{H,j,i}) + ik_{S,i,j} = k_{0,j,i} \]
\[ S_{i,j} := \frac{1}{2}(k_{H,i,j} - k_{H,j,i}) \]
we see that \( k_0 \) is self–adjoint, \( S \) real symplectic and (8.3) is satisfied. If \( k = k_0' + S' \) is another representation of the form (8.3), then
\[ k + S = k_0' + S' \iff k - k_0' = S' - S \]
This implies that
\[ \text{Im}(k - k_0') = 0 \iff \text{Im}(k) = \text{Im}(k_0') \]
\[ \text{Re}(k - k_0') = S' - S \]
But the left hand side is symmetric and the right hand side is anti–symmetric. Hence both sides must be zero and the representation (8.3) is unique.

\[ \square \]

**Definition 8.** In the notations of Lemma (11) a complex matrix \((k_{ij}) \in M_d(\mathbb{C})\) is said to be conditionally positive definite (CPD) if it satisfies the necessary conditions of Lemma (11), i.e. it has the form (8.3) and
\[ \sum_{j,k} \lambda_j k_{ij} \lambda_j \geq 0 \]
for any finite family of complex numbers \((\lambda_j)\) such that
\[ \sum_j \lambda_j = 0 \]
If in addition \( k \) is Hermitian, we say that \( k \) is CPD Hermitian.

**Remark:** From (8.3) it follows that, if \( k \) is CPD then its diagonal elements are real.

**Remark:** If \( f : S \rightarrow \mathbb{C} \) is any function, the kernels
\[ k(x, y) := f(x) + f(y) \quad ; \quad f(x) - f(y) \]
are CPD and the kernel
\[ k(x, y) := f(x) + \overline{f(y)} \]
is CPD Hermitian. All these kernels are called trivial.

**Definition 9.** A kernel \( k(\cdot, \cdot) \) on \( E \) is called conditionally positive definite if \( \forall n \in \mathbb{N}, \forall x_1, \ldots, x_n, \) the matrix \((k(x_i, x_j))\) is conditionally positive definite.
Lemma 12. Let $k$ be a CPD kernel on $X$ and, for any pair of functions $\alpha, \beta : X \to \mathbb{C}$, define the kernel
\begin{equation}
(8.10) \quad h(x, y) := k(x, y) + \alpha(x) + \beta(y)
\end{equation}
Then the kernel $(8.10)$:

(i) always satisfies condition $(8.8)$ for any finite family of complex numbers $(\lambda_j)$ satisfying $(8.9)$

(ii) is CPD if and only if there exist real valued functions
\begin{equation}
(8.11) \quad a, b, \gamma : x \in S \to a(x), b(x), \gamma(x) \in \mathbb{R}
\end{equation}
such that
\begin{equation}
(8.12) \quad \alpha(x) = a(x) - i\gamma(x) \quad ; \quad \beta(x) = b(x) + i\gamma(x)
\end{equation}
(iii) is CPD Hermitian if and only if $S$ is trivial

(iv) if $k$ is Hermitian, $h$ is Hermitian if and only if for some constant $c \in \mathbb{R}$ one has
\begin{equation}
(8.13) \quad \beta(x) = \overline{\alpha(x)} + c
\end{equation}
In this case, denoting
\begin{equation}
(8.14) \quad h(x, y) := k(x, y) + \alpha_0(x) + \overline{\alpha_0(y)}
\end{equation}
and $h$ is CPD if and only if $k$ is.

Proof. (i) It is clear that, if $k$ is CPD, then for any choice of the functions $\alpha$ and $\beta$, the right hand side of $(8.10)$ satisfies condition $(8.8)$ for any finite family of complex numbers $(\lambda_j)$ satisfying $(8.9)$.

(ii) From the decomposition $(8.3)$ of $k$ one deduces that, for $h$ to be CPD, one must have the identity
\begin{equation}
(8.15) \quad h(x, y) = k_0(x, y) + S(x, y) + \alpha(x) + \beta(y) = h_0(x, y) + S_0(x, y)
\end{equation}
for some $h_0 = h_0^*$ and $S_0$ real symplectic. This is equivalent to
\[
k_0(x, y) - h_0(x, y) = S_0(x, y) - S(x, y) - \alpha(x) - \beta(y)
\]
Taking adjoints this gives
\[
\overline{k_0(x, y)} - \overline{h_0(x, y)} = S_0(x, y) - \overline{S(x, y)} - \overline{\alpha(x)} - \overline{\beta(y)}
\]
Since $h_0$ and $k_0$ are Hermitian, this implies that
\[
S_0(x, y) - S(x, y) - \overline{\alpha(x)} - \overline{\beta(y)} = k_0(x, y) - h_0(x, y) = k_0(y, x) - h_0(y, x) =
\]
\[
= S_0(y, x) - S(y, x) - \alpha(y) - \beta(x) = -S_0(x, y) + S(x, y) - \alpha(y) - \beta(x) \Leftrightarrow
\]
\[
\Leftrightarrow 2S_0(x, y) - 2S(x, y) = \overline{\alpha(x)} - \alpha(y) + \overline{\beta(y)} - \beta(x)
\]
exchanging the roles of $x$ and $y$ one has
\[
2S_0(y, x) - 2S(x, y) = 2S_0(x, y) - 2S_0(x, y) = \overline{\alpha(y)} - \alpha(x) + \overline{\beta(x)} - \beta(y)
\]
Thus the right hand sides of the two equations must be opposite:
\[
\Leftrightarrow 0 = (\alpha(y) - \overline{\alpha(y)}) + (\alpha(x) - \overline{\alpha(x)}) + (\beta(x) - \overline{\beta(x)}) + (\beta(y) - \overline{\beta(y)})
\]
Putting $x = y$ gives
\[
0 = 2(\alpha(x) - \overline{\alpha(x)}) + 2(\beta(x) - \overline{\beta(x)}) = 4\text{Im}(\alpha(x)) + 4\text{Im}(\beta(x)) \Leftrightarrow
\]
\[
\Leftrightarrow \text{Im}(\beta(x)) = -\text{Im}(\alpha(x)) \Rightarrow -\gamma(x)
\]
\[ \Leftrightarrow \alpha(x) = a(x) - i\gamma(x) \quad \beta(x) = b(x) - i\gamma(x) \quad a(x), b(x), \gamma(x) \in \mathbb{R} \]

and this proves (8.12). Conversely, if (8.11) and (8.12) are satisfied, then

\[ h(x, y) = k_0(x, y) + a(x) + b(y) + i(\gamma(y) - \gamma(x)) + S(x, y) \]

\[ = k_0(x, y) + \frac{1}{2}(a(x) + a(y)) + \frac{1}{2}(b(y) + b(x)) + i(\gamma(y) - \gamma(x)) + \frac{1}{2}(a(x) - a(y)) + \frac{1}{2}(b(y) - b(x)) + S(x, y) \]

Thus defining

\[ h_0(x, y) := k_0(x, y) + \frac{1}{2}(a(x) + a(y)) + \frac{1}{2}(b(y) + b(x)) + i(\gamma(y) - \gamma(x)) \]

\[ S_0(x, y) := \frac{1}{2}(a(x) - a(y)) + \frac{1}{2}(b(y) - b(x)) + S(x, y) \]

one has

\[ \overline{h_0(x, y)} := k_0(x, y) + \frac{1}{2}(a(x) + a(y)) + \frac{1}{2}(b(y) + b(x)) - i(\gamma(y) - \gamma(x)) = \]

\[ = k_0(y, x) + \frac{1}{2}(a(y) + a(x)) + \frac{1}{2}(b(x) + b(y)) + i(\gamma(x) - \gamma(y)) = h_0(y, x) \]

\[ S_0(y, x) := \frac{1}{2}(a(y) - a(x)) + \frac{1}{2}(b(x) - b(y)) + S(y, x) \]

\[ = -\frac{1}{2}(a(x) - a(y)) - \frac{1}{2}(b(y) - b(x)) - S(x, y) = -S_0(x, y) \]

hence \( h_0 \) is Hermitian and \( S_0 \) is symplectic, so that \( h \) is CPD.

(iii) \( h \) is CPD Hermitian if and only if

\[ 0 = S_0(x, y) := \frac{1}{2}(a(x) - a(y)) + \frac{1}{2}(b(y) - b(x)) + S(x, y) \Leftrightarrow \]

\[ \Leftrightarrow S(x, y) = \frac{1}{2}(a(x) - b(x)) - \frac{1}{2}(a(x) - b(x)) =: f(x) - f(y) \]

i.e. \( S \) is trivial.

(iv) \( h \) is Hermitian if and only if

\[ \overline{h(x, y)} = h(y, x) \]

Given (8.10) this is equivalent to

\[ k(x, y) + \overline{\alpha(x)} + \overline{\beta(y)} = k(y, x) + \alpha(y) + \beta(x) \]

If \( k \) is Hermitian, this is equivalent to

\[ (8.16) \quad \overline{\alpha(x)} + \overline{\beta(y)} = \alpha(y) + \beta(x) \Leftrightarrow \overline{\alpha(x)} - \beta(x) = \alpha(y) - \overline{\beta(y)} \]

Since \( x, y \in S \) are arbitrary, there exists a constant \( a \in \mathbb{C} \) such that

\[ \overline{\alpha(x)} - \beta(x) = a \]

is independent of \( x \in S \). Moreover, from (8.16) with \( x = y \), we see that \( a \) must be real. Therefore

\[ (8.17) \quad \beta(x) = \overline{\alpha(x)} - a \]

which is (8.13) with \( c = -a \). Therefore \( h \) can be written in the form (8.14) and from this it is clear that \( h \) is CPD if and only if \( k \) is.

\[ \square \]
**Theorem 7.** Let $X$ be a set, $k$ a kernel on $X$ and $x_0 \in X$ an element of $X$. Then the following statements are equivalent:

i) $k$ is conditionally positive definite and

$$k(x_0, x_0) \leq 0 \tag{8.18}$$

ii) the kernel

$$k(x, y) := k(x, y) - k(x, x_0) - k(x_0, y) \tag{8.19}$$

is positive definite on $X$.

**Proof.** For any finite set $F \subseteq S$ and any choice of $\lambda_x \in \mathbb{C} \ (x \in F)$ define

$$\lambda_{x_0} := -\sum_{x \in F} \lambda_x \tag{8.20}$$

so that

$$\sum_{x \in F \cup \{x_0\}} \lambda_x = 0$$

Now consider the quantity

$$\sum_{x, y \in F} \tilde{\lambda}_x (k(x, y) - k(x, x_0) - k(x_0, y)) \lambda_y = $$

$$= \sum_{x, y \in F} \tilde{\lambda}_x k(x, y) \lambda_y - (\sum_{x} \lambda_x) \sum_{y \in F} k(x_0, y) \lambda_y - \sum_{x \in F} \tilde{\lambda}_x k(x, x_0) \sum_{x} \lambda_y$$

$$= \sum_{x, y \in F} \tilde{\lambda}_x k(x, y) \lambda_y + \tilde{\lambda}_{x_0} \sum_{y \in F} k(x_0, y) \lambda_y + \sum_{x \in F} \tilde{\lambda}_x k(x, x_0) \lambda_{x_0} =$$

$$= \sum_{x, y \in F \cup \{x_0\}} \tilde{\lambda}_x k(x, y) \lambda_y - \tilde{\lambda}_{x_0} k(x_0, x_0) \lambda_{x_0}$$

If $k$ is conditionally positive definite, then this is

$$\geq -\tilde{\lambda}_{x_0} k(x_0, x_0) \lambda_{x_0}$$

and if (8.18) holds, this is $\geq 0$.

Conversely, if the kernel (8.19) is PD, then the quantity (8.21) is positive for any finite set $F \subseteq S$ and any choice of $\lambda_x \in \mathbb{C} \ (x \in F)$. In particular, if the $\lambda_x \in \mathbb{C}$ are chosen so that

$$\sum_{x \in F} \lambda_x = 0$$

then the identity (8.21) gives

$$0 \leq \sum_{x, y \in F} \tilde{\lambda}_x (k(x, y) - k(x, x_0) - k(x_0, y)) \lambda_y =$$

$$= \sum_{x, y \in F} \tilde{\lambda}_x k(x, y) \lambda_y - (\sum_{x} \lambda_x) \sum_{y \in F} k(x_0, y) \lambda_y - \sum_{x \in F} \tilde{\lambda}_x k(x, x_0) \sum_{x} \lambda_y =$$

$$= \sum_{x, y \in F} \tilde{\lambda}_x k(x, y) \lambda_y$$

i.e. the kernel $k(x, y)$ is CPD.
Finally, if the kernel (8.19) is PD, then choosing $x_0 = x = y$ one finds:

$$0 \leq \langle x_0, x_0 \rangle = k(x_0, x_0) - k(x_0, x_0) - k(x_0, x_0) = -k(x_0, x_0)$$

which is equivalent to (8.18).

\[\square\]

**Theorem 8.** The following statements are equivalent:

(i) There exists an interval $[0, T]$ such that $\forall t \in [0, T]$ the kernel $(e^{tk_{ij}})$ is PD

(ii) $\forall t_0 \in \mathbb{R}_+$ the kernel $(e^{tk_{ij}})$ is PD

(iii) the kernel $(k_{ij})$ is CPD

**Proof.** (i) $\Rightarrow$ (ii). By Schur’s theorem, $\forall s, t \in [0, T]$ the kernel $e^{sk_{ij}}e^{tk_{ij}} = e^{(s+t)k_{ij}}$ is PD and from this (ii) follows.

Since clearly (ii) $\Rightarrow$ (i), it follows that (i) $\Leftrightarrow$ (ii).

(ii) $\Rightarrow$ (iii). This is the content of Lemma (11).

(iii) $\Rightarrow$ (i) (in fact we will prove that (iii) $\Rightarrow$ (ii)). Suppose that $(k_{ij})$ is CPD. Then, by a previous Remark, its diagonal elements are real. Therefore one can find a function $\alpha_i : i \in X \to \alpha_i \in \mathbb{C}$ such that the kernel $h_{ij} := k_{ij} - \alpha_i - \overline{\alpha_j}$ which is CPD by Lemma (12), satisfies

$$h_{ii} = k_{ii} - \alpha_i - \overline{\alpha_i} = k_{ii} - 2\text{Re}(\alpha_i) \leq 0 \quad ; \quad \forall i \in S$$

By Theorem (7) for any $i_0 \in X$ the kernel

$$h_{ij} - h_{i_0j} = k_{ij} - \alpha_i - \overline{\alpha_j} - k_{i_0j} - \alpha_{i_0} + \overline{\alpha_{i_0}} = k_{ij} - k_{i_0j} + \alpha_{i_0} + \overline{\alpha_{i_0}} =: k_{ij} - \beta_i + \overline{\beta_j}$$

with

$$\beta_i := k_{i_0i} - \alpha_{i_0}$$

is PD. Therefore, by Theorem (4) $\forall t \geq 0$

$$e^{t(k_{ij} - \beta_i - \overline{\beta_j})} = e^{-t\beta_i}e^{tk_{ij}}e^{-t\overline{\beta_j}} = e^{-t\beta_i}e^{tk_{ij}}(e^{-t\overline{\beta_j}})^*$$

is PD hence, by Corollary (2), also

$$e^{tk_{ij}}$$

is PD $\forall t \geq 0$ and this proves (ii) hence (i).

\[\square\]

**Lemma 13.** For two Hermitian Kernels $h, k$ the following are equivalent:

(i) $\forall u_0 \in X$ the positive definite kernels

\[(8.22) \quad k(u, v) - k(u, u_0) - k(u_0, v) \quad ; \quad h(u, v) - h(u, u_0) - h(u_0, v)\]

differ by an additive real constant $c$.

(ii) There exists a function $\alpha : X \to \mathbb{C}$ such that

$$h(u, v) = k(u, v) + \alpha(u) + \overline{\alpha(v)} + c$$
**Proof.** If the kernels (8.22) differ by an additive real constant \( c \), then \( \forall u, u_0, v \in X \)

\[
k(u, v) - k(u, u_0) - k(u_0, v) = h(u, v) - h(u, u_0) - h(u_0, v) + c
\]

\[
\Leftrightarrow (k - h)(u, v) = (k - h)(u, u_0) + (k - h)(u_0, v) + c
\]

defining

\[
\alpha(u) := (k - h)(u, u_0)
\]

the Hermitianity of \( h \) and \( k \) implies that

\[
\alpha(v) := (k - h)(u_0, v)
\]

Conversely let \( h \) be of the form

\[
h(u, v) = k(u, v) + \alpha(u) + \overline{\alpha(v)} + c
\]

then

\[
h(u, v) - h(u, u_0) - h(u_0, v) = k(u, v) + \alpha(u) + \overline{\alpha(v)} + c - k(u, u_0) - \alpha(u) - \alpha(u_0) - c - k(u_0, v) - \alpha(u_0) - \alpha(v) - c =
\]

\[
= k(u, v) - k(u, u_0) - k(u_0, v) - \alpha(u_0) - \alpha(u) - c
\]

\[
= k(u, v) + k(u, u_0) + k(u_0, v) - \text{Re}(\alpha(u_0)) + c
\]

i.e. the positive definite kernels (8.22) differ by an additive real constant \( c \). \( \square \)

9. **Infinitely divisible kernels**

**Definition 10.** A (positive definite) kernel

\[
k : X \times X \to \mathbb{C}
\]

is called infinitely divisible, if \( \forall n \in \mathbb{N} \) there exists a (positive definite) kernel \( k_n \) such that

\[
k_n^n = k
\]

where \( k_n^n \) denotes the \( n \)-th Schur power of \( k_n \).

**Lemma 14.** For a PD kernel the following statements are equivalent:

(i) \( k \) is infinitely divisible

(ii) \( \forall n \in \mathbb{N} \) and \( \forall x, y \in X \) there exists a choice of the \( n \)-th root of \( k(x, y) \) such that the kernel

\[
k^{1/n}(x, y) := (k(x, y))^{1/n}
\]

is PD

(iii) For each \( t \geq 0 \) the kernel

\[
k^t(x, y) := k(x, y)^t
\]

is PD.

**Proof.** By definition if \( k \) is infinitely divisible then for each \( n \) and for some PD kernel \( k_n^n \),

\[
k_n^n = k \Leftrightarrow k_n(n, j)^n = k(i, j) \quad ; \quad \forall i, j
\]

Therefore, denoting \( \log(k(i, j)) \) the principal determination of the logarithm of \( k(i, j) \) one has

\[
\log(k_n(i, j)) = (1/n) \log(k(i, j))
\]

Thus, defining

\[
k(i, j)^{1/n} := e^{(1/n) \log(k(i, j))}
\]

one has

\[
k_n(i, j) = k(i, j)^{1/n}
\]

hence \( k(i, j)^{1/n} \) is PD. Therefore for each \( k \in \mathbb{N} \)

\[
k(i, j)^{k/n}
\]
is also PD. Finally, defining $k^t$ by continuity, one has that $k^t$ is PD $\forall t \geq 0$.

10. The Kolmogorov decomposition theorem for $\mathbb{C}$–valued PD kernels

Remark: The following theorem shows that every positive definite kernel can be seen as a scalar product in some Hilbert space.

Definition 11. A pre–Hilbert space is a vector space $\mathcal{H}$, over the real or complex numbers, with an antilinear embedding into its algebraic dual $\mathcal{H}^*$

$$\xi \in \mathcal{H} \mapsto \xi^* \in \mathcal{H}^*$$

such that the kernel on $\mathcal{H}$ defined by

$$\langle \xi, \eta \rangle := \xi^*(\eta)$$

is positive definite.

Theorem 9. (Kolmogorov decomposition for positive definite kernels) Let $X$ be a set. If $k$ is a $\mathbb{C}$–valued positive definite kernel on $X$, then there exists an Hilbert space $\mathcal{H}$ and a map

$$v : X \to \mathcal{H}$$

such that:

\begin{equation}
(10.1) \quad k(x, y) = \langle v(x), v(y) \rangle = v(x)^*v(y) \quad ; \quad \forall x, y \in X
\end{equation}

\{v(x) : x \in X\} is total in $\mathcal{H}$

If $\{v_0, \mathcal{H}_0\}$ is another pair with these properties, then there exists a unitary operator $U : \mathcal{H} \to \mathcal{H}_0$ such that $Uv = v_0$.

In particular a positive definite kernel on $S$ always satisfies the inequality

\begin{equation}
(10.2) \quad |K(f, g)|^2 \leq K(f, f)K(g, g)
\end{equation}

Proof. The atomic measures $\{\delta_x : x \in X\}$ are linearly independent probability measures on $X$ hence the map

$$(\delta_x, \delta_y) \mapsto k(x, y)$$

uniquely extends, by sesquilinearity, to a pre–scalar product on the complex vector space $\tilde{X}$ generated by them. Denote $\mathcal{H}$ the completion of the pre–Hilbert space obtained in this way and

$$\eta : \tilde{X} \to \mathcal{H}$$

the quotient map. Denote $v$ the restriction of $\eta$ on $X$. Then the map $v : X \to \mathcal{H}$ satisfies

$$\langle v(x), v(y) \rangle = \langle \eta(\delta_x), \eta(\delta_y) \rangle = k(x, y)$$

The remaining statements are clear.

Definition 12. A pair $\{v, \mathcal{H}\}$, defined by Theorem (9), is called a Kolmogorov representation of the kernel $K : X \times X \to \mathbb{C}$. 
11. Boson Fock spaces

Let $\mathcal{H}$ be an Hilbert space. Its scalar product $\langle \cdot, \cdot \rangle$ is a positive definite kernel on $\mathcal{H}$ hence, by Theorem (4), also the kernel $\exp(\cdot, \cdot)$ is.

**Definition 13.** The Kolmogorov decomposition of the PD kernel $\exp(\cdot, \cdot)$ on $\mathcal{H}$ is denoted

\[ \{ e^{\mathcal{H}}, v = e^v \} \]

and called the exponential space (or Boson Fock space over $\mathcal{H}$).

The total set

\[ \exp(\mathcal{H}) := v(\mathcal{H}) := \{ e^f = v_f \in e^{\mathcal{H}} : f \in \mathcal{H} \} \]

is called the set of exponential vectors of $e^{\mathcal{H}}$.

**Remark:** Recall that by definition of Kolmogorov decomposition the characterizing property of the exponential vectors is

\[ (11.1) \quad \langle e^f, e^g \rangle = \langle v_f, v_g \rangle = e^{\langle f, g \rangle} ; \quad \forall f, g \in \mathcal{H} \]

12. Infinitely divisible kernels and Boson Fock spaces

**Definition 14.** Let $S$ be a set. A kernel $k$ on $S$ is called exponentially PD if there exists a PD kernel $q$ such that $k$ is equivalent to $e^q$, i.e. if there exists a function $c : f \in S \to c_f \in \mathbb{C} \setminus \{0\}$ such that

\[ (12.1) \quad c_f^* k(f, g) c_g = e^{q(f, g)} = e^{q(f, g) - \kappa_f^+ - \kappa_g} ; \quad f, g \in S \]

**Theorem 10.** For a kernel $k$ on a set $S$ the following statements are equivalent.

(i) $k(f, g)$ is exponentially PD

(ii) there exists a CPD kernel $q_0$ such that $k$ has the form

\[ (12.2) \quad k(f, g) = e^{q_0(f, g)} ; \quad f, g \in S \]

(iii) $k(f, g)$ is infinitely divisible, i.e. $k(f, g)^t$ is PD, $\forall t \geq 0$

(iv) there exists a PD kernel $q$ on $S$ and a map $f \in S \mapsto \kappa_f \in \mathbb{C}$ such that, denoting $\{ \mathcal{H}, v \}$ (resp. $\{ \mathcal{K}, u \}$) the Kolmogorov decomposition of $k$ (resp. $q$), then the map

\[ (12.3) \quad e^{\kappa_f} v_f \in \mathcal{H} \mapsto e^{\kappa_u} \in \Gamma(\mathcal{K}) \]

extends to a unitary isomorphism between $\mathcal{H}$ and the Fock space $\Gamma(\mathcal{K})$ over $\mathcal{K}$.

**Proof.** (i) $\Rightarrow$ (ii). If $k$ is an exponentially PD kernel then it has the form (12.1) with $q(\cdot, \cdot)$ PD. Therefore, defining

\[ \kappa_f := \text{Log}_{c_f} \]

where $\text{Log}_{c_f}$ denotes the principal determination of the logarithm of $c_f$ one has

\[ e_f := e^{\kappa_f} \]

and the identity (12.6) holds with

\[ (12.4) \quad q_0(f, g) := q(f, g) - \kappa_f^+ - \kappa_g \]

From Lemma (12) we know that the kernel $q_0(f, g)$ is CPD because $q(f, g)$ is PD hence a fortiori CPD.

(ii) $\Rightarrow$ (iii). $k(f, g)$ has the form (12.6), for some CPD kernel $q_0$, if and only if $\forall t \geq 0$

\[ (12.5) \quad k(f, g)^t = e^{q_0(f, g)} \]
and, since $q_0(f,g)$ is CPD, the right and side is PD by Theorem (8). This is equivalent to say that $k(f,g)$ is infinitely divisible.

(iii)⇒ (iv) If $k$ is infinitely divisible then, by Theorem (8), it has the form (12.6) for some CPD kernel $q_0$. Then by Theorem (7), and up to replacing $q_0$ by an equivalent CPD Hermitian kernel, \[ q_1(f,g) := q_0(f,g) - q_0(f,f_0) - q_0(f_0,g) \]
is PD.

By construction the Kolmogorov decomposition $\{H,v\}$, of $k$, satisfies

\[ \langle v_f,v_g \rangle = k(f,g) = e^{q_0(f,g)} \]

Therefore

\[ \langle e^{-q_0(f,f_0)}v_f,e^{-q_0(f_0,g)}v_g \rangle = \langle e^{-q_0(f_0,f)}v_f,e^{-q_0(f,g)}v_g \rangle = e^{-q_0(f,f_0)}e^{q_0(f,g)}e^{-q_0(f_0,g)} = e^{-q_1(f,g)} \]

and (iv) follows by choosing $\kappa_f := q_0(f_0,f)$.

(iv) ⇔ (i). Suppose that (iv) holds and define

\[ c_f := e^{\kappa_f} \]

the unitary isomorphism (12.3) implies that

\[ e^{\kappa_f}k(f,g)c_g = \langle e^{\kappa_f}v_f,e^{\kappa_g}v_g \rangle = \langle e^{u_f},e^{u_g} \rangle = e^{q(u_f,u_g)} = e^{q_1(u_f,u_g)} \]

this means that $k(f,g)$ is exponentially PD, i.e. (i) holds.

\[ \square \]

**Theorem 11.** Let $S$ be a set. The infinitely divisible Hermitian kernels on $S$ are a group under pointwise multiplication.

Proof. According to Theorem (10) (ii), $k$ is an infinitely divisible Hermitian kernel on $S$ if and only if on $S$ there exists a CPDH kernel $q_0$ such that $k$ has the form

(12.6)

\[ k(f,g) = e^{q_0(f,g)} ; \quad f,g \in S \]

Up to replacing $q_0$ by an equivalent CPD kernel one can assume that there exists $f_0 \in S$ such that

\[ q_0(f_0,f_0) = 0 \]

In fact, for any $f_0 \in S$, if $\alpha : \mathbb{C} \to \mathbb{C}$ is any function such that

\[ q_0(f_0,f_0) = 2\text{Re}(\alpha f_0) \]

then the CPD kernel defined by

\[ q'_0(f,g) := q_0(f,g) - \alpha f - \overline{\alpha g} \]

by construction is equivalent to $q_0$ and such that $q'_0(f_0,f_0) = 0$.

By Theorem (7) the kernel

\[ q(f,g) := q_0(f,g) - q_0(f,f_0) - q_0(f_0,g) \]
is PDH hence, by Theorem (6), for any $t \in \mathbb{R}$, the kernel $e^{-q}$ is PDH. In particular $e^{-q}$, which is the pointwise inverse of $e^q$, is PDH and for any $t \in \mathbb{R}_+$ one has

\[ (e^{-q})^t = e^{-tq} \]

so that the kernel $(e^{-q})^t$ is PDH, i.e. the kernel $e^{-q}$ is infinitely divisible. \[ \square \]
REFERENCES


CENTRO VITO VOLTERRA, UNIVERSITÀ DI ROMA TOR VERGATA, VIA COLUMBIA 2, 00133 ROMA, ITALY
E-mail address: volterra@volterra.mat.uniroma2.it
URL: http://volterra.mat.uniroma2.it

DEPARTMENT OF MATHEMATICS, AMERICAN COLLEGE OF GREECE, AGHIA PARASKEVI 15342, ATHENS, GREECE
E-mail address: andreasboukas@acg.edu

UNIVERSITY OF ZIELONA GÓRA, DEPARTMENT OF MATHEMATICS, POLAND
E-mail address: J.Misiewicz@umie.uz.zgora.pl