Molecular dynamics and docking simulations of the ADP/ATP mitochondrial carrier: structural-dynamical insights for the inactivation of pathological mutants and detection of potential ATP binding sites.
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Chapter 1
– Introduction

1.1 The mitochondrion

The mitochondrion is a membrane-enclosed organelle found in most eukaryotic cells. These organelles range from 0.5–10 micrometers (µm) in diameter. Mitochondria are sometimes described as "cellular power plants" because they generate most of the cell's supply of adenosine triphosphate (ATP), used as a source of the chemical energy. In addition to supplying cellular energy, mitochondria are involved in a range of other processes, such as signalling, cellular differentiation, cell death, as well as the control of the cell cycle and cell growth (McBride et al., 2006). Mitochondria have been implicated in several human diseases, including mitochondrial disorders (Gardner and Boles, 2005) and cardiac dysfunction, (Lesnefsky et al., 2001) and may play a role in the aging process. Several characteristics make mitochondria unique. The number of mitochondria in a cell varies widely by organism and tissue type. The organelle is composed of compartments that carry out specialized functions. These compartments or regions include the

![Figure 1. Schematization of the mitochondrion. In the green representation and in the photography at the transmission electron microscope are evident the two membranes, the compartments and the ridges.](image)
outer membrane, the intermembrane space, the inner membrane, and the cristae and matrix (Fig. 1).

1.2 The mitochondrion structure

A mitochondrion contains outer and inner membranes composed of phospholipids bilayer and proteins. The two membranes, however, have different properties. Because of this double-membrane organization, there are five distinct compartments within the mitochondrion. There is the outer mitochondrial membrane, the intermembrane space (the space between the outer and inner membranes), the inner mitochondrial membrane, the cristae space and the matrix.

1.2.1 The outer mitochondrial membrane

The outer mitochondrial membrane, which encloses the entire organelle, has a proteins-to-phospholipids ratio similar to that of the eukaryotic plasma membrane (about 1:1 by weight). It contains large numbers of integral proteins called porins. These porins form channels that allow molecules 5000 Daltons or less in molecular weight to freely diffuse from one side of the membrane to the other. Larger proteins can enter the mitochondrion if a signalling sequence at their N-terminus binds to a large multi-subunit protein called translocase of the outer membrane, which then actively moves them across the membrane (Herrmann and Neupert, 2000). Disruption of the outer membrane permits proteins in the intermembrane space to leak into the cytosol, leading to certain cell death (Chipuk et al., 2006). The mitochondrial outer membrane can associate with the ER membrane, in a structure called MAM (mitochondria-associated ER-membrane). This is important in ER-mitochondria calcium signalling and involved in the transfer of lipids between the ER and mitochondria (Hayashi et al., 2009).

1.2.2 The mitochondrial intermembrane space

The intermembrane space is basically the space between the outer membrane and the inner membrane. Because the outer membrane is freely permeable to small molecules, the concentrations of small molecules such as ions and sugars in the intermembrane space is the same as the cytosol (Alberts
et al., 1994). However, as large proteins must have a specific signalling sequence to be transported across the outer membrane, the protein composition of this space is different than the protein composition of the cytosol. One protein that is localized to the intermembrane space in this way is cytochrome c.

1.2.3 The inner mitochondrial membrane

The inner mitochondrial membrane contains proteins with five types of functions:

1. Those that perform the redox reactions of oxidative phosphorylation.

2. ATP synthase, which generates ATP in the matrix.

3. Specific transport proteins that regulate metabolite passage into and out of the matrix.

4. Protein import machinery.

5. Mitochondria fusion and fission protein.

It contains more than 100 different polypeptides, and has a very high proteins-to-phospholipids ratio (more than 3:1 by weight, which is about 1 protein for 15 phospholipids). The inner membrane is home to around 1/5 of the total protein in a mitochondrion (Alberts et al., 1994). In addition, the inner membrane is rich in an unusual phospholipids, cardiolipin. This phospholipid was originally discovered in beef hearts in 1942, and is usually characteristic of mitochondrial and bacterial plasma membranes (McMillin and Dowhan, 2002). Cardiolipin contains four fatty acids rather than two and may help to make the inner membrane impermeable (Alberts et al., 1994). Unlike the outer membrane, the inner membrane does not contain porins and is highly impermeable to all molecules. Almost all ions and molecules require special membrane transporters to enter or exit the matrix. Proteins are ferried into the matrix via the translocase of the inner membrane (TIM) complex or via Oxa1 (Herrmann and Neupert, 2000). In addition, there is a membrane potential across the inner membrane formed by the action of the enzymes of the electron transport chain.
1.2.4 The mitochondrial cristae

The inner mitochondrial membrane is compartmentalized into numerous cristae, which expand the surface area of the inner mitochondrial membrane, enhancing its ability to produce ATP. These are not simple random folds but rather invaginations of the inner membrane, which can affect overall chemiosmotic function (Mannella, 2006). In typical liver mitochondria, for example, the surface area, including cristae, is about five times that of the outer membrane. Mitochondria of cells that have greater demand for ATP, such as muscle cells, contain more cristae than typical liver mitochondria. These folds are studded with small round bodies known as F1 particles or oxysomes.

1.2.5 The mitochondrial matrix

The matrix is the space enclosed by the inner membrane. It contains about 2/3 of the total protein in a mitochondrion (Alberts et al., 1994). The matrix is important in the production of ATP with the aid of the ATP synthase contained in the inner membrane. The matrix contains a highly-concentrated mixture of hundreds of enzymes, special mitochondrial ribosomes, tRNA, and several copies of the mitochondrial DNA genome. Mitochondria have their own genetic material, and the machinery to manufacture their own RNAs and proteins. A published human mitochondrial DNA sequence revealed 16,569 base pairs encoding 37 total genes: 22 tRNA, 2 rRNA, and 13 peptide genes (Anderson et al., 1981). The 13 mitochondrial peptides in humans are integrated into the inner mitochondrial membrane, along with proteins encoded by genes that reside in the host cell's nucleus.
Chapter 2
– Mitochondrial carrier family

2.1 General features

Mitochondrial carriers are integral membrane proteins located in the inner mitochondrial membrane whose role is to selectively transport metabolites through the lipid bilayer. Human mitochondrial carriers are coded by nuclear genes called SLC25 and after their transduction they are translocated into the mitochondrial membrane (Palmieri, 2004). The role of the proteins belonging to this family is to help the communication between the mitochondrial matrix and the inner membrane space, by promoting the translocation of several substrates. This communication is essential for the progress of physiological processes carried out by reactions in both matrix and cytoplasm compartments (Palmieri, 2004).

Genetic or transductional defects of mitochondrial carriers are associated to the onset of genetic diseases such as Stanley syndrome, HHH syndrome, omocitrulline syndrome, Amish microencephaly, and can lead to physiologic disorders. The importance of the role of these proteins in cellular metabolism encouraged the study of their functioning at molecular level and of their structure-function relationship, even if many problems derive from the fact that membrane proteins are not easy to be solubilised and purified. Since the early 60s few laboratories started to hypothesize the presence of carriers in the inner mitochondrial membrane, able to catalyze the translocation of metabolites between cytosol and matrix. This hypothesis was finally confirmed at the end of the 60s, demonstrating the presence of carries, able to transport a series of substrates (Palmieri et al., 1996). Further, kinetic studies have been applied to understand the transport mechanism. Only in the 80s some mitochondrial carriers have been purified and reconstituted in artificial liposomes in order to study their activity.

Instead of early studies, when these proteins where extracted from mitochondria limiting the possibility of their study, the progresses in the field of genetics have enabled the production of recombinant transporters, better permitting their characterization and function analysis (Fiermonte et al., 1993). Nowadays, intensive studies are aimed to determine the 3D-structure of these proteins and to understand the molecular mechanism of transport (Palmieri et al., 2004).
2.1.1 Tissues distribution and metabolic function

Functional studies on mitochondria showed the presence of 16 translocation systems, not considering the isoforms, for the translocation of metabolites between cytosol and matrix, involved in oxidative phosphorylation, reduction equivalents transfer, metabolic pathways such as Krebs cycle, urea cycle, fatty acids oxidation, gluconeogenesis, amino acids degradation, proteins and nucleic acids synthesis (Table 1). Apart from these primary functions some carriers play an important role in the regulation and maintenance of cytosol/matrix equilibrium, for example in the levels of phosphorylation and redox potential. Mitochondrial carriers are able to transport a wide variety of substrates, from $\text{H}^+$ to bigger molecules like ATP. Most substrates are anions, even if there are few cations and zwitterions (Palmieri, 2004). The functional role of these proteins is strictly related to their distribution and tissue localization. Some of them are ubiquitous but others are highly specific, indicating a direct involvement in the tissue functions (Palmieri, 2004). ADP/ATP and phosphate transporters, involved in the oxidative phosphorylation process, play a crucial role for the life of a cell, and for this reason they can be found in all the cells that carry mitochondria, like those involved in the transport of reduction equivalents or substrates for the oxidative metabolism in the mitochondrial membrane. PYC transport pyruvate from the cytosol to the matrix during the gluconeogenesis process, while CIC exchange citrate with tricarboxylic acids. Oxoglutarate transporter OGC, together with the aspartate/glutamate carrier, is fundamental in transferring reducing equivalents through the mitochondrial membrane. Other transporters, like the carnitine/acylcarnitine carrier CAC abundant in skeletal and cardiac muscle where it promotes the ingress of fatty acids in mitochondria for their oxidative metabolism, are tissue specific. Dicarboxylic acids carrier DIC is involved in the gluconeogenesis process and for this reason is above all found in the liver, as ORC, which exchange citrulline and ornitine (Palmieri, 2004) and GC that take part at the urea cycle. UCP1 has been found in the brown adipose tissue (Aquila et al., 1985), where it transport protons wasting the proton gradient produced by the oxidative phosphorylation to produce heat. Its isoform UCP2 is however ubiquitous while UCP3, and UCP4 and 5 are specific for muscle, and brain tissues respectively.
### Table 1
Main carriers, substrates and metabolic role

<table>
<thead>
<tr>
<th>Transporter</th>
<th>Main substrates</th>
<th>Metabolic process</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAC</td>
<td>ADP, ATP</td>
<td>Oxidative phosphorylation</td>
</tr>
<tr>
<td>PiC</td>
<td>Phosphate</td>
<td>Oxidative phosphorylation</td>
</tr>
<tr>
<td>CIC</td>
<td>Citrate, isocitrate, cis-aconitate, malate</td>
<td>Fatty acids and steroids biosynthesis</td>
</tr>
<tr>
<td>OGC</td>
<td>Oxoglutarate, malate</td>
<td>Malate/aspartate carrier, gluconeogenesis, metabolism</td>
</tr>
<tr>
<td>DIC</td>
<td>Phosphate, malate, succinate, sulfate, tiosulfate</td>
<td>Krebs cycle, gluconeogenesis</td>
</tr>
<tr>
<td>PYC</td>
<td>Piruvate, chetonic bodies</td>
<td>Krebs cycle, gluconeogenesis</td>
</tr>
<tr>
<td>AGC</td>
<td>Aspartate, glutamate, cysteine-sulfinate</td>
<td>Malate/aspartate carrier, gluconeogenesis, urea synthesis, cysteine catabolism</td>
</tr>
<tr>
<td>GC</td>
<td>Glutamate</td>
<td>Urea synthesis</td>
</tr>
<tr>
<td>ORC</td>
<td>Ornithine, citrulline, lysine, histidine, arginine</td>
<td>Urea cycle</td>
</tr>
<tr>
<td>UCP</td>
<td>$\text{H}^+$</td>
<td>Termogenesis</td>
</tr>
<tr>
<td>FAD carrier</td>
<td>FAD</td>
<td>Reduction equivalents for the transport of electrons</td>
</tr>
<tr>
<td>ATP-Mg/phosphate carrier</td>
<td>ATP-Mg, phosphate</td>
<td>Content of matricial adenin</td>
</tr>
<tr>
<td>CAC</td>
<td>Carnitine, acilcarnitine</td>
<td>Fatty acids oxidation</td>
</tr>
</tbody>
</table>

#### 2.1.2 Transport mechanisms

Mitochondrial carriers act through two kinds of transport mechanism: simport and antiport. In the first case the transport of a metabolite is coupled to that of a proton in the same direction, while in the second case the carrier exchanges two metabolites. Most carriers transport negatively charged substrates, even if a little part of them is able to translocate positively charged molecules also. The exchange of metabolites with a different net charge can cause an electrostatic gradient between the two sides of the membrane. For this behaviour carriers have been classified as electrogenic or electroneutral.
(Palmieri, 2004). The ADP/ATP carrier, the UCP protein and the aspartate/glutamate carrier belong to the electrogenic transporters family. In the electroneutral carriers, the balancing of the charge during the transport can be achieved either via simport of $\text{H}^+$ or antiport of $\text{OH}^-$ (as in the case of phosphate, glutamate and Piruvate carriers), or through anions/cations exchange (as in the case of glutamate/malate or ornitine/lysine carriers). Mitochondrial carriers use for the transport the driving force derived from the concentration gradient of solutes and from the electrochemical potential generated from the respiratory chain.

### 2.1.3 Primary structure

In 1982 the sequence of a mitochondrial carrier, the ADP/ATP mitochondrial carrier (AAC), has been solved for the first time (Aquila et al., 1982). Further, other transporters have been sequenced, among which those of the UCP protein (Aquila et al., 1985), PYC (Runswick et al., 1987), OGC (Runswick et al., 1990) CIC (Kaplan et al., 1993) e CAC (Indiveri et al., 1997). The analysis of the 300 amino acids sequence of the AAC protein has shown a trifold structure formed by three homologous domains each one 100 amino acids long. Since all the sequences have shown the same structural scheme, it has been proposed that these proteins belong to the same family, the mitochondrial carrier family (MCF). The typical trifold structure probably derive from a double tandem duplication of a common ancestral gene. Another common feature for all the mitochondrial carriers is the presence of a conserved sequence (MCS), $\text{P}-\text{(D/E)}-\text{x}-\text{(K/R)}$ ($\text{P}$=Proline, $\text{D}$=Aspartic acid, $\text{E}$=Glutamic acid, $\text{K}$=Lysine, $\text{R}$=Arginine, $\text{h}$=Hydroporphic, $\text{x}$=Any amino acid), found at the C-terminal portion of the odd-numbered helices. Mitochondrial carriers belonging to the MCF are all 300 amino acids long and have an basic isoelectric point (Kaplan, 2001).

### 2.1.4 Topology

Based on the trifold structure and on the hydropathy analysis, it has been proposed that each 100 amino acids domain is formed by two transmembrane segments (TMS) folded in $\alpha$-helix, giving rise to a monomer of six helices (Saraste and Walker, 1982; Aquila et al., 1985; Runswick et al., 1987) (Fig. 2). The helices belonging to each domain are connected by an hydrophilic loop,
longer than those loops connecting the different domains (Fig. 2). In the whole protein indeed three long intra-domain loops and two short inter-domain loops are present (Fig. 2). All the mitochondrial carriers follow this topological scheme (see also Fig. 4).

The relevance of this model has been object of intensive studies. Some aspects have been experimentally proved by incubating the carrier with reagents impermeable to the membrane, such as specific antibodies, proteases and chemical labelling agents. Immunological studies of the CIC protein showed that both the N-terminal and C-terminal regions are exposed on the cytoplasmic side of the inner mitochondrial membrane, and also indicating an even number of helices as predicted by the model (Capobianco et al., 1995).

Figure 2. Topological model of mitochondrial carrier (Palmieri, 2004).

In order to study the UCP protein, fusion proteins to select specific antibodies for some fragments of this protein have been used. These studies have led to the determination of the orientation of the N-terminal portion of the transmembrane segments I, II, III and IV, and the orientation of both the N- and C-terminal regions of segment VI (Miroux et al., 1992; 1993). For the PYC transporter it has been proved the cytosolic exposure of N- and C-terminal regions and of the a’ and b’ loops. Further, it has been verified that loop B is exposed toward the mitochondrial matrix (Ferriera et al., 1990; Capobianco et al., 1991, Palmieri et al., 1993).

The largest amount of information derived from the resolution of the 3D structure of the ADP/ATP carrier through cryo-electron microscopy and X-ray diffraction (Kunji and Hardy 2003; Pebay-Peyorula et al., 2003). These two groups have chosen this carriers among all the others not only for its
metabolic role, but also for its abundance in mitochondria, promoting its isolation and purification.

2.2 The ADP/ATP mitochondrial carrier

ADP/ATP mitochondrial carrier (AAC) permits the electrogenic exchange of a cytosolic ADP\(^3\)- with an ATP\(^4\)- synthesized in the mitochondrial matrix by the ATP-syntase. The expression of the three isoforms of the carrier is regulated based on the energetic needs of the cell and on its degree of differentiation. AAC has been the first transporter belonging to the MCF for which the primary sequence has been obtained (Aquila et al., 1982). It is known that this protein can bind two inhibitors carboxyatractyloside (CATR) and bongkrekic acid (BA), both acting as strong poisons by blocking nucleotide translocation (Vignais et al., 1962; Henderson and Lardy, 1970). These two compounds have been extensively used to characterize different conformational states of the carrier. The CATR stabilizes the c-state, in which the protein is opened towards the inter-membrane space and closed to the matrix side, while the BA stabilizes the opposite conformation, called m-state, that is closed towards the inter-membrane space and opened to the matrix side (Klingenberg, 2008). In absence of the two inhibitors the carrier undergoes a rapid transition between the cytosolic and matricial state, which presumably reflects the same rapid behavior in vitro.

Cryo-electronic microscopy of bi-dimensional crystals has proved the validity of the modeled proposed by Runswick et al (1990). The protein shows a ternary pseudo-symmetry, that reflects the trifold structure evidenced by the primary sequence alignment. The electronic density map is coherent with the hypothesis of a transmembrane domain formed by a six \(\alpha\)-helices bent bundle with respect to the membrane plane (Kunji et al., 2003).

Finally, the AAC has been crystallized in the presence of the inhibitor CATR (Pebay-Peyroula et al., 2003), which is known to bind to the carrier from the inter-membrane space (IMS), hampering ADP\(^3\)- import. The structure was solved to 2.2 Å resolution (Pebay-Peyroula et al., 2003), revealing for the first time the overall fold of MCF carriers and highlighting the role played by the MCF motif in the folding.
The crystallography has evidenced that the six helices form a thick transmembrane domain with a cavity opened toward the inter-membrane space, where ADP$^{3-}$ should be bound. The proline residue of the MCS motif present on the three odd-numbered helices causes a kink on these helices on the matricial side. The six helices create a bundle, interacting each other via hydrogen bonds and salt bridges that happen also between the residues of the MCS. At the centre of the structure from the cytosolic side there is a solvent accessible cavity with a V-shape. The long intra-domain loops on the matrix side are partially folded in $\alpha$-helix parallel to the membrane space, that close the accessibility of the carrier from this side. These helices are called h$_{1-2}$, h$_{3-4}$ and h$_{5-6}$, based on the transmembrane helices that they connect (i.e. helices 1 and 2) (Fig. 3).

In the X-ray structure CATR is located near residues belonging to helices H2, H4 and H6 at the bottom of the cytoplasmic side cavity, over the salt bridges network that keep the matrix side close. In this structure we can also find three molecules of cardiolipine, located in the groove formed by the matrix loops. The strong interaction between these molecules and the carrier could give us some clue about their role in stabilizing the protein into the membrane (Nury et al., 2006).
2.2.1 Sequence analysis and substrate specificity

The presence of a 3D structure of a carrier belonging to the MCF led us to apply computational techniques to understand the role of this protein and also the relationships between all the members of this family. Sequence alignment of sequences coming from several different species enabled us to evidence important conserved residues, mainly found in the transmembrane segments. Residues facing the cavity are mainly polar or charged, the latter ones being maybe involved in the substrate binding, in the translocation mechanism and in the maintenance of the structure of the carrier.

All the carriers transport metabolites structurally related, suggesting the existence of a common binding site and a similar transport mechanism. Recently, computational techniques and experimental evidences have been exploited to deduce the localization of a hypothetical binding site in the c-state of mitochondrial carriers (Robinson and Kunji, 2006). Carriers have been classified in three main subfamilies on the basis of the similarity of the functional groups of the substrate they bind: keto acids, amino acids and adenine containing substrates transporters. Homology modelling technique has been used to obtain the 3D structure of 19 carriers, starting from the crystal structure of the bovine ADP/ATP carrier, referred to as btAAC1, as a template (Robinson and Kunji, 2006). In order to rend this study easier all the sequences have been numbered based on the btAAC1 numeration. From the analysis it has been shown that all the sequences share a conserved region at the level of the so called contact point II (residue 182 for btAAC1), where the keto acids, amino acids and adenine transporters carry the motif R-[DE], R-[GHNT] and G-[IVLM] respectively. Figure 4 shows some carriers for all the three families, and for each one the residues of contact point II are depicted. It has been postulated that the residues of contact point II discern between the three classes of substrates, while contact point I (residue 79 for btAAC1) could interact with the variable group of the substrate rendering to the binding highly specific. Mitochondrial carriers can transport a series of structurally related substrates since contact point II can accept groups with similar chemical characteristics, but the variability of the lateral group is tolerated based on residues of contact point I. Residue 279 of btAAC1, belonging to contact point III, is a well conserved arginine among all the family. Even if this residue doesn’t confer specificity for the substrate binding it could act as a third important contact point in the binding site. Indeed, residues 79, 182 and 279 of btAAC1 are in equivalent structural position, due to the three-fold symmetry of the carrier. Residues forming the common binding site in these transporters
are conserved in the human orthologous ones (Robinson and Kunji, 2006). All the human carriers probably act with a similar mechanism of action.

**Figure 4.** View from the cytosolic side of the transmembrane region of some carriers for which the 3D structure has been obtained with Homology modelling. (A) DIC (B) CIC (C) OGC (D) ORC (E) GC (F) CAC (G) Adenosil-methionine carrier (H) ATP-Mg/Phosphate carrier (I) FAD carrier. (Robinson & Kunji, 2006).
2.2.2 Transport mechanism

Kinetics studies have demonstrated that, with the only exception of the carnitine transporter, all the carriers act with a sequential simultaneous mechanism, that implies the formation of a ternary complex where the carrier is bound to two molecules of substrate (Palmieri, 2004). The binding of the substrate happens with a rapid and random equilibrium, in which it is not expected that the substrates bind in a defined order the external or the internal side (Kaplan, 2001). The carnitine carrier instead follows a ping-pong mechanism. The solutes transport across the biological membranes is a catalytic process, comparable to an enzymatic reaction (Klingenberg, 2005). Both processes are facilitated by proteins that guarantee selectivity and catalytic acceleration. The main difference between these two processes is that for the transport reaction the protein, instead of the substrate during the enzymatic reaction, undergoes a destabilization. Because of the absence of a chemical reaction, the existence of a transition state, similar to that found in the enzymatic reaction, during the transport has been ignored for a long time. At the beginning a mechanism in which the exchange between the cytoplasmic state (c-state) and the matricial state (m-state) followed the substrate translocation was proposed (Fig. 5). The “Single Binding Centre Gated Pore” (SBCGP) model was

**Figure 5.** Transport mechanism following the SBCGP model. (Klingenberg, 2005).

**Figure 6.** Transport mechanism model that implies a transition state. (Klingenberg, 2005).
proposed for the first time for the ADP/ATP carrier (Klingenberg, 1989). The binding of the substrate in the specific site, located at the centre of the protein, implies a conformational change of the protein that allows the closure of the entry site and the opening of the exit. In the SBCGP model, however, the catalytic aspects and the energetic balance of the carrier-substrate interaction and of the transporter changes are undervalued.

A more realistic analysis of the catalysis can be obtained by introducing a transition state and an unstable protein-substrate interaction (Klingenber, 2005; Fig. 6). At the beginning, the binding site could be only partially able to accommodate the substrate. Differently for what happens with the enzymes, in this case the substrate in the transition state remains unchanged while the conformation of the protein binding site is transformed to be adapted at the substrate, with a simultaneous closure of both sides of the carrier. The binding energy released in the transition state is funneled in the structure to induce a conformational change that transform the binding site, opening the exit site.

It has been proposed that the binding of the substrate at helices H2, H4 and H6 allows helices H1, H3 and H5 to rotate and move, and so that the binding of the substrate act as a hinge around which the helices rotate in order to permit the opening of the carrier in the matrix side (Robinson and Kunji, 2006). The localization of the substrate into the carriers suggests that the protein-substrate interaction and the carrier opening are coupled thanks to the existence of charged groups that perturb the salt bridges causing their rearrangement that lead to a new conformation of the carrier that permits the translocation of the substrate.

The crystallographic structure of the AAC further suggests that the modifications in the bent angle of odd-numbered helices could induce a big conformational change, causing a reorientation of the amphipathic loops (Nury et al., 2006). Cross-linking and labelling experiments conducted on AAC have permitted to hypothesize the involvement of the loops exposed toward the matrix side in the transport process. In particular, it has been proposed that the M1 loop plays a crucial role thanks to its positive charge and the possibility to attract the negative charged moiety of the substrate (Hashimoto et al., 1999). Recently, it has been also shown that the M2 loop undergoes conformational rotations, probably due to the transport process (Dahout-Gonzalez et al., 2005). Further, recent studies suggest that the carriers are active in a dimeric form. If this is true, the transport mechanism should involve two translocations routes, each one in each monomer (Nury et al., 2006).
2.2.3 Quaternary structure

The transport mechanism can be accomplished by a dimeric structure in which each monomer carries a binding site and is able to translocate the substrate. Indeed, for many carriers experimental evidences exist in favour of the hypothesis that the MC family carriers act as dimeric units. Cross-linking studies conducted on UCP (Klingenberg et al., 1989) and OGC (Bisaccia et al., 1996a; 1996b) indicate the formation of a dimeric structure, due to the presence of disulphuric bonds. Studying CIC the dimeric shape has been confirmed through exclusion chromatography and native electrophoresis with charge periodicity (Kotaria et al., 1999). Interestingly the Cys-less mutant of this transporter is in a dimeric form, indicating that the disulphuric bonds are not necessary for the formation and the stabilization of the dimeric state. Further, covalent dimmers of the yeast AAC, in which the C-terminal of one monomer was fused with the N-terminal of the other, resulted to be functional (Hatanaka et al., 1999; Trézéguet et al., 2000). From these experiments the authors suggest that helix H1 of one monomer could interact with helix H6 of the other one.

Recently, the bi-dimensional characterization of the ADP/ATP carrier using cryo-electron microscopy has evidenced that the molecules in the crystals are organized as symmetric omodimers (Kunji et al., 2003). However, the authors were not able to demonstrate whether this conformation was induced by the crystallographic conditions or it reflects the multimeric nature of the carrier.
Chapter 3  
– Aim of the Thesis

3.1 Introduction

In this thesis two different aspects of the mitochondrial ADP/ATP carrier have been investigated. In the first case, the different structural/dynamic characteristics of two mutants have been analyzed in relation with wild type using classical Molecular Dynamics simulation as a tool. In detail, the wild type protein, the single A114P pathological mutant and the A114P/V181M double mutant that is able to restore the normal transport activity of the protein, have been simulated for 20 ns each (Fig. 7).

**Figure 7.** Ribbon representation of the wild type protein (A), of the A113P single mutant (B) and A113P/V180M double mutant (C). The residues involved in the mutations are represented in red ball and stick.
In the second case, through the application of molecular dynamics simulation and molecular docking, possible interaction sites of the ATP$^+$ substrate on the matrix region of the carrier have been identified. In particular, both the X-Ray structure and the structures extracted from molecular dynamics simulation through cluster analysis have been used to perform the docking experiment (Fig. 8).

Figure 8. Snapshot of molecular dynamics simulation representing as a surface the protein in black colour, immersed in the lipid bilayer in gray colour. The black box defines the region used to carry out the molecular docking on the matrix side.

3.2 Simulations of the mutants ADP/ATP mitochondrial carrier

Several human single point ADP/ATP carrier mutations, such as Val289Met, Leu98Pro, Asp104Gly, and Ala114Pro, related to specific pathologies such as the external ophthalmoplegia (adPEO), have been functionally characterized (Kaukone et al., 2000, De Marcos et al., 2002, De Marcos et al., 2005, Palmieri et al., 2008).
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The single mutation Ala114Pro, identified in patients affected by the Ad-Peo disease, has been found to affect the respiratory chain producing rearrangements on the mitochondrial DNA, suggesting to cause an impairment in the substrate translocation (Kaukonen et al. 2000). The structural/functional effect of this mutation on the mitochondrial carrier has not been clearly established, and different hypotheses were reported in literature since this mutation was discovered (Kaukonen et al., 2000, De Marcos et al., 2002, De Marcos et al., 2005, Fontanesi et al., 2004, Palmieri et al., 2008).

Working with the human gene expressed in yeast De Marcos et al. (De Marcos et al., 2002) infer that this mutation plays an important role during the post-transcriptional modification of the protein, justifying the impaired ADP/ATP translocation with the absence of the carrier in the inner mitochondrial membrane. On the other hand, other experiments carried out by Fontanesi et al. on the yeast humanized gene (Fontanesi et al., 2004) do not confirm this hypothesis demonstrating that the mutated protein is located in the inner mitochondrial membrane, although with a minor concentration if compared to the wild type carrier. Moreover, through specific transport assays, they indicate that this mutant shows a lower affinity for ADP with respect to ATP, if compared to the wild type protein, and suggest that the Ala114Pro mutation is involved in the impairment of the transport by changing the affinities for the substrates (Fontanesi et al., 2004). In a further work De Marcos et al. (De Marcos et al., 2005) have analyzed the effect of the additional mutation Val181Met. The double mutant Ala114Pro/Val181Met shows substrates exchange rate comparable with that of the wild type, suggesting that the second mutation is able to suppress the effect of the first, restoring the activity of the carrier (De Marcos et al., 2005). These authors, explaining the structural effect of the two mutations, propose that Ala114 may be involved in tight interactions with lipids that, lost due to the mutation in proline, are partially restored by the second mutation (De Marcos et al., 2005). Recently Wang et al. (Wang et al., 2008) point out that the Ala128Pro mutation in yeast, corresponding to the Ala114Pro mutation in the human protein, occurs modifying the activity of a crucial structural-dynamical gating region of the carrier. These authors provide direct evidence that this mutant is incorporated in the inner mitochondrial membrane and uncouples the respiration (Wang et al., 2008).

In this ambiguous scenario I tried to rationalize the structural effects of these two mutations using the molecular dynamics (MD) simulation. Recently we have applied such high resolution approach to investigate the ADP/ATP
carrier in presence and absence of CATR (Falconi et al., 2006). In this paper has been shown the presence of two different conformations stabilized by specific networks of intra- and inter-repeats salt bridges (Falconi et al., 2006). In this thesis I present three 20 ns classical MD simulations of the bovine wild type ADP/ATP transporter, the sole resolved mitochondrial carrier structure having a high homology with the human enzyme, and of the two mutants. Using the MD atomistic approach, we hypothesize how the Ala114Pro mutation could affect the structure-function relationship of the carrier and how the Val181Met mutation could restore the impaired transport. The conformational mechanism that occur has been analyzed and the results provide a reasonable cause and effect hypothesis that can be useful in the elucidation of a confusing experimental background.

3.3 Searching of the ATP interaction sites on the ATP/ADP mitochondrial carrier matrix region

Identification of the binding sites between the ATP\textsuperscript{+} molecule and the carrier matrix side may add a further step in the description of the ADP/ATP transport. At present the only carrier 3D structure, solved at high resolution, is in complex with the CATR inhibitor, and thus not prone to transport ligands from the matrix lumen. However, Duyckaerts et al. showed via kinetic experiments that ATP\textsuperscript{+} can bind the binary complex ADP\textsuperscript{3-}-carrier from the matrix side of the protein, forming a ADP\textsuperscript{3-}-carrier- ATP\textsuperscript{4+} ternary complex (Duyckaerts et al., 1980). Furthermore recent studies have shown that these carriers can also work as monomers (Bamber et al., 2007; Nury et al., 2008), findings that prompt for new models for the transport process.

Thus, in the case of a monomeric carrier loaded externally with ADP\textsuperscript{3-}, an internal binding site for ATP\textsuperscript{4+} has to be contemplated. So it can be supposed that even if the carrier cannot transport ATP\textsuperscript{4+} while bound to CATR and fixed in an abortive c'-state, it could still be able to recognize this substrate. Moreover, it has been shown that fluorescein derivatives as eosin Y, that are structurally related to adenine nucleotides, can recognize the ADP/ATP carrier form the matrix side, although they cannot be translocated into the cavity (Majima et al., 1998). Binding of eosin Y is displaced by ADP\textsuperscript{3-} or ATP\textsuperscript{4+} that prevents the thiol-reactive eosin-5-maleimide molecule to bind on Cys159, suggesting that ATP\textsuperscript{4+} binds in proximity of this residue, through a mainly hydrophobic interaction (Majima et al., 1994; 1998), suggesting that this
region can be fundamental for the binding on the matrix side as also proposed by our present docking results. The 3D structure of the carrier (Pebay-Peyroula et al., 2003) can then be taken as an initial model to verify its ability to bind the ATP$^+$ molecule from the matrix lumen. Moreover it has been shown by a 10 ns MD simulation carried out in absence of CATR, that the matrix region of the protein undergoes significant changes, in particular in the salt bridge networks and in the appearance of matrix cavities not found in the crystal and so likely sampling conformations more prone to provide ATP$^+$ binding sites (Falconi et al., 2006). In this work, to extend the available conformations of the protein, a 20 ns MD simulation has been carried out starting from the X-ray structure of the bovine mitochondrial ADP/ATP carrier (Pebay-Peyroula et al., 2003), embedded in a double lipid bilayer, depleted of the CATR inhibitor and solvated in water. The trajectory has been clustered in families and each representative structure of these families has been used to carry out several docking runs with the ATP$^+$ molecule. Docking results have also been clustered and possible binding sites have been recognized and mapped. The interacting residues have been identified, along with the specific interaction type, and have been compared with those identified in the crystal structure suggesting implications for multiple ATP$^+$ binding sites related to the AAC three-partite structure.
Chapter 4
– Methods

4.1 Introduction to the molecular dynamics simulation

Molecular dynamics (MD) has provided many insights concerning the internal motions of macromolecules since the first protein was studied over 25 years ago. In general, the three-dimensional structure of a macromolecule, obtained through X-Ray or NMR methods, is inserted into a simulation box appropriately solvated (Fig. 9).

The power of MD lies in its capability to investigate biological motions that are often not accessible to experiments. Nowadays, the synergy between theory and experiments is necessary to progress in the understanding of different biological aspects. With the continuing advances in the methodology and the speed of computers, MD studies are progressively pushed to larger systems, greater conformational changes and longer scale times. The current situation points towards a promising role of MD in the years to come for the study of biochemical problems. There are many MD simulation packages available for the study of biomolecules. All the simulations presented here have been performed using the suite of program GROMACS (Berendsen et al., 1995; Lindahl et al., 2001).

Figure 9. Representation of a globular protein into the solvated simulation box.
4.2 MD principles

Using MD it is possible to simulate the time-evolution of a molecular system, which is represented classically considering a set of particles defined by their positions and momenta. Starting from a coordinate set, taken for example from a crystal structure, and assigning velocities to each atom, typically from a Boltzmann distribution at a given temperature, successive coordinates and velocities are obtained by integrating the Newton’s equation for the motion in each coordinate direction. In one dimension, the equation can be written as:

$$\frac{d^2x_i}{dt^2} = \frac{F_{xi}}{m_i}$$

where $m_i$ and $x_i$ are the mass and position of each atom, respectively and $F_{xi}$ is the derivative of the potential according to a force field equation that is described in the next section. The result is a trajectory that shows how atomic positions and velocities evolve with time according to the influence of the remaining atoms in the system. Due to the large number of particles interacting with each other, the integration is performed numerically most commonly using the leap-frog algorithm (Van Gunsteren and Berendsen, 1990). The integration step is limited to the fastest motion in the system. Therefore, for atomistic simulations the step size is usually 1 fs, or 2 fs if restraining bond lengths, generally done using SHAKE (Van Gunsteren and Berendsen, 1977) and LINCS (Hess et al., 1997) algorithms.

4.2.1 Force fields

The calculation of the interaction energy within a classical description of a molecular system requires a force field. A force field is built up from two distinct components, a set of equations used to generate the potential energies (and their derivatives, the forces) and the parameters used in

Figure 10. Schematic representation of the harmonic oscillators for the covalent bond. Bond stretching (1), angle bending (2), proper dihedral angle (3) and improper dihedral angle.
these equations. Nowadays, there are four main force fields in common use for simulating biological macromolecules: AMBER (Pearlman et al., 1995), CHARMM (Brooks et al., 1983; MacKerell et al., 1998; Mackerell et al., 2004), GROMOS (Van Gunsteren and Berendsen, 1987) and OPLS (Jorgensen et al., 1996).

The intramolecular potential energy is typically represented by harmonic oscillators for bond stretching and angle bending, a Fourier series for each torsional angle, and Coulomb and Lennard–Jones (LJ) accounting for the interactions between atoms separated by three or more bonds (Fig. 10). The latter two terms, referred together as non-bonded terms, are evaluated between all atom pairs in the system to yield the intermolecular energy. Such force fields compute the energy as a sum of terms representing bond elongation, angle and dihedral deformation, and non-bonded interactions with the following general form:

$$E = \sum_{\text{bonds}} V^{\text{str}} + \sum_{\text{angles}} V^{\text{bond}} + \sum_{\text{torsions}} V^{\text{tors}} + \sum_{\text{LJ}} V^{\text{LJ}} + \sum_{\text{Coulomb}} V^{\text{Coul}}$$

where the three first summations correspond the bonded terms (that include atoms connected up to three consecutive bonds) and the last two refer to the non-bonded ones. All summations can be easily calculated from the coordinates of the system at a given time. For each pair of bonded atoms \((i, j)\), the stretching term is computed as:

$$V^{\text{str}}_{ij}(r_{ij}) = k_{ij}^r (r_{ij} - r_{ij}^e)^2$$

where \(k_{ij}^r\) is the stretching force constant and \(r_{ij}\) and \(r_{ij}^e\) are the distance between atoms and its equilibrium bond length, respectively. For every group of three bonded atoms \((i, j, k)\), the angle term is described as:

$$V^{\text{bond}}_{ijk}(\theta_{ijk}) = k_{ijk}^\theta (\theta_{ijk} - \theta_{ijk}^o)^2$$

where \(k_{ijk}^\theta\) is the bending force constant, \(\theta_{ijk}\) and \(\theta_{ijk}^o\) are the angle between atoms and its equilibrium value, respectively. For every group of four bonded atoms \((i, j, j, l)\), the dihedral term is often represented as a cosine expansion:
where $k^\phi_{ijkl}$ is a dihedral constant affecting the barrier height, $n$ is number of minima in a 360° rotation, and $\phi_{ijkl}$ and $\phi^o_{ijkl}$ are the dihedral angle and the equilibrium value according the biochemical convention ($\text{trans} \ \phi=180^\circ$, $\text{cis} \ \phi=0^\circ$ and $\text{gauche} \ \phi=60^\circ/300^\circ$), respectively. The first non-bonded term is often represented by a 6-12 LJ potential, a simple mathematical model (Lennard-Jones, 1931) that accounts for two distinct forces (an attractive and a repulsive) that neutral atoms and molecules are subject to:

$$V_{ij}^{\text{LJ}}(r_{ij}) = \begin{pmatrix} \left( \frac{A_{ij}}{r_{ij}} \right)^{12} \\
- \left( \frac{B_{ij}}{r_{ij}} \right)^6 \end{pmatrix}$$

where $A_{ij}$ and $B_{ij}$ are parameters that depend from on each pair of atoms. The first term accounts for the attractive forces at long range (van der Waals or dispersion) and the other for the repulsive forces at short range, resulting from the overlap between electron orbitals. Finally, the last term in the force field equation is a Coulombic potential describing the electrostatic interactions:

$$V_{ij}^{\text{Coul}}(r_{ij}) = \frac{q_i q_j}{4 \pi \varepsilon_0 r_{ij}}$$

where $q_i$ and $q_j$ are the charges of atoms $i$ and $j$, $r_{ij}$ the relative distance between them and $\varepsilon$ the vacuum permittivity.

The constants and parameters of the preceding equations need to be fed from biophysical experiments and/or quantum mechanics calculations which differ from one force field to another. The specific force fields parameters of the different components present in the systems studied –proteins, lipids, water molecules and ions are discussed in the following sections.
4.2.2 Proteins in MD

The parameters for the amino acids are well adjusted in the majority of force fields designed to compute biological macro-molecules. Therefore, once one has selected a force field (AMBER, CHARMM, GROMOS, OPL) to perform the simulation there are not many critical choices to be done except for non-standard residues.

4.2.3 Lipids in MD

For the simulation of lipid bilayer (Fig. 11) there are two largely used force fields: one that is part of the official CHARMM distribution (MacKerell et al., 1998) and the other introduced by (Berger et al., 1997), developed with parameters taken from OPLS and GROMOS for its use in the GROMACS package (Allen and tildesley, 1987; Berendsen et al., 1995; Lindahl et al., 2001). There is no experimental information indicating that one force field is substantially better than the other. Although both force fields are microscopic, CHARMM includes explicitly all lipid atoms in the system, whereas the one developed by Berger, does not account explicitly for the non-polar hydrogen atoms and CH2 and CH3 groups are treated as a single particle. This approximation is often referred as a united-atom force field.

Another approach (not explored in this thesis) is the use of the so-called coarse-grained models to perform mesoscopic simulations by grouping a bunch of atoms together (Venturoli et al., 2005; Bond and Sansom, 2006; Sperotto et al., 2006; Shih et al., 2006; Muller et al., 2006; Marrink et al., 2007). This allows to use a longer integration step, up to 40 fs, (Periole et al., 2007). Although with a lesser detailed description, they allow longer
simulation time scales as well as the possibility to deal with larger systems than with the atomistic approximation at a much less computational effort. In this regard, the recently developed MARTINI force field for mesoscopic simulations is very promising (Marrink et al., 2005; Periole et al., 2007). The lipid force field developed by Berger can be considered as a small coarse-grain model and accordingly, it permits using a time-step of 4 fs.

4.2.4 Water in MD

Many water models (Fig. 12) are available in the literature for an accurate representation of the liquid water (Wallqvist and Mountain, 1999; Guillot, 2002; Jorgensen and Tirado-rives, 2005). The most common ones are often distributed together with the force fields described above. These models have been parametrized to reproduce physical and thermodynamical properties such as the density, enthalpy of vaporization, radial distribution functions, energies of hydration or dipole moment. They can be classified by the number of points used to define the model (atoms plus dummy sites), whether the structure is rigid or flexible, and whether the model includes polarization effects or not. The simplest, and most popular, models for MD are TIP3P (Jorgensen et al., 1983) and SPC (Fig. 10) (Berendsen et al., 1987) series, which have three interaction sites, corresponding to the three atoms of the water molecule with rigid geometry. Each atom has a point charge assigned and the oxygen atom also gets Lennard-Jones parameters. The more complex 4-site or 5-site models such as TIP4P and TIP5P, respectively, place the negative charge on either a dummy atom placed near the oxygen along the bisector of the HOH angle or on two dummy atoms representing the lone pairs of the oxygen atom. These models improve the electrostatic distribution around the water molecule, though to a larger computational cost because of the larger number of electrostatic interactions to compute.
4.2.5 Ions in MD

Ion parameters for MD simulations are typically obtained by adjusting the LJ parameters to reproduce ionic hydration (Fig. 13) free energy and the radial density distributions. This strategy was first used for the determination of parameters for alkali (Åqvist, 1990) and alkaline earth (Åqvist, 1994) ions, but extended lately to other metals (Babu and Lim, 2006). Such sets of parameters describe a free ion without explicit consideration of its coordination capabilities although they can accurately reproduce the geometries of the first coordination shell. However, it is known that uncertainties of microscopic parameters, reflecting an incomplete experimental knowledge of the structural properties of ionic aqueous solutions at finite molality, translate into large differences in the computed radial distribution functions (Patra and Karttunen, 2004).

Figure 13. Ionic hydration of a Porin protein immersed in a double lipid bilayer. The protein is represented in red ribbon, the lipids in light grey stick. The ions are represented as a spheres coloured in light blue for Cl- ions while in green for Na+ ions.
4.2.6 Long-range Interactions

The computation of the pair-wise non-bonded interactions (Fig. 14) is the most time-consuming part of a MD simulation as the evaluation of the forces scales quadratically with the number of atoms in the system. Accordingly, several approximations have been used in the last 20 years in order to reduce the computational effort needed (Loncharich and Brooks, 1989). One of the simplest approximations is to use a cut-off that defines the maximum distance between pairs of atoms before computing their energy of interaction, under the assumption that the force between atoms can be neglected when they are largely separated. Typical cutoffs used are about 1-2 nm. Since the LJ forces are short-range in nature, their contribution seems to be properly modeled with such cutoffs, although more accurate strategies have recently been reported (Lague et al., 2004; Klauda et al., 2007). However, dealing with the Coulombic term, the use of a cutoff is much more critical for the reliability of the simulations (Gilson, 1995; Cheatham et al., 1995). Accordingly, the treatment of long-range interactions has been an active field of research in the last years and is still a topic of considerable interest (Heinz and Hunenberger, 2005; Baumketner and Shea 2005). The most common alternative to truncation is to use the Ewald summation procedure (Allen and Tildesley, 1987) or the computationally more effective Particle Mesh Ewald or PME (Darden et al., 1993), where the long-ranged electrostatic interactions are calculated with fast Fourier transforms. These methods provide an exact solution for the electrostatic interactions for an infinite periodic system. The easiest way of simulating a periodic system is to treat it enclosed in a box and consider replicated boxes (to infinity) by rigid translation in all the three Cartesian directions, completely filling the space. This approximation is called periodic boundary

Figure 14. Representation of an electrostatic long-range interaction (salt bridge). The α-helices are represented in red ribbon while the amino acids as blue and yellow stick.
The treatment used for electrostatics is an important issue for systems with abundance of charged groups such as nucleic acids (Cheatham et al., 1995; Louise-May et al., 1996; Beck et al., 2005), ions (Auffinger and Beveridge, 1995) or lipids (Venable et al., 2000; Tobias, 2001; Pandit and Barkovitz, 2002; Patra et al., 2003; Anézo et al., 2003; Patra and Karttunen 2004), but also for neutral systems like liquid water (Feller et al., 1996; Hess, 2002). In regard to lipid bilayers, the studies addressed the effects of using a cutoff on the bilayer structure, showing that the area per lipid is very sensitive to force field parameters, as well as to the way electrostatics are treated. Furthermore, the use of a cutoff together with some criteria to group atoms into neutral charge groups, may increase lipid order, resulting in thicker bilayers with smaller areas per lipid (Wohlert and Edholm, 2004).

4.2.7 Membrane Proteins Simulations

Despite the importance of obtaining structures from X-ray crystals, a major drawback of this technique is that it does not permit to study membrane proteins in their natural environment. Thus, the development of other techniques that can provide structural information under more native conditions is of great interest. An emerging group of such methods are computer simulations of membrane proteins (Ash et al., 2004; Fanelli and Benedetti, 2005), and more specifically the use of MD with the proteins embedded on different model lipid bilayer (Fig. 15) (Tieleman et al., 2006). These approaches can provide useful information.
about the structural features of a protein and about its dynamical behaviour that are not available from other experimental methods. Analogous to the difficulties associated to the experiments with membranes and membrane proteins, the necessity to mimic the hydrophobic environment provided by the membrane has been a major obstacle for the simulation of such proteins. One of the most important issues is the relevance of including explicitly the lipidic environment in the systems. Until recently, MD simulations of membrane proteins were carried out either using implicit models (Roux and Karplus, 1994; Strahs and Weinstein, 1997; Im et al., 2003) or hydrophobic solvents that mimicked the membrane environment instead (Åqvist, 2000; Deupi et al., 2004). These approximations have the advantage of being computationally cheaper than the simulations that include a more detailed description of the membrane. The increasing power of computers in the last years provided the opportunity to consider explicitly the lipid bilayer in the simulations. In this context, atomistic MD simulations of lipid bilayers represent a detailed microscopic picture of interactions and processes in biological membranes. However, the complexity of real membranes, containing many different proteins, lipids and other molecules, are still not presently affordable at this level of detail. For this reason, the study of model one-component pure hydrated lipid bilayers has been the focus of attention of a large amount of work published in the last years (Feller et al., 2002; Saiz ans Klein, 2002; Anézo et al., 2003). These studies, together with the effort in the characterization of lipid bilayers (Nagle and Tristram-Nagle, 2000), have been pivotal in order to extend the simulations to more complex membranes such as phospholipid mixtures (Gurtovenko et al., 2004; Leekumjorn and Sum, 2006) and/or the inclusion of other compounds such as cholesterol (Pitman et al., 2004; 2005) or ions (Sachs et al., 2004; Gurtovenko, 2005). Furthermore, the study of model peptides (Tieleman et al., 1999; Kandasamy and Larson, 2006) provided the necessary background for the simulations of membrane proteins. BR was the first integral membrane protein to be simulated embedded in a lipid bilayer (Edholm et al., 1995). However it was not until much later that the technique was more widely used. An updated review on the state of the art regarding common simulation setups and conditions for MD of lipid membranes with embedded or attached proteins can be found in two recent works (Ash et al., 2004; Sperotto et al., 2006). The conclusion of these studies is that the explicit inclusion of lipids is crucial for describing protein dynamics and to provide realistic simulations ranging over several tens or hundreds of nanoseconds and even reaching the microsecond (Martinez-Mayorga et al., 2006).
4.3 Introduction to the Molecular Docking Simulation

Molecular docking is a method to predict how two or more molecular structures, for example drug and enzyme or receptor and ligand, fit together (Fig. 16) (Lengauer and Rarey, 1996). In other words, the problem is like solving a 3D puzzle. In this 3D puzzle the geometric complementarity and the forces, that drive the interaction, are the two majors factors that drive the interaction between macro molecules. Docking is frequently used to predict the binding orientation of small molecule drug candidates to their protein targets in order to in turn predict the affinity and activity of the small molecule. Hence docking plays an important role in the rational design of drugs (Kitchen et al., 2004). Given the biological and pharmaceutical significance of molecular docking, considerable efforts have been directed towards improving the methods used to predict docking.

4.3.1 Biological background

Molecular docking is used to predict the structure of the intermolecular complex formed between two or more molecules (Lengauer and Rarey, 1996). It’s really important for the prediction of the correct structure of the protein-protein or protein-ligand complexes the study of the geometric complementarity between the surface of the molecules. In several molecular interactions the recognition specificity is indeed given by the high degree of the molecular surfaces complementarity. The different types of forces that come into play during molecular interactions are another important factor to take into account for the molecular docking (Vieth et al., 1998). This means that we need to study the quality and quantity of forces between the interactive
particles. Depending on the computational method we may assign different weights to different kinds of forces. It is quite common to resort to certain simplifications, and some of the interacting forces are not used in the docking runs.

Often the forces, that play a crucial role in the molecular interactions, are divided into four categories:

- Forces with electrostatic origin
- Forces with electrodynamics origin
- Steric forces
- Solvent-related forces

Forces with electrostatic origin are due to the charges residing in the matter. The most common interactions are charge-charge, charge-dipole and dipole-dipole. These forces can be computed with the basic law of Coulomb. Dependencies on the distance are the following:

- charge-charge: $1/r$
- charge-dipole: $1/r^2$
- dipole-dipole: $1/r^3$

In addition to purely electrostatic forces there exists also those with electrodynamical background. The most widely known is probably the van der Waals interaction. Atoms, that are normally electrically neutral, may develop an induced dipole moment when an external electric field is applied. Van der Waals interaction is the force between the two induced dipoles, and it has a very short range. There are also forces between existing charges and induced dipoles.

Range dependences are the following:

- charge-induced dipole: $1/r^4$
- van der Waals: $1/r^6$

Solvent-related forces are due to the structural changes of the solvent. These structural changes are generated, when ions, colloids, proteins, etc. are added into the structure of solvent. For example, when water is acting as a solvent, one must take the polar nature of water molecules into account. Water molecules form hydrogen bonds, and for example the water mass around the
studied protein may turn into a highly organized structure. It is very hard to determine the solvent-related interactions, and their modelling depends very much on the way the actual solvent is modelled. Common thing to all these forces is the electromagnetic origin.

4.3.2 Molecular docking

The molecular docking technique presents several problems that can be identified as informatics problems. The search algorithm should create an optimum number of configurations that include the experimentally determined binding modes (Fig. 17) (Vieth et al., 1998). These configurations are evaluated using scoring functions to distinguish the experimental binding modes from all other modes explored through the searching algorithm (Martin, 1997). A rigorous searching algorithm would go through all possible binding modes between the two molecules. However, this is impractical due to the size of the search space. Consider a simple system comprised of a ligand with four rotatable bonds and six rigid-body alignment parameters and a cubic active site measuring $10^3 \text{Å}^3$. The translational and rotational properties add up to six degrees of freedom. If the angles are considered in 10 degree increments and translational parameters on a 0.5 Å grid there are approximately $4 \times 10^8$ rigid body degrees of freedom to sample, corresponding to $6 \times 10^{14}$ configurations to be searched. This would require approximately 2.000.000 years of computational time at a rate of 10 configurations per second. As a consequence only a small amount of the total conformational space can be sampled, and so a balance must be reached between the computational expense and the amount of the search space examined.

Some common searching algorithms include:

- Monte Carlo methods
- Genetic algorithms
- Fragment-based methods

Figure 17. Protein-ligand docking. Particular of the binding site with all the conformation obtained for the ligand after the docking runs.
• Point complementary methods
• Distance geometry methods
• Tabu searches
• Systematic searches

Current docking methods utilize the scoring functions in one of two ways. The first approach uses the full scoring function to rank a protein-ligand conformation. The system is then modified by the search algorithm, and the same scoring function is again applied to rank the new structure. In the alternative approach a two stage scoring function is used.

4.3.3 Monte Carlo methods

[Image of dice representing random distribution]

The Monte Carlo simulation method occupies a special place in the history of molecular modelling, as it was the technique used to perform the first computer simulation of a molecular system. The expression Monte Carlo simulation seems to be extremely general and many algorithms are called by that whenever they contain a stochastic process or some kind of random sampling (Metropolis and Ulam, 1949) (Fig. 18). In molecular docking the expression Monte Carlo usually means importance sampling or Metropolis method (Metropolis et al., 1953). The Metropolis method, which is actually a Markov chain Monte Carlo method, generates random moves to the system and then accepts or rejects the move based on a Boltzmann probability. The Monte Carlo methods play an important role in molecular docking but the variety of different kinds of algorithms is too large be considered here in detail.

Programs using MC methods include AutoDock (Morris et al., 2009), ProDock (Trosset and Sheraga, 2001), MCDOCK (Liu and Wang, 1999), QXP(Alisaraie et al., 2006) and Affinity.
4.3.4 Genetic algorithms

Genetic algorithms and evolutionary programming are quite suitable for solving docking problems because of their usefulness in solving complex optimization problems (Morris et al., 1998). The essential idea of genetic algorithms is the evolution of a population of possible solutions via genetic operators (mutation, crossovers and migrations) to a final population, optimizing a predefined fitness function (Fig. 19). The process of applying genetic algorithms starts with encoding the variables, in this case the degrees of freedom, into a "genetic code", e.g. binary strings. Then a random initial population of solutions is created. Genetic operators are then applied to this population leading to a new population. This new population is then scored and ranked, and using "the survival of the fittest", their probabilities of getting to the next iteration round depends on their score. If the size of the population is kept constant, good solutions will occupy the population. It should be noted that genetic algorithms are well suitable for parallel computing. Some programs using GAs are GOLD (Jones et al., 1997), AutoDock (Morris et al., 2009), DIVALI (Clark and Ajay, 1995) and DARWIN (Taylor and Burnett, 2000).

Figure 19. Genetic algorithm consider a population of data as a population of genes subjected to recombination.
4.3.5 Fragment-based methods

Figure 20. One ligand molecule is represented in wireframe orange. The other is depicted in several colour to show how it was generated starting from a big population. Each colour represent the portion of the ligand coming from a member of the population.

Fragment based methods can be described as dividing the ligand into separate portions or fragments, docking the fragments, and finally linking these fragments together (Fig. 20) (Congreve et al., 2008). These methods require subjective decisions on the importance of the various functional groups in the ligand, because a good choice of base fragment is essential for these methods. A poor choice can significantly affect the quality of the results. The base fragment must contain the predominant interactions with the receptor. Early algorithms required manual selection of base fragment, but this has been automated in newer implementations. Some well known programs using fragment based methods are FlexX (Kramer et al., 1999) and DOCK (Ewing and Kuntz, 1997).

4.3.6 Point complementary methods

These methods are based on evaluating the shape and/or chemical complementarity between interacting molecules. The interacting molecules are usually modelled in an easy way, for example using spheres or cubes as atoms. The ligand description is then rotated and translated to obtain maximum number of matches between ligand and protein surfaces, minus the number of volume overlaps. Additional constraints may be present, for example a demand for interacting surface normal to be approximately in opposite directions. Some algorithms use a 3D grid, which is placed over the protein and over the ligand. Each grid point is then labelled either open space or inside the ligand or protein. Then a correlation function is created and this function is optimized using rigid body translation and rotation. This often involves using traditional shape recognition algorithms like Fast Fourier Transform(FFT) with Fourier correlation theory. A high correlation score denotes good surface complementarity between the molecules. Because many
of the methods were originally created for protein-protein docking, the rigid
body assumption is usually made.
This is a limitation in ligand-protein docking. However, some algorithms are
addressed to ligand-protein docking and these allow some flexibility. Examples
of programs using point complementary methods are FTDOCK (Katchalskі-
Katzir et al., 1992), SANDOCK, FLOG (Miller et al., 1994) and the Soft
Docking algorithm (Yoshimori et al., 2001).

4.3.7 Distance geometry methods

Many types of structural information can be expressed as intra- or inter-
molecular distances. The distance geometry formalism allows these distances
to be assembled and three-dimensional structures consistent with them to be
calculated. The crucial feature is that it is not possible to arbitrarily assign
values to the inter-atomic distances in a molecule and always obtain a low-
energy conformation. Rather, the inter-atomic distances are closely
interrelated and many combinations of distances are geometrically impossible.
This enables fast sampling of the conformational space though not always
resulting in good results. An example of a program using distance geometry in
docking problem is DockIt (http://www.metaphorics.com/products/dockit.html).

4.3.8 Tabu searches

These methods are based on stochastic processes, in which new states are
randomly generated from an initial state (referred to as the current solution).
These new solutions are then scored and ranked in ascending order. The best
new solution is then chosen as the new current solution and the same process
is then repeated again. To avoid loops and ensure diversity of the current
solution a tabu list is used. This list acts as a memory. It contains information
about previous current solutions and a new solution is rejected if it reminds a
previous solution too much. An example of docking algorithm using tabu
search is PRO LEADS (Murray et al., 1999).
4.3.9 Systematic searches

These methods systematically go through all possible conformations and represent the brute force solution to the docking problem. All molecules are usually assumed to be rigid and interaction energy is evaluated from a force field model. Some constraints and restraints can be used to reduce the dimensionality of the problem.

4.4 Docking software

In addition to the existing large number of docking programs, there are also many molecular mechanics programs applicable to these problems. Despite the huge variety of available programs, no single program has been able to become recognized as a standard. Of course, there are some programs that are very widely used. Nevertheless it seems that the programs are not that easy to use and require some understanding of the underlying computational principles. This leads into situations, where people are using the same program they have been using before though better options could be available. It also seems that some of the existing programs are reaching a bit more mature state, since there seem to be an increasing number of commercial solutions available. Docking programs are usually sold in a package with other molecular design software. It should also be noted that the division made earlier is not very strict and many programs would fit into more than one category of methods. Tests have shown that there is not a significant difference in hit rates between different programs and they all produce false alarms. Because of this, combining different searching and scoring functions produces more reliable results. This has lead to the most successful docking programs usually being a collection of the methods described. It is also worth remembering that a molecular docking software is
only as good as its scoring function is. It does not help if we are able to create the right conformation not but able to recognize it. Probably the best known example of rational drug design has been the HIV-1 protease inhibitor. Starting with X-ray structures of HIV-1 protease, a group of scientists at DuPont Merck used docking and molecular design software to successfully design an inhibitor.

4.4.1 AutoDock

AutoDock (Morris et al., 2009) uses Monte Carlo simulated annealing (Metropolis et al., 1953) and Lamarckian genetic algorithm (Morris et al., 1998) to create a set of possible conformations. LGA is used as a global optimizer and energy minimization as a local search method. Possible orientations are evaluated with AMBER force field model (Pearlman et al., 1995) in conjunction with free energy scoring functions and a large set of protein-ligand complexes with known protein-ligand constants. The newest yet unreleased version 4 should contain side chain flexibility. AutoDock has more informative web pages than its competitors and because of its free academic license, it is a good starting point when wondering into the world of molecular docking software.
4.5 Principal component analysis method

Principal component analysis (PCA) is a useful statistical technique that has found application in fields such as recognition and image compression, and is a common technique for finding patterns in data of high dimensions. PCA involves a mathematical procedure that transforms a number of possibly correlated variables into a smaller number of uncorrelated variables called principal components (Fig. 22). The first principal component accounts for as much of the variability in the data as possible, and each succeeding component accounts for as much of the remaining variability as possible. PCA was invented in 1901 by Karl Pearson. Now it is mostly used as a tool in exploratory data analysis and for making predictive models (Loeffler et al., 2009; Zhang et al., 2009). PCA involves the calculation of the eigenvalue decomposition of a data covariance matrix or singular value decomposition of a data matrix, usually after mean centering the data for each attribute.

Covariance is a powerful measure in statistics since, unlike standard deviation or variance that are purely 1-dimensional, permits to calculate the relationship between more dimensions of the same data set. The formula to calculate the covariance is:

$$cov(X, Y) = \frac{\sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{(n - 1)}$$

Typically covariance is always measured between 2 dimensions, for an n-dimensional data set, you can calculate $n!/(n-2)!*2$ different covariance values.
A useful way to get all the possible covariance values between all the different dimensions is to calculate them all and put them in a matrix. The definition for the covariance matrix for a set of data with $n$-dimensions is:

\[ C_{n \times n} = (c_{i,j}, c_{i,j} = \text{cov}(\text{Dim}_i, \text{Dim}_j)) \]

Where $C_{n \times n}$ is a matrix with $n$ rows and $n$ columns, and $\text{Dim}_x$ is the $x$th dimension. That means if you have an $n$-dimensional data set, then the matrix has $n$ rows and columns (so is square) and each entry in the matrix is the result of calculating the covariance between two separate dimensions. Eg. the entry on row 2, column 3, is the covariance value calculated between the 2nd dimension and the 3rd dimension.

Each component of the matrix is defined by an eigenvector to which is associated an eigenvalue. In the case of molecular dynamics for example, each eigenvector describes each direction of the motion, so that we can decompose the total motion in all its components (Fig. 15). In this way we can consider only the eigenvectors that give the highest contribution to the total motion of a molecule, not considering the less informative ones (for example atoms vibration and bond stretching).
4.6 Cluster Analysis

The term cluster analysis encompasses a number of different algorithms and methods for grouping objects of similar kind into respective categories. Cluster analysis is an exploratory data analysis tool which aims at sorting different objects into groups in a way that the degree of association between two objects is maximal if they belong to the same group and minimal otherwise (Fig. 23). Given the above, cluster analysis can be used to discover structures in data without providing an explanation/interpretation. We deal with clustering in almost every aspect of daily life. For example, a group of diners sharing the same table in a restaurant may be regarded as a cluster of people. In food stores items of similar nature, such as different types of meat or vegetables are displayed in the same or nearby locations. There is a countless number of examples in which clustering plays an important role. For instance, biologists have to organize the different species of animals before a meaningful description of the differences between animals is possible. According to the modern system employed in biology, man belongs to the primates, the mammals, the amniotes, the vertebrates, and the animals. Note how in this classification, the higher the level of aggregation the less similar are the members in the respective class. Man has more in common with all other primates (e.g., apes) than it does with the more "distant" members of the mammals (e.g., dogs), etc. In short, whatever the nature of your business is, sooner or later you will run into a clustering problem of one form or another.

Figure 23. The data set represented in the first panel is divided in three different clusters, based on the parameter chosen.
4.6.1 Statistical significance

The above discussion refers to clustering algorithms and do not mention anything about statistical significance testing. In fact, cluster analysis is not as much a typical statistical test as it is a "collection" of different algorithms that "put objects into clusters according to well defined similarity rules." Unlike many other statistical procedures, cluster analysis methods are mostly used when we do not have any a priori hypotheses, but are still in the exploratory phase of our research. In a sense, cluster analysis finds the "most significant solution possible." Therefore, statistical significance testing is really not appropriate here, even in cases when p-levels are reported (as in k-means clustering).

4.6.2 Areas of application

Clustering techniques have been applied to a wide variety of research problems. For example, in the field of medicine, clustering diseases, cures for diseases, or symptoms of diseases can lead to very useful taxonomies. In the field of psychiatry, the correct diagnosis of clusters of symptoms such as paranoia, schizophrenia, etc. is essential for successful therapy. In structural bioinformatics is really useful for example to identify similar three-dimensional structure in a large set of different proteins. In archaeology, researchers have attempted to establish taxonomies of stone tools, funeral objects, etc. by applying cluster analytic techniques. In general, whenever one needs to classify a "mountain" of information into manageable meaningful piles, cluster analysis is of great utility.

4.6.3 Applications in MD simulation

Through molecular dynamics simulations is possible to sample a large number of conformations of the protein of interest. The cluster analysis allows us to summarize the information contained into the trajectory through the choice of a suitable parameter. The parameters chosen for clustering can be different, for example: geometric, energetic, structural (i.e. conservation of secondary structure), and can be applied individually or all together. In the case of the work presented here, RMSD (Root Mean Square Deviation) was
used as a cluster parameter that allows to divide the MD sampled structures in different families on the basis of a geometric factor. The division in families allows us to uniquely identify the main structural changes that happened during the molecular dynamics simulation, and thus we can perform analysis directly on structures that generated the families. The structures that have identified the families have been used to carry out the docking runs.

4.7 Sequence alignment

4.7.1 Pairwise sequence alignment

In bioinformatics, a sequence alignment is a way of arranging the sequences of DNA, RNA, or protein to identify regions of similarity that may be a consequence of functional, structural, or evolutionary relationships between the sequences. Pairwise sequence alignment methods are used to find the best-matching piecewise (local) or global alignments of two query sequences. The three primary methods of producing pairwise alignments are dot-matrix methods, dynamic programming, and word methods (Mount, 2004). One way of quantifying the utility of a given pairwise alignment is the 'maximum unique match', or the longest subsequence that occurs in both query sequence. Needleman and Wunsch (1970) developed the classic dynamic programming algorithm that calculates the optimal alignment for a pair of sequences. Their algorithm determines, for every position of every possible combination of gaps, the maximum score between 1) inserting a gap in the first sequence 2) inserting a gap into the second sequence and 3) aligning the two characters.
4.7.2 Multiple sequence alignment

A multiple sequence alignment (MSA) is a sequence alignment of three or more biological sequences, generally protein, DNA, or RNA (Lipman et al., 1989). In many cases, the input set of query sequences are assumed to have an evolutionary relationship by which they share a lineage and are descended from a common ancestor. From the resulting MSA, sequence homology can be inferred and phylogenetic analysis can be conducted to assess the sequences' shared evolutionary origins. Multiple sequence alignment is often used to assess sequence conservation of protein domains, tertiary and secondary structures, and even individual amino acids or nucleotides. Most multiple sequence alignment programs use heuristic methods rather than global optimization because identifying the optimal alignment between more than a few sequences of moderate length is prohibitively computationally expensive.
4.7.3 Dynamic programming and computational complexity

A most direct method for producing an MSA uses the dynamic programming technique to identify the globally optimal alignment solution. For proteins, this method usually involves two sets of parameters: a gap penalty and a substitution matrix assigning scores or probabilities to the alignment of each possible pair of amino acids based on the similarity of the amino acids' chemical properties and the evolutionary probability of the mutation. For nucleotide sequences a similar gap penalty is used, but a much simpler substitution matrix, wherein only identical matches and mismatches are considered, is typical. The scores in the substitution matrix may be either all positive or a mix of positive and negative in the case of a global alignment, but must be both positive and negative, in the case of a local alignment. In the latter case it is essential that the average score be less than 0.

For n individual sequences, the naive method requires constructing the n-dimensional equivalent of the matrix formed in standard pairwise sequence alignment. The search space thus increases exponentially with increasing n and is also strongly dependent on sequence length. To find the global optimum for n sequences this way has been shown to be an NP-complete problem (Wang and Jiang, 1994) in 1989, Altschul (Altschul et al., 1989) introduced a practical method that uses pairwise alignments to constrain the n-dimensional search space. In this approach pairwise dynamic programming alignments are performed on each pair of sequences in the query set, and only the space near the n-dimensional intersection of these alignments is searched for the n-way alignment.

4.7.4 Progressive alignment construction

The most widely used approach to multiple sequence alignments uses a heuristic search known as progressive technique, that builds up a final MSA by combining pairwise alignments beginning with the most similar pair and progressing to the most distantly related. All progressive alignment methods require two stages: a first stage in which the relationships between the sequences are represented as a tree, called a guide tree, and a second step in which the MSA is built by adding the sequences sequentially to the growing MSA according to the guide tree. The initial guide tree is determined by an efficient clustering method such as neighbor- or UPGMA joining (Gascuel and Steel, 2006), and may use distances based on the number of identical two
letter sub-sequences (as in FASTA (Lipman, 1985) rather than a dynamic programming alignment).

Progressive alignments cannot be globally optimal. The primary problem is that when errors are made at any stage in growing the MSA, these errors are then propagated through to the final result. Performance is also particularly bad when all of the sequences in the set are rather distantly related. Most modern progressive methods modify their scoring function with a secondary weighting function that assigns scaling factors to individual members of the query set in a nonlinear fashion based on their phylogenetic distance from their nearest neighbours. This corrects for non-random selection of the sequences given to the alignment program.

Progressive alignment methods are efficient enough to implement on a large scale for many (100s to 1000s) sequences. Progressive alignment services are commonly available on publicly accessible web servers so users need not locally install the applications of interest. The most popular progressive alignment method has been the Clustal family (Higgins and Sharp, 1988), especially the weighted variant ClustalW (Thompson et al., 1994) to which access is provided by a large number of web portals. Different portals or implementations can vary in user interface and make different parameters accessible to the user. ClustalW is used extensively for phylogenetic tree construction, in spite of the author's explicit warnings that unedited alignments should not be used in such studies and as input for protein structure prediction by homology modelling.

Another common progressive alignment method called T-Coffee (Notredame et al., 2000) is slower than Clustal and its derivatives but generally produces more accurate alignments for distantly related sequence sets. T-Coffee calculates pairwise alignments by combining the direct alignment of the pair with indirect alignments that aligns each sequence of the pair to a third sequence. It uses the output from Clustal as well as another local alignment program LALIGN (Huang and Miller, 1991), which finds multiple regions of local alignment between two sequences. The resulting alignment and phylogenetic tree are used as a guide to produce new and more accurate weighting factors.
Chapter 5
– Methods Application

5.1 ADP/ATP mitochondrial carrier simulations

Three simulations have been carried out with the GROMACS MD package version 3.3.1 (Berendsen et al., 1995), using a modified version of GROMOS96 force field, to take into account protein-lipid interaction (Berger et al., 1997). Initial coordinates were taken from the PDB file of the bovine ADP/ATP carrier 1OKC, the unique carrier having a 3D structure solved by X-ray diffraction (Pebey-Peyroula et al., 2003). Comparison of the sequences shows that Ala114 and Val181 of the human carrier correspond to Ala113 and Val180 in the bovine protein, so these latter two residues have been mutated using the SwissPDB-Viewer program (Guex and Petisch, 1997) to proline and methionine to build the Ala113Pro and Ala113Pro/Val180Met mutants, respectively. The initial positions of the residues in the N- and C-terminal regions (Ser1, Lys294, Lys295, Phe296, and Val297) were not determined by X-ray data and therefore were modeled using the SwissPDB-Viewer program (Guex and Petisch, 1997). The whole system consisted of the carrier molecule (without co-cry stallized CATR), embedded in a palmitoyl-oleoyl-phosphatidyl-choline (POPC) bilayer containing 255 lipid molecules and immersed in a box filled by 16913 SPC water molecules. Insertion of the protein in the membrane bilayer has been performed as described in Falconi et al., 2006 (Falconi et al., 2006). 19 solvent molecules were replaced by Cl- counter-ions to keep the system electrically neutral. The temperature was kept constant at 300 K by means of weak coupling the temperature to a Berendsen thermostat (Berendsen et al., 1984), using a 0.1 ps time constant. The pressure was kept constant at 1.0 bar using a semi-isotropic Rahman-Parrinello barostat with 0.1 ps time constant (Parrinello and Rahman, 1981), where the pressure normal to the bilayer (Z-axis) was coupled independently of lateral X-Y membrane plane extension. Long-range electrostatic interactions were calculated using the particle-mesh Ewald summation method (Darden et al., 1993), once short-range were taken into account by using a cut-off method (1.0 nm). All bonds were constrained using the LINCS algorithm (Hess et al., 1997), allowing a time-step of 2.0 fs. The total simulations time was 20 ns. All coordinates were saved every 0.25 ps. The overall procedure was as follows: the initial structure was subjected to a cycle of energy minimization of the
solvent and POPC atom around the protein solute using the steepest descent algorithm with 100 kJ mol$^{-1}$ nm$^{-1}$ tolerance using a step of 0.01 nm and position restraints on the protein. A 100 ps restrained molecular dynamics at 300 K was then performed to equilibrate the water and POPC molecules around the protein, followed by a second 1000 steps cycle of steepest descent energy minimization on the whole system with no restraints. Temperature was raised to the final value (300 K) in a stepwise manner: a series of 50 ps MD runs were carried out at increasing temperature of 50, 100, 200, and 250 K, respectively.

Standard parameters of the trajectories (RMSD, RMSF) were firstly analyzed by using GROMACS available analysis tools (Lindahl et al., 2001) and the first 10 ns of simulation time were discarded to take into account system equilibration. Helix backbone RMSD from an ideal α-helix and time dependence of the α-helix length were examined using the g_helix GROMACS tool (Garcia, 1992). Principal components analysis (Essential Dynamics) was performed as previously described (Garcia, 1992). Briefly, higher frequency fluctuations have been filtered out by diagonalization of atomic positional fluctuations covariance matrix calculated during production run and the corresponding eigenvectors and eigenvalues have been used to describe large-amplitude motion.

The images were obtained using the programs VMD (Humphrey et al., 1996) and UCFS Chimera (Pettersen et al., 2004).

5.2 Clustering of MD structures

The MD trajectory of the wild type protein coming from the above mentioned experiment has been clustered through the g_cluster program, belonging to the GROMACS 3.3.3 package (Lindahl et al., 2001), using the Gromos algorithm (Daura et al., 1999), in order to perform a second experiment. The clustering procedure starts with the calculation of the relative RMSD between all conformations of the trajectory to build a N(N-1)/2 matrix made by the RMSD values, where the N is the number of values extracted from the 40,000 saved structures. The program defines the “neighbour configurations” and the “number of neighbours” for each configuration. The configuration with the highest number of neighbours is taken as “representative” for the first cluster, which will be composed by this structure together with all of its neighbours. Then the structures of this first cluster are removed from the pool, and the procedure is iterated. In
this way all the configurations are assigned to only one cluster. The number of clusters depends on the threshold value adopted and in this case, to obtain a maximum number of 34 clusters, a threshold value of 1.5 Å was used. The first 15, out of 34, clusters have been used for the analysis since they contain almost all the sampled conformations (i.e. about the 96% of the trajectory structures).

5.3 Docking and clustering of the ATP$^4-$ molecule

Protein-ligand docking runs, using Lamarckian genetic algorithm (Morris et al., 1998), have been carried out through the Autodock 4.0 program (Morris et al., 2009). 750 independent runs have been performed on the X-ray structure and 50 independent runs have been carried out for each of 15 cluster representative configurations identified from the MD trajectory getting a total of 750 runs. For the sake of clearness the docking on the X-ray structure has been called X-docking, while those on the structures extracted from the molecular dynamics trajectory have been called MD-docking. The centre of a 38.3 x 42.0 x 19.5 Å grid has been placed over the geometric centre of the matrix portion of the carrier (data not shown). The dimensions and the position of the docking grid chosen covers the entire region of the protein protruding from the lipid bilayer. The complexes have been inspected through an in-house modified version the g_min dist program, belonging to the GROMACS 3.3.3 package (Lindahl et al., 2001). This analysis was done in order to better characterize the binding sites by selecting the protein atoms within a distance of 3.5 Å from any ATP$^4-$ atom.

The clustering of the ATP$^4-$ docked structures has been carried out using the same procedure described above for the MD structures clustering but using a threshold value of 1.2 Å, that generates 5 clusters for the X-docking and 10 clusters for the MD-docking. In the case of the X-docking the first cluster includes 98% of the docked complexes. In the case of MD-docking the first two clusters include 85% of the docked complexes.

To assess ATP$^4-$ binding specificity, 750 docking runs were carried out also for the GTP$^4-$ molecule on the X-ray structure and on the structures extracted from the MD simulation.
5.4 Multi sequences alignment

The ADP/ATP transporter sequences were extracted from SwissProt database (www.expasy.ch/sprot). Sequences from putative carriers were excluded, and also transporter sequences from plants that, due to their evolutionary distance and length variability, impede the correct execution of the multi-alignment algorithm. The multi-alignment of 33 sequences, shown in the Supplementary Data, has been performed using ClustalW program with default settings (www.ebi.ac.uk/clustalw/). When present, both isoform 1 and 2 of the same species were included.
Chapter 6
– Results

6.1 Results of the First Simulative System

6.1.1 RMSD analysis

The RMSD (Root Mean Square Deviation) of the backbone atoms of the wild type and the mutated proteins are reported in figure 25 A. The wild type and the double mutant reach a constant value after about 5 ns, whilst the single mutant only after 10 ns, hence all the analysis for the three systems have been carried out in the last 10 ns of simulation, i.e. from 10 to 20 ns. The RMSD calculated on the trans-membrane (TM) segments only (Fig. 25 B) shows lower values because the most fluctuating

Figure 25. Main chain RMSD of the entire protein (A), of the trans-membrane helices (B), and of the matrix region (C). Black line represents the wild type simulation, the dark gray line represents the single mutant Ala113Pro and the light gray line represents the double mutant Ala113Pro/Val180Met. The grey box indicates the trajectories fractions that have not been included in the analyses.
part of the protein, i.e. the loops of the matrix region and even more the inter-membrane loops, that influence the overall RMSD value, are excluded from the calculation. The RMSD value of the Ala113Pro single mutant is lower than that of the wild type and double mutant (Fig. 25 B), indicating that the single mutation confers a higher rigidity to the TM segments, as can be seen from the RMSD calculated on the loop of the matrix region on the inter-membrane loops, which are more flexible in the

![Figure 26](image)

**Figure 26.** Mean square displacement from an ideal α-helix of the H3 helix backbone. Wild type, single and double mutant are represented by the black, dark gray and light grey lines, respectively.

single mutant with respect to the other two systems (Fig. 25 C). Moreover the deviation from an ideal helix calculated as a function of time for helix 3, where the mutation is located, indicates that in the single mutant this helix is more regular than in the other two systems (Fig. 26).
6.1.2 Principal Component Analysis

Figure 27. (A) Eigenvectors cumulative weight on total motion for: wild type (black circles), single mutant Ala113Pro (dark gray squares), and double mutant Ala113Pro/Val180Met (light gray diamonds).

The main dynamical features of the wild type, single and double mutants have been investigated performing a principal components analysis on the atomic positional fluctuations covariance matrix of the full Cα carbon atoms. The analysis indicates that the fluctuations of the essential space described by the first 10 eigenvectors are about 70%, showing that they represent most of the protein motion (Fig. 27 A). In detail, the weight of the first eigenvector represents about 35% of global fluctuations for the wild type and double mutant simulations, and 43% of global fluctuations for the single mutant simulation (Fig. 26 A, inset). It is remarkable that the weight of the first eigenvector, almost identical for the wild type and double mutant proteins, it is different for the pathological single mutant that displays a preferential exchange for the ATP\(^4+\) molecule (Klingenberg, 2008).
The first eigenvector mainly describes the concerted motion of odd-numbered \( \alpha \)-helices and matrix loops, suggesting that the trans-membrane and matrix regions are mechanically and functionally related although being well separated in the structure (Fiore et al., 2001; Berendsen et al., 1984) (Fig. 27 B, C, D).

Actually, the motions of the odd-numbered helices in association with the matrix loops have been indicated as crucial for the transmission of the global conformational changes associated with the transport mechanism (Fiore et al., 2001; Berendsen et al., 1984; Parrinello and Rahman, 1981). Proteins loops are the most flexible structural elements, hence it is expected to find the largest principal component highly dominated by their motion. The localization on the matrix loops of large component of the motion is consistent with our previous finding that these loops, in the simulation in the absence of the CATR inhibitor, achieve a flexible conformation characterized by a salt bridges network different from the one observed in the presence of the inhibitor (Pebey-Peyroula et al., 2003).

**Figure 27.** Projection of motion along the first eigenvector for the wild type (B), single (C) and double (D) mutant. The amplitude of motion follows the colour scale from red to blue. For sake of simplicity only the odd-numbered helices are represented.
No relevant differences are observed among the three systems for the motions of the first and third carrier repeats filtered along the first eigenvector. On the other hand a main difference is observed in the motion along the first eigenvector for the second repeat (H3-loop-H4), containing the mutations on helices H3 (Ala113Pro) and H4 (Val180Met) (Fig. 28 A, B, C).

The motion along the first eigenvector is higher in the matrix loop connecting helix H3 and H4 of the single and double mutants (Fig. 28 B and C, respectively), when compared to the wild type (Fig. 28 A). In the double mutant an increase of motion along the first eigenvector is also observed at the level of helix H3 (Fig. 28 C). It can be concluded that each of these mutations induces long distance effects: the Ala113Pro mutation, located on helix H3, generates the motion on the matrix loop (M2) (Fig. 28 B), while the Val180Met mutation, located on helix H4, in the presence of the other mutation, increases the motion of helix H3 (Fig. 28 C).
6.1.3 Analysis of the motions

Calculated correlated and anti-correlated motions, that a specific residue establishes with the overall remaining residues, have been added and the resultant sum is shown in figure 29. This simple parameter represents a
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**Figure 29.** The cumulative correlation and anti-correlation for wild type and single mutant (black and red line respectively) panel A, and for wild type and double mutant (black and blue line respectively) panel B. The regions with major differences are highlighted by a dashed circle. The location of the single and double mutations are reported by a line with black dots. The black and grey boxes, reported at the bottom of the panels, represent the secondary structure of the protein (trans-membrane and matrix helices respectively).
quantitative measure that discriminates the similarity between the fluctuations directions of the residues in the trajectory.

Figure 29 A, showing the wild type and the single mutant, indicates that the single mutation causes a deep change in the profile of the cumulative correlation motions mostly localized in the region of loop M2 and on the helices 4 and 5, if compared with the wild type. On the contrary, in figure 29B, showing the wild type and the double mutant, the second mutation, localized on helix 4, restores cumulative correlations that are very similar to that observed in the wild type.

### 6.1.4 Analysis of the binding site salt bridges

The X-ray structure of the carrier in presence of CATR shows that the inhibitor is connected to the protein through direct, or water mediated, hydrogen bonds and salt bridges networks (Berendsen et al., 1984). Among the involved amino acids residues an important role is played by Arg79 and Arg234 that establish two direct contacts with the inhibitor (Fig. 30 A) (Fiore et al., 2001; Berendsen et al., 1984). Arg79 has been identified as an ADP/ATP binding site by either a static docking study (Napoli

**Figure 30. (A)** Structure of the CATR binding site in the wild type carrier highlighting the Arg79, Asp134 and Arg234 cluster, forming the two salt bridges contacting the CATR inhibitor.
et al., 2001) and a very recent MD study of the carrier in presence of ADP$^3^-$ (Wang et al., 2009). In the wild type simulation Asp134 forms a salt bridge along all the trajectory with both Arg79 and Arg234, allowing the two arginines to gain a position able to directly contact the incoming inhibitor/substrate (Fig. 30 B1 and C1). In the single mutant the salt bridge Asp134-Arg79 is strong and stable for all the simulation time (Fig. 30 B2), whilst the Asp134-Arg234 interaction is almost completely lost (Fig. 30 C2). The double mutant has a behaviour similar to the wild type, maintaining both the Asp134-Arg79 and Asp134-Arg234 interactions (Fig. 30 B3 and C3). Note that Val180 is located at the border of second ADP/ATP contact point, as described by Robinson and Kunji (Napoli et al., 2001). Imposing a 4.0 Å threshold for the interaction existence, the Asp134-Arg79 and the Asp134-Arg234 salt bridges are present for 98% and 99% in the wild type, for 100% and 27% in the single mutant and for 82% and 87% in the double mutant of the total simulation time, respectively.

It is worthwhile noting that these interactions are the only significant differences between the wild type and the mutants among all the interactions occurring in the inhibitor/substrate binding pocket.
Figure 30. Time evolution of the distance between the centres of mass of residues Asp134 and Arg79 for the wild type (B₁ and C₁), the single (B₂ and C₂) and the double mutant (B₃ and C₃).
6.2 Results of the second simulative system

6.2.1 Clustering of MD simulation

The root mean square deviation (RMSD) of the trajectory is depicted in figure 31. The A panel shows the RMSD calculated on the Cα atoms, while panel B reports the RMSD restricted to the six trans-membrane helices. The latter ones reach a value lower than that found for the whole protein (Fig. 31 A) because of the higher intrinsic mobility of the loops and of the small matrix-facing helices, that being outside the lipid bilayer.

![Figure 31](image) **Figure 31.** Cα atoms RMSD plotted as a function of time for the whole protein (A) and for the six trans-membrane helices (B).

![Figure 32](image) **Figure 32.** (A) Histogram of the clusters extracted from the analysis of the 20 ns MD trajectory. The gray box represents the lowest populated clusters not taken into account for the docking analysis. (B) Cumulative percentage of the number of structures belonging to each cluster. The gray box shows the cumulative percentage related to the clusters not taken into account for the docking analysis.
explore a larger conformational space. The ensemble of carrier conformations, generated from the MD simulation, was pruned and grouped in families of similar structure via a clustering analysis performed using the g_cluster (Lindahl et al., 2001) tool of the GROMACS package. The procedure is repeated, by iteration until all structures are assigned to a cluster. The structures representative of each cluster have been selected to carry out the docking with the ATP\textsuperscript{4-} molecule. Choosing a threshold of 1.5 Å, 34 clusters are identified and they are ordered following their population in figure 32 A. The first 15 clusters, that cover more than 95% of the sampled conformations (Fig. 32 B), have been selected for the docking analysis.

6.2.2 Docking of ATP\textsuperscript{4-} molecule

![Image](image_url)

**Figure 33.** (A and B) Ribbon representation of the X-ray and MD average structure of the protein respectively, coloured in blue and immersed in a lipid bilayer, represented in gray ball and stick. In both cases the pink balls represent the spread of the centre of mass of 750 ATP\textsuperscript{4-} molecules docked on the X-ray structure (A) and of 750 ATP\textsuperscript{4-} molecules docked on the representative structures of the 15 clusters extracted from the MD simulation (B).

Docking is a simulative method that predicts the preferred orientation of one molecule with respect to a second one, evaluating the strength of association using energetic and geometric scoring functions.
The molecular docking between ATP4- and the carrier was accomplished using the Autodock program (36,37), and the whole matrix region of the protein, protruding from the phospholipid bilayer, has been selected in order to take into account the widest possible area of substrate interaction with the protein (data not shown). 750 docking runs have been carried out on the X-ray structure of the mitochondrial ADP/ATP carrier, and 50 docking runs have been carried out for each of the 15 structures, each one representative of the 15 clusters, again for a total of 750 complexes. The final result of the 750 runs of the X- and MD-docking is represented in figure 33 A and B respectively where the ATP4- molecule is represented by its centre of mass. In the case of the X-docking (Fig. 33 A) a preferential interaction site is identified, whereas for the MD-docking (Fig. 33 B) the centres of mass of the docked

![Figure 34. Histogram of the clusters of the 750 ATP4- docked molecules on the X-ray structures (A) and on the 15 representative structures extracted from the 20 ns molecular dynamic simulations (B). Localization on the protein (gray ribbon) of the ATP4- molecule as observed in the X-docking (C) and in the MD-docking (D). ATP4- is schematically represent by a circle, a line and a square representing the base, the sugar and the phosphates respectively. The width of the arrows indicates the spread of the position.](image)
ATP^4- molecules are more spread out on the protein, covering approximately half of the matrix-side surface. The structures of the bimolecular carrier-ATP^4- complexes resulting from X-docking and MD-docking have been clustered to select the preferred complexes. The results of the clustering of the X-docking runs (Fig. 34 A) show the presence of a unique family of ATP^4- configurations, having a unique preferential orientation, as represented by site I in figure 34 C where the position of phosphate moiety of the ATP^4- is indicated by a square, the sugar by a line and the base by a circle. In the case of MD-docking (Fig. 34 B) several clusters are identified, but two are the predominant ones, representing about 85% of the 750 ATP^4- docked complexes. The most representative one, including about 400 structures, identifies the same site observed in the X-docking, indicating that it is preserved during the dynamics and is represented by site I in figure 34 D. The other representative site is detected in about 200 structures and it is identified as site II in figure 34 D.

GTP^4- docking has been performed to evaluate the specificity of the ATP^4- binding sites found in the X- and MD-docking. In both the docking simulations the GTP^4- interact with the carrier through the phosphate groups but not through the base, strongly suggesting that the identified sites are specific for ATP^4-. Moreover in the MD docking GTP^4- is found spread over the entire matrix region, indicating the absence of specific interaction sites (data not shown). The binding free energy for ATP^4- and GTP^4- are very different, their average values for the X-docking runs being -8.13 and -2.52 Kcal/mol, respectively. For the MD-docking the binding free energy average values for ATP^4- are: -8.47 Kcal/mol for site I and -8.22 Kcal/mol for site II, while the average values for the docked GTP^4- molecule is -4.76 Kcal/mol, confirming the specificity of the binding sites for ATP^4-.
6.2.3 Binding sites analysis

Using a modified version of the g_mindist program, belonging to the GROMACS 3.3.3 package (Lindahl et al., 2001), the contacts between all the protein’s and ligand’s atoms have been calculated every time they are at a distance lower than 3.5 Å and reported in Table 2 when observed in at least 10% of the complexes. In the X-docking runs the amino acids involved in the ATP\textsuperscript{4-} binding are Gln43, Lys48, Arg59, Glu63, located at the C-terminal region of the M1 loop and on the small helix H1-2, and Gly145, Lys146 and Gln150, located on the M2 loop (Fig. 35).

Analysis of the percentage of interaction with the three portions of the substrate (Table 2 A) indicates that the positively charged amino acids (Lys48, Arg59, Lys146) are involved in the interaction with the negative phosphate groups, while the glutamines (Gln43 and Gln150) are involved with the base moiety. Interestingly, also Glu63, a negatively charged amino acid, is involved in the formation of the ATP\textsuperscript{4-} interaction site, being often at a distance lower than 3.5 Å from the phosphate moiety (Table 2 A and Fig. 36 A). The interaction between two molecules having the same charge is extremely disadvantageous, but the role of Glu63 is indirect. Its presence is required to stabilize Arg59 and Lys146 forming a salt bridges network and so providing the right

<table>
<thead>
<tr>
<th>Site</th>
<th>Phosphate</th>
<th>Sugar</th>
<th>Base</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gln43</td>
<td>1%</td>
<td>33%</td>
<td>66%</td>
</tr>
<tr>
<td>Lys48</td>
<td>63%</td>
<td>25%</td>
<td>12%</td>
</tr>
<tr>
<td>Arg59</td>
<td>59%</td>
<td>21%</td>
<td>20%</td>
</tr>
<tr>
<td>Glu63</td>
<td>70%*</td>
<td>13%</td>
<td>17%</td>
</tr>
<tr>
<td>Gly145</td>
<td>1%</td>
<td>40%</td>
<td>58%</td>
</tr>
<tr>
<td>Lys146</td>
<td>55%</td>
<td>27%</td>
<td>18%</td>
</tr>
<tr>
<td>Gln150</td>
<td>1%</td>
<td>32%</td>
<td>67%</td>
</tr>
</tbody>
</table>

Analysis of the percentage of interaction with the three portions of the substrate (Table 2 A) indicates that the positively charged amino acids (Lys48, Arg59, Lys146) are involved in the interaction with the negative phosphate groups, while the glutamines (Gln43 and Gln150) are involved with the base moiety. Interestingly, also Glu63, a negatively charged amino acid, is involved in the formation of the ATP\textsuperscript{4-} interaction site, being often at a distance lower than 3.5 Å from the phosphate moiety (Table 2 A and Fig. 36 A). The interaction between two molecules having the same charge is extremely disadvantageous, but the role of Glu63 is indirect. Its presence is required to stabilize Arg59 and Lys146 forming a salt bridges network and so providing the right
orientation to the positive charges to appropriately interact with the phosphate moiety. The last amino acid forming the ATP\(^{4-}\) interaction site is Gly145 that creates a cavity where the base moiety of the ATP\(^{4-}\) molecule can be accommodated.

The amino acids involved in the interaction with the ligand in the first site of the MD-docking are: Lys48, Gln49, Arg59, Glu63, Gly145, Lys146 and Gln150 (Table 2 B). They largely overlap with those found in site I for the X-docking, apart from Gln43 that in the X-docking interacts with the base moiety, now replaced by Gln49 that however interacts with the phosphate (Table 2,). A further difference is due to Glu63 that in the MD-docking interacts with the sugar moiety (Table 2 B and Fig. 36 B).

The MD-docking identifies a new interaction site, formed by: Lys42, Gln240, Arg243, Asp247, Met249, with Lys42 located on the M1 loop and the other four amino acids located on the M3 loop (Fig. 35). The amino acid composition of this site is similar to the one observed in site I, being composed by two positive amino acids (Lys42 and Arg243) interacting with the phosphate groups, a glutamine (Gln240) interacting with the base, a negatively

**Figure 36.** Representative carrier-ATP\(^{4-}\) complexes showing the site I identified in the X-docking (A) and the site I (B) and site II (C) identified in the MD-docking. Red and blue spots indicate the positive and negative amino acids charge, respectively. Magenta, yellow and green spots represent the Gln, Gly and Met residues.
charged amino acid (Asp247) interacting with the sugar moiety and a methionine (Met249) assisting Gln240 in the base interaction (Table 2 B, Fig. 35, 36 C).

For the two sites extracted from the MD-docking the orientation and the spread of the ligand over the protein has been correlated to the mobility of the interacting amino acids. Figure 35 shows the per-residue RMSF (root mean square fluctuations) of the whole protein calculated along the entire molecular dynamics trajectory, where the residues composing the first and second binding site are marked with bold and grey lines, respectively. Lys48, Lys146 and Arg59 have fluctuation values higher than the other interacting amino acids explaining the large spread of the phosphate groups observed in site I in Fig. 34 D. Similarly, the low spread observed for the base and the sugar moieties is explained by the low fluctuations of the amino acids interacting with them (Glu63, Gln150) (Fig. 37). In the case of site II, the spread of the phosphates is intermediate since Arg243 has a high fluctuation whilst Lys42 has a low fluctuation value (Fig. 36 D and Fig. 37). The spread, is higher for the base and sugar, which are contacted by amino acids (Gln240, Asp247, and Met249) characterized by large fluctuation values (Fig. 37). It is interesting to note that there is a spread in base position also in the rigid X-docking and this can be explained by the presence of two glutamine residues that can equally interact with the adenine ring (Fig. 34 A and Table 2 A).
Chapter 7  
– Conclusions

7.1 Conclusions of the mutants simulations of the ADP/ATP mitochondrial carrier

The detailed analysis of the simulations of the pathologic Ala113Pro single mutant and of the functional restoring double mutant, Ala113Pro/Val180Met, in comparison with the wild type, has allowed us to evaluate the structural-dynamical features introduced by these mutations that revert a pathologic mutant to the physiological function. The principal component analysis indicates that, in the three simulations, the first eigenvector is dominated by the coupled motion between the matrix loops and the odd-numbered helices, that may have a pivotal role in modulating the transport mechanism. The single mutation mainly affects the motion of the matrix M2 region, lowers the deviation of the TM segments from the starting structure (Fig. 25 B), and regularizes the H3 helix structure (Fig. 26).

At the same time, the single mutation causes a change in the correlated and anti-correlated protein motions (Fig. 29 A, B). The differences in the correlated and anti-correlated motions cause a drastic rearrangement of the global dynamic characteristics of the functional protein. In detail, the presence of a second proline, introduced by the single mutation on helix 3, causes, if compared with the native protein, a deep change in the anti-correlation motions of the M2 loop and helices 3 and 4 (Fig. 29 A). This change is minimized by the presence of the second mutation on helix 4, restoring a protein behaviour similar to that of the wild type (Fig. 29 B). The restoring of the correlated and anti-correlated motions is symptomatic to the re-establishment of the structural-dynamical characteristics of a functional carrier.

The increase in helix regularity upon the introduction of a proline is an almost unexpected result. However Pro113 is introduced by mutation at the N-terminal region of the H3 helix before the native Pro132. These two prolines enclose 19 residues and impose rigidity to this TM segment confining it in an ideal $\alpha$-helix conformation (Fig. 26). The increase of H3 helix regularity is correlated to the strengthening of the inter-helical (H3-H2) Asp134-Arg79 salt bridge interaction that, constraining the carrier to a specific conformation, prevents the occurrence of the inter-helical (H3-H5) Asp134-Arg234...
interaction observed in the wild type (Fig. 30 A, B1-B2-B3 and C1-C2-C3). Arg234 and Asp134 are part of the MCF motif and the importance of this salt bridge has been also predicted from revertant studies (30). The loss of the Asp134-Arg234 salt bridge restrains the protein motion and impedes the carrier to undergo the conformational transition necessary for the transport process. The introduction in the H4 helix of the Val180Met mutation restores the H3 helix native features, permitting to re-establish the electrostatic interaction of Asp134 with both Arg79 and Arg234 (Nelson et al., 1998) (Fig. 30 B3 and C3). Val180 residue has been proposed to be in proximity of an ADP/ATP contact point, important for the adenine ring hydrophobic interaction (Robinson and Kunji, 2006). Indeed, the second mutation, increasing the H3 helix flexibility, weakens the Arg79-Asp134 interaction and strength the Asp134-Arg234 salt bridge (Fig. 30 B3 and C3). The recovery of this interaction is crucial not only for the orientation of the substrate in the binding site, but also for the maintenance of the relative position between the three odd-numbered helices (Nury et al., 2006).

The hypothesis formulated by Wang et al. (Wang et al., 2008) is in line with the picture described by the MD analysis, in which the introduction of the helix-breaking proline of the single mutation may induce a loss of plasticity in the carrier structure. The drastic conformational changes occurred may impede the carrier gating function that consequently magnifies the proton-conducting activity intrinsically associated with the carrier (Wang et al., 2008). The presence of an internal flexibility is thus a crucial point for the establishment of the carrier functionality and this work shows that it can be lost or gained with single mutations able to alter long range communications along different protein regions.

7.2 Conclusions of the ATP interaction sites searching the on the ATP/ADP mitochondrial carrier matrix region

In this section my attention has been focused on the matrix carrier region located out of the membrane in order to describe an hypothetical binding site for the ATP$^+$ molecule. The analysis has been carried out both on the X-ray structure and on representative structures extracted from a 20 ns molecular dynamics simulation. This allowed us to relate the data obtained from the two systems in order to understand how the structural sampling due to MD simulation in the absence of the inhibitor is related to the retention or formation of different binding sites for the substrate. 750 docking runs carried
out on the crystal structure clearly show the presence of a unique ATP4-recognition site located on the H1-2 helix and on the M2 loop (Fig. 34 C and Fig. 35), in line with the experimental results, that identify hydrophobic residues flanking Cys159 as putative partners for the interaction with the substrate (Majima et al., 1998). This result indicates that the region that protrudes within the mitochondrial matrix has a preformed recognition site, in spite of the fact that the protein is in a conformation arranged for transport from the cytoplasmic side. Indeed, kinetic experiments show that the protein can form an ADP$^3$-carrier- ATP$^4$ ternary complex during transport (Duyckaerts et al., 1980), suggesting that ATP$^4$ from the matrix side may still bind CATR-bound AAC, although it cannot be transported. Evidence of the existence of a specific binding site for ATP$^4$, comes also from the comparison of the binding free energy obtained in the X-docking of ATP$^4$ and GTP$^4$, respectively. Their values of -2.52 and -8.13 Kcal/mol, respectively, correspond to a difference in their dissociation constants of the order of 104, indicating that the carrier displays a site specific for ATP$^4$. The ATP$^4$ interaction site is formed by three positively charged amino acids (Lys48, Arg59, Lys146), two polar amino acids (Gln43, Gln150), one negatively charged amino acid (Glu63) and a glycine (Gly145). These amino acids determine the binding of the substrate in a unique orientation where the phosphate groups are stabilized by the positively charged residues (Lys48, Arg59, Lys146) (Table 2). The positive residues rigidly anchor the phosphates groups, whilst the base moiety can change its position because it can equally interact with two glutamines (Gln43 and Gln150) located one in front of the other (Table 2 and Fig. 36 A).

This site (site I) is found also in the MD-docking runs, with the same global characteristics and a few important differences (Fig. 32 B). The amino acids composing it are the same as for the X-docking with the exception of Gln49 that replaces Gln43. Some differences are also observed in the 3D arrangement. In detail, in the MD-docking Gln49 is mainly interacting with the phosphates while Gln150 retains its interactions with the purine ring. The other and more notable difference involves Glu63 that is interacting with the sugar, because it is not involved anymore in the electrostatic network that is present in the crystal structure, where it forms an electrostatic triad with Arg59 and Lys146. Rearrangements of salt bridges have been proposed to be important in the transport mechanism (Nelson et al., 1998; Pehey-Peyroula et al., 2003; Nury et al., 2006) and it was proposed to be the triggering mechanism of substrate induced conformational change (Wang and Tajkhorshid, 2008; Dehez et al., 2008; Robinson et al., 2008). Indeed,
significant changes in the salt bridge networks and the formation of cavities at
the level of the matrix region, have been assessed by MD simulation
performed in absence of CATR (Falconi et al., 2006). As can be seen in a
representative snapshot in figure 34B, Glu63 is not bridging the same positive
residues as before and it is now able to make a bond with a more suitable
partner, like the sugar moiety. The different spread in the positioning of the
ATP molecules in the X- and in the MD-docking (Fig. 34 C and D) are due
to the RMSF value of the amino acids interacting with the ligand. In site I
Glu63 and Gln150, that interact with the sugar and the base moiety
respectively, have RMSF value lower than Lys48, Arg59 and Lys146, that
interact with the phosphate. It is worthwhile noticing that, in spite of the
rearrangements of the residues and of the orientation dispersion of the
substrate moieties, site I, found in the crystal structure, is maintained in the
structures extracted from the MD simulation (Fig. 34 C and D).
In the MD-docking a new interacting site, site II, appears that is not mapped in
X-docking (Fig. 34 D). The new site is composed by two positively charged
amino acids (Lys432, Arg243), one polar amino acid (Gln240), one negatively
charged amino acid (Asp247) and one hydrophobic amino acid (Met249). The
physico-chemical characteristics of site II are almost the same as observed in
site I, in fact the phosphates moiety of the substrate is stabilized by the
positively charged amino acids, the basic moiety by the polar and hydrophobic
residues and negatively charged amino acid stabilizes the sugar (Table 2). In
site II there is a variability in the positioning of the phosphate groups that is
even larger for the base, as shown by the bidirectional arrows in figure 34 D,
whose length is proportional to the width of the family conformations, because
of the large degree of fluctuations of the amino acids forming binding site II
(Fig. 36).
The presence in MD-docking of two interacting sites located in two distinct
matrix areas may be related to the tripartite structure of the protein.
Experimental studies have shown that the substrates transport is 1:1 and so the
carrier channel can be crossed by only one molecule at a time (Nury et al.,
2006). This is due to the carrier assembly that doesn’t permit to more than one
molecule to pass through the channel at the same time because of steric
hindrance. Recent studies have highlighted the symmetrical and asymmetrical
conservation of residues in the mitochondrial carrier family (Robinson et al.,
2008), and have identified three symmetrical substrate contact points in the
bottom of the channel and three toward the inter-membrane space, each one
located on a single repeat. Our MD and Docking studies show the occurrence
of two binding sites for the ATP substrate, each one spreading in a region
involving two repeats, residues composing site I being located on repeats 1 and 2, and those composing site II being located on repeats 3 and 1 (Fig. 35). These residues are highly conserved in a large number of sequences, taken from different species that are evolutionary far each from the other (data not shown), supporting the idea of the involvement of these residues in the formation of a conserved ATP\textsuperscript{4}- binding site.

Extending the symmetry considerations on the tripartite sequence and three-dimensional structure of the repeats, a third binding site could be predicted. Instead, in our approach this third binding site could not be detected. Although not supported by experimental data it could also be speculated that the recognition sites here identified could function as regulators of protein activity, as observed in the transport activity of the mitochondrial carrier UCP1, that is regulated by purine nucleotide binding sites on the matrix side (Arechaga et al., 2008).

In conclusion the coupling of molecular dynamics and protein-ligand docking, allowed us to propose for the first time the residues of the bovine mitochondrial ADP/ATP carrier binding the ATP\textsuperscript{4}- substrate in the matrix region (Fig. 34). The molecular docking applied on the c-state X-ray structure of the transporter (Pebey-Peyroula et al., 2003) led us to identify a unique binding site preformed, even if the structure of the protein has been crystallized in a conformation not ready to interact with the substrate in the matrix region. This site is also detected by the docking performed on the structures extracted from a 20 ns MD simulation carried out on the free carrier, where a second binding site also appears, with arrangement and amino acids physical chemical properties similar to the first one (Table 2 and Fig. 36). These findings open the question if the multiple sites act independently or via a concerted mechanism.
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