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Abstract. We investigate stability properties of indirectly damped systems
of evolution equations in Hilbert spaces, under new compatibility assumptions.
We prove polynomial decay for the energy of solutions and optimize our results
by interpolation techniques, obtaining a full range of power-like decay rates.
In particular, we give explicit estimates with respect to the initial data. We
discuss several applications to hyperbolic systems with hybrid boundary con-
ditions, including the coupling of two wave equations subject to Dirichlet and
Robin type boundary conditions, respectively.

1. Introduction. There is no doubt that the interest of the scientific community in
the stabilization and control of systems of partial differential equations has remark-
ably increased, in recent years. This is probably due to the fact that such systems
arise in several applied mathematical models, such as those used for studying the
vibrations of flexible structures and networks (see [19] and references therein), or
fluids and fluid-structure interactions (see, for instance, [8], [9], [16], [22], [28], [32]).

When dealing with systems involving quantities described by several components,
pretending to control or observe all the state variables might be unrealistic. In
applications to mathematical models for the vibrations of flexible structures (see
[3] and [7]), electromagnetism (see, for instance, [21]), or fluid control (see [18] and
the references therein), it may happen that only part of such components can be
observed. This is why it becomes essential to study whether controlling only a
reduced number of state variables suffices to ensure the stability of the full system.

It turns out that certain systems possess an internal structure that compensates
for the aforementioned lack of control variables. Such a phenomenon is referred
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to as indirect stabilization or indirect control (see [29]). An example of indirect stabilization occurs with the hyperbolic system

\[
\begin{aligned}
&\partial_t^2 u - \Delta u + \partial_t u + \alpha v = 0 \quad \text{in } \Omega \times \mathbb{R} \\
&\partial_t^2 v - \Delta v + \alpha u = 0 \quad \text{in } \Omega \times \mathbb{R} \\
&u = 0 = v \quad \text{on } \partial \Omega \times \mathbb{R},
\end{aligned}
\]

where \(\Omega\) is a bounded open domain of \(\mathbb{R}^N\), and the ‘frictional’ term \(\partial_t u\) acts as a stabilizer. Indeed, a general result proved in [4] ensures that, for sufficiently smooth initial conditions and \(|\alpha| > 0\) small enough, the energy of the solution \((u, v)\) of (1) decays to zero at a polynomial rate as \(t \to \infty\).

The above indirect stabilization property holds true for more general systems of partial differential equations, under the compatibility assumption (10) below, see [4]. For applications to problems in mechanical engineering, however, it is extremely important to consider also boundary conditions that fail to satisfy the assumption of [4]. This is the case of Neumann or Robin boundary conditions, which describe different physical situations such as hinged or clamped devices. For instance, let us change the boundary conditions in (1) as follows:

\[
\begin{aligned}
&\partial_t^2 u - \Delta u + \partial_t u + \alpha v = 0 \quad \text{in } \Omega \times \mathbb{R} \\
&\partial_t^2 v - \Delta v + \alpha u = 0 \quad \text{in } \Omega \times \mathbb{R} \\
&u + \frac{\partial u}{\partial \nu} = 0 = v \quad \text{on } \partial \Omega \times \mathbb{R}.
\end{aligned}
\]

Then, as is shown in Proposition 2 below, the compatibility assumption (10) is not satisfied. Nevertheless, in this paper we will prove polynomial stability for system (2), using a new hypothesis which is specially designed to handle boundary conditions as above—that we call hybrid.

More generally, in a real Hilbert space \(H\), with scalar product \(\langle \cdot, \cdot \rangle\) and norm \(|\cdot|\), we shall study the system of evolution equations

\[
\begin{aligned}
&u''(t) + A_1 u(t) + Bu(t) + \alpha v(t) = 0 \\
v''(t) + A_2 v(t) + \alpha u(t) = 0
\end{aligned}
\]

where

\[(H1)\] \(A_i : D(A_i) \subset H \to H \; (i = 1, 2)\) are densely defined closed linear operators such that

\[A_i = A_i^*, \quad \langle A_i u, u \rangle \geq \omega_i |u|^2 \quad \forall u \in D(A_i)\]

for some \(\omega_1, \omega_2 > 0\),

\[(H2)\] \(B\) is a bounded linear operator on \(H\) such that

\[B = B^*, \quad \langle Bu, u \rangle \geq \beta |u|^2 \quad \forall u \in H\]

for some \(\beta > 0\),

\[(H3)\] \(\alpha\) is a real number such that

\[0 < |\alpha| < \sqrt{\omega_1 \omega_2}.
\]

System (3), with the initial conditions

\[
\begin{aligned}
&u(0) = u^0, \quad u'(0) = u^1, \\
v(0) = v^0, \quad v'(0) = v^1
\end{aligned}
\]

System (3), with the initial conditions
can be formulated as a Cauchy problem for a certain first order evolution equation in the product space

\[ \mathcal{H} := D(A_1^{1/2}) \times H \times D(A_2^{1/2}) \times H . \]

More precisely, let us define the energies associated to operators \( A_1, A_2 \) by

\[ E_i(u, p) = \frac{1}{2} \left( |A_i^{1/2}u|^2 + |p|^2 \right) \quad \forall (u, p) \in D(A_i^{1/2}) \times H \ (i = 1, 2) , \quad (5) \]

and the total energy of the system as

\[ \mathcal{E}(U) := E_1(u, p) + E_2(v, q) + \alpha \langle u, v \rangle \quad (6) \]

for every \( U = (u, p, v, q) \in \mathcal{H} \). Then, assumption (H1) yields, for \( i = 1, 2 \),

\[ |u|^2 \leq \frac{2}{\omega_i} \ E_i(u, p) \quad \forall u \in D(A_i^{1/2}), \forall p \in H . \quad (7) \]

Moreover, in view of (H3), for all \( U = (u, p, v, q) \in \mathcal{H} \)

\[ \mathcal{E}(U) \geq \nu(\alpha) \left[ E_1(u, p) + E_2(v, q) \right] , \quad (8) \]

where \( \nu(\alpha) = 1 - |\alpha| (\omega_1 \omega_2)^{-1/2} > 0 \).

Let us introduce the bilinear form on \( \mathcal{H} \)

\[ (U|\hat{U}) = \langle A_1^{1/2}u, A_1^{1/2}\hat{u} \rangle + \langle p, \hat{p} \rangle + \langle A_2^{1/2}v, A_2^{1/2}\hat{v} \rangle + \langle q, \hat{q} \rangle + \alpha \langle u, \hat{v} \rangle + \alpha \langle v, \hat{u} \rangle . \]

Since

\[ (U|U) = 2\mathcal{E}(U) \quad \forall U \in \mathcal{H} , \]

thanks to (8) the above form is a scalar product on \( \mathcal{H} \), and \( \mathcal{H} \) is a Hilbert space with such a product.

Let now \( \mathcal{A} : D(\mathcal{A}) \subset \mathcal{H} \rightarrow \mathcal{H} \) be the operator defined by

\[ \begin{cases} 
D(\mathcal{A}) = D(A_1) \times D(A_1^{1/2}) \times D(A_2) \times D(A_2^{1/2}) \\
\mathcal{A}U = ( p, -A_1u - Bp - \alpha v, q, -A_2v - \alpha u ) \quad \forall U \in D(\mathcal{A}) .
\end{cases} \]

Then, problem (3) takes the equivalent form

\[ \begin{cases} 
U'(t) = \mathcal{A}U(t) \\
U(0) = U_0 := (u^0, u^1, v^0, v^1) .
\end{cases} \quad (9) \]

As will be proved in Lemma 4.2, \( \mathcal{A} \) is a maximal dissipative operator. Then, from classical results (see, for instance, [27]), it follows that \( \mathcal{A} \) generates a \( C_0 \)-semigroup, \( e^{t\mathcal{A}} \), on \( \mathcal{H} \). Also,

\[ e^{t\mathcal{A}}U_0 = (u(t), p(t), v(t), q(t)) , \]

where \( (u, v) \) is the solution of problem (3)-(4), and \( (p, q) = (u', v') \).

In order to introduce our asymptotic analysis of system (3)-(4)—or, equivalently, (9)—let us observe that, as is explained in [4], no exponential stability can be expected. Therefore, weaker decay rates at infinity, such as polynomial ones, are to be sought for. Polynomial decay results for (3) were obtained in [4] assuming that, for some integer \( j \geq 2 \),

\[ |A_1u| \leq c |A_2^{1/2}u| \quad \forall u \in D(A_2^{1/2}) . \quad (10) \]

Similar decay estimates for the case of boundary damping (that is, when operator \( B \) is unbounded) were derived in [2]. Also, we refer the reader to [13], [14] and [31] for indirect stabilization with localized damping, and to [6] for the study of a one-dimensional wave system coupled through velocities.
The asymptotic behavior of wave-like equations and, in particular, the derivation of optimal decay rates for the energy when the geometry of the domain and damping region allow rays to be trapped, have been intensively studied for several decades. For such questions and results, we refer the reader to Lebeau [23] and Burq [17] (and the references therein). In [23], Lebeau considered a locally damped wave equation and proved optimal logarithmic decay rates for the energy, provided that damping is active on a nonempty open set. The proof relies on optimal resolvent estimates for the corresponding infinitesimal generator of the associated semigroup. Later on these results were completed by Burq in [17] in exterior domains, in particular for cases in which rays may be trapped by the obstacle.

Independently, indirect stabilization for symmetric hyperbolic systems was first considered by the first author in [1], and further developed in [2, 4, 5], using energy type methods, together with some new ideas such as the new integral inequality given in Theorem 2.5 (see [1, 4]). In this approach, the purpose is rather to focus on the properties of the data—that is, the operators \(A_1, A_2, B\) and the coupling operator—that allow to transfer the damping action of the feedback to the undamped equation.

Subsequently, indirect stabilization of coupled systems was investigated in [10] and [24]. In [10], resolvent estimates were obtained and spectral analysis was used to prove polynomial decay for (3), covering some of the examples treated in [4]. In [24], where a Riesz basis approach is followed, polynomial decay rates for the energy were derived for a simplified case of coupled system, where operators \(A_1\) and \(A_2\) are supposed to be equal (to \(A\)) and the damping operator is a nonpositive fractional power of \(A\).

More recently, inspired by [23] and [17], and, through [10], by [1, 2, 4], the optimality of spectral-analysis-derived decay rates was shown in [11] and [15], taking into account the asymptotic behavior of the resolvent on the imaginary axis.

In the context of indirect stabilization for coupled systems, we would like to stress the fact that checking the assumptions on the data—\(A_1, A_2, B\) and the coupling operator—that are needed to ensure decay, may be a difficult task. In particular, resolvent estimates may be hard to obtain when \(A_1\) and \(A_2\) do not commute, or damping and coupling operators do not commute with \(A_1\) and \(A_2\). For results in this direction we refer the reader to [1, 2]. The case of localized or boundary damping, together with localized coupling, is analyzed in [5], where \(A_1 = A_2 = A\), but \(B\) and the coupling operator do not commute with \(A\). Moreover, since coupling is localized, the corresponding operator is no longer coercive. This fact generates additional difficulties.

In this paper, we will replace (10) by

\[
D(A_2) \subset D(A_1^{1/2}) \quad \text{and} \quad |A_1^{1/2}u| \leq c|A_2u| \quad \forall u \in D(A_2), \quad (11)
\]

which is satisfied by a large class of systems including (2) as a special case (see Section 5 below). Under such a condition we will show that any solution \(U\) of (9) satisfies the integral inequality

\[
\int_0^T \mathcal{E}(U(t))dt \leq c_1 \sum_{k=0}^4 \mathcal{E}(U^{(k)}(0)) \quad \forall T > 0, \ U_0 \in D(A^4). \quad (12)
\]
Moreover, since the energy of solutions is decreasing in time, (12) implies, in turn, the polynomial decay of order $n$ of $E$, that is,

$$E(U(t)) \leq \frac{c_n}{t^n} \sum_{k=0}^{4n} E(U^{(k)}(0)) \quad \forall t > 0 \quad (13)$$

for all $n \geq 1$ and $U_0 \in D(A^{4n})$ (see Corollary 2 below). Notice that (13) yields, in particular, the strong stability of $e^{tA}$.

The compatibility condition (11) is equivalent to the boundedness of $A_1^{1/2}A_2^{-1}$. Let us point out that this hypothesis is sufficient but not necessary. Such a fact can be observed taking, for example, $A_2 = A_1^\tau$ with $\tau \in (0,1/2)$. In this case, condition (11) is violated, but it is easy to check that condition (10) holds for the smallest integer $j$ such that $j > 2/\tau$. On the other hand, condition (11) is satisfied for all $\tau \geq 1/2$. This example shows that the present results and those of [4] are in some sense complementary—and, for $A_2 = A_1^\tau (\tau \geq 0)$ exactly complementary. One should also note that, for general operators $A_1$ and $A_2$, the two compatibility conditions (10) and (11) do not cover all possible cases.

Passing from polynomial to a general power-like decay estimate is quite natural, once (13) has been established. Indeed, in Section 4, using interpolation theory, we obtain the fractional decay rate

$$E(U(t)) \leq \frac{c_n}{t^{n/4}} \sum_{k=0}^{n} E(U^{(k)}(0)) \quad \forall t > 0 \quad (14)$$

for all $n \geq 1$ and $U_0 \in D(A^n)$ (see Corollary 4 below). Moreover, taking initial data in $(\mathcal{H}, D(A^n))_{\theta,2}$ for any $0 < \theta < 1$, we deduce the continuous decay rate

$$\|U(t)\|^2_{\mathcal{H}} \leq \frac{c_n \theta}{t^{n/4}} \|U_0\|^2_{(\mathcal{H}, D(A^n))_{\theta,2}} \quad \forall t > 0 . \quad (15)$$

Notice that a somewhat comparable result is obtained in [10, Proposition 3.1] using a different technique. In particular, for $n = 1$, (14) implies that, for every $U_0 \in D(A)$, the solution $U$ of problem (9) satisfies

$$E_1(u(t), v(t)) + E_2(v(t), v(t)) \leq \frac{c}{t^{1/4}} \|U_0\|^2_{D(A)} \quad \forall t > 0 , \quad (16)$$

and there exists $c_1 > 0$ such that

$$\|U_0\|^2_{D(A)} \leq c_1 \left(|A_1 u^0|^2 + |A_1^{1/2} u^1|^2 + |A_2 v^0|^2 + |A_2^{1/2} v^1|^2\right).$$

Thus, interpolation theory applied to systems satisfying (11) allows to prove continuous energy decay rates, together with decay rates under explicit smoothness conditions on the initial data. Furthermore, we would like to point out that it also yields stronger results in the framework studied in [4], that is, under condition (10). We describe such applications in Section 6, where we show how to deduce power-like decay rates from the energy estimates of [4], thus recovering, in a more general set-up, related asymptotic estimates that can be obtained by spectral analysis.

Let us now mention some open questions. One interesting problem is to derive optimal decay rates for the energy of an indirectly damped coupled system in geometric situations for which trapped rays may exist for the uncoupled damped equation. More precisely, it would be very interesting to generalize Lebeau’s resolvent analysis in [23] to such coupled systems obtaining optimal energy estimates. In a somewhat different spirit, another open question would be to determine if it is possible to combine the results of [23] and [17] with the techniques developed...
in [2, 4, 5] in order to derive sharp upper decay rates for the energy. In all the examples we discuss in the present work—as well as in [1, 2, 4, 5]—operators $A_1$ and $A_2$ happen to have compact resolvents. It would be very interesting to see if explicit energy decay rates can be derived in different situations. For instance, it would be nice to extend Burq’s approach [17] in order to obtain indirect damping of coupled systems in exterior domains, and prove decay of the local total energy of solutions.

This paper is organized as follows. Section 2 recalls preliminary notions, mainly related to interpolation theory which is so relevant for most of this paper. Section 3 is devoted to our polynomial decay result and its proof. In Section 4, we complete the analysis with estimates in interpolation spaces. In Section 5, we describe several applications to systems of partial differential operators. Finally, in Section 6, we show how to improve the results of [4] by interpolation.

2. Preliminaries. In this section, we introduce the main tools required to deal with interpolation theory between Banach spaces. For a general exposition of this theory the reader is referred to [30] and [26]. Interesting introductions are also given in [12] from the point of view of control theory, and [25] for the specific case of analytic semigroups.

In this section $(X, |\cdot|_X)$ stands for a real Banach space. Let $(Y, |\cdot|_Y)$ be another Banach space. We say that $Y$ is continuously embedded into $X$, and we write $Y \hookrightarrow X$, if $Y \subset X$ and $|x|_X \leq c |x|_Y \quad \forall x \in Y$

for some constant $c > 0$.

We denote by $\mathcal{L}(Y; X)$ the Banach space of all bounded linear operators $T : Y \to X$ equipped with the standard operator norm. If $Y = X$, we refer to such a space as $\mathcal{L}(X)$. For any given subspace $D$ of $X$, we denote by $T|_D$ the restriction of $T$ to $D$.

**Definition 2.1.** Let $(D, |\cdot|_D)$ be a closed subspace of $X$. A subspace $(Y, |\cdot|_Y)$ of $X$ is said to be an interpolation space between $D$ and $X$ if

(a) $D \hookrightarrow Y \hookrightarrow X$, and

(b) for every $T \in \mathcal{L}(X)$ such that $T|_D \in \mathcal{L}(D)$, we have that $T|_Y \in \mathcal{L}(Y)$.

Let $X, D$ be Banach spaces, with $D$ continuously embedded into $X$. For any $\alpha \in (0, 1]$, we denote by $J_\alpha(X, D)$ the family of all subspaces $Y$ of $X$ containing $D$ such that

$$|x|_Y \leq c |x|_D^{\alpha} |x|_X^{1-\alpha} \quad \forall x \in D$$

for some constant $c > 0$.

Let us introduce, for each $x \in X$ and $t > 0$, the quantity

$$K(t,x,X,D) := \inf_{a \in X, b \in D} \left( |a|_X + t |b|_D \right).$$

(17)

Let $0 < \theta < 1$ be fixed. We define

$$(X, D)_{\theta,2} := \left\{ x \in X : \int_0^{+\infty} |t^{-\theta - \frac{1}{2}} K(t,x,X,D)|^2 dt < +\infty \right\}$$

and

$$|x|_{\theta,2}^2 := \int_0^{+\infty} |t^{-\theta - \frac{1}{2}} K(t,x,X,D)|^2 dt.$$
The space \((X, D)_{\theta, 2}\), endowed with the norm \(| \cdot |_{\theta, 2}\), is a Banach space. The reader is referred to [26] for the proof of the following results.

**Theorem 2.2.** Let \(X_1, X_2, D_1, D_2\) be Banach spaces such that \(D_i\) is continuously embedded in \(X_i\), for \(i = 1, 2\). If \(T \in \mathcal{L}(X_1; X_2) \cap \mathcal{L}(D_1; D_2)\), then we have that \(T \in \mathcal{L}((X_1, D_1)_{\theta, 2}; (X_2, D_2)_{\theta, 2})\) for every \(\theta \in (0, 1)\). Moreover,

\[
\|T\|_{\mathcal{L}((X_1, D_1)_{\theta, 2}; (X_2, D_2)_{\theta, 2})} \leq \|T\|_{\mathcal{L}(X_1; X_2)} \|T\|_{\mathcal{L}(D_1; D_2)}^{1-\theta} \|T\|_{\mathcal{L}(D_1; D_2)}^\theta.
\]

Consequently, the space \((X, D)_{\theta, 2}\) belongs to \(J_\theta(X, D)\) for every \(\theta \in (0, 1)\). Let \(\alpha \in [0, 1]\) and denote by \(K_\alpha(X, D)\) the family of all subspaces \((Y, \cdot |_Y)\) of \(X\) containing \(D\) such that

\[
\sup_{t>0, x \in Y} \frac{K(t, x, X, D)}{t^\alpha |x|_Y} < +\infty.
\]

**Theorem 2.3** (Reiteration Theorem). Let \(0 < \theta_0 < \theta_1 < 1\). Fix \(\theta \in [0, 1]\) and set \(\omega = (1-\theta)\theta_0 + \theta\theta_1\).

1. If \(E_i \in K_{\theta_i}(X, D)\), \(i = 0, 1\), then \((E_0, E_1)_{\theta, 2} \subset (X, D)_{\omega, 2}\).
2. If \(E_i \in J_{\theta_i}(X, D)\), \(i = 0, 1\), then \((X, D)_{\omega, 2} \subset (E_0, E_1)_{\theta, 2}\).

Consequently, if \(E_i \in J_{\theta_i}(X, D) \cap K_{\theta_i}(X, D)\), \(i = 0, 1\), then \((E_0, E_1)_{\theta, 2} = (X, D)_{\omega, 2}\), with equivalence between the respective norms.

**Remark 1.** Since \((X, D)_{\theta, 2}\) is contained in \(J_\theta(X, D) \cap K_\theta(X, D)\), for every \(0 < \theta_0, \theta_1 < 1\) we have

\[
((X, D)_{\theta_0, 2}, (X, D)_{\theta_1, 2})_{\theta, 2} = (X, D)_{(1-\theta)\theta_0 + \theta\theta_1, 2}.
\]

Since \(X \in J_\theta(X, D) \cap K_\theta(X, D)\) and \(D \in J_1(X, D) \cap K_1(X, D)\), we also have

\[
(X, (X, D)_{\theta_1, 2})_{\theta, 2} = (X, D)_{\theta, 2}
\]

and

\[
((X, D)_{\theta_0, 2}, D)_{\theta, 2} = (X, D)_{(1-\theta)\theta_0 + \theta\theta_1, 2}.
\]

### 2.1. Interpolation spaces and fractional powers of operators

Let \((H, \langle \cdot, \cdot \rangle)\) be a real Hilbert space, with norm \(| \cdot |\). Let \(A: D(A) \subset H \to H\) be a densely defined closed linear operator on \(H\) such that

\[
\langle Ax, x \rangle \geq \delta |x|^2, \quad \forall x \in D(A)
\]

for some \(\delta > 0\). As usual, we denote by \(A^\theta\) the fractional power of \(A\) for any \(\theta \in \mathbb{R}\) (see, for instance, [12, Chapter 1 - Section 5]), and by \(A^*\) the adjoint of \(A\). We recall that \(A\) is self-adjoint if \(D(A) = D(A^*)\) and \(\langle Ax, y \rangle = \langle x, Ay \rangle\) for every \(x, y \in D(A)\).

For the proof of the following result we refer to [26, Theorem 4.36].

**Theorem 2.4.** Let \(A\) be a self-adjoint operator satisfying (22). Then, for every \(\theta \in (0, 1)\), \(\alpha, \beta \in \mathbb{R}\) such that \(\beta > \alpha \geq 0\),

\[
(D(A^\alpha), D(A^\beta))_{\theta, 2} = D(A^{(1-\theta)\alpha + \theta\beta}).
\]

In particular,

\[
(H, D(A^\beta))_{\theta, 2} = D(A^{\beta \theta}).
\]

We say that \(A\) is an \(m\)-accretive operator if

\[
\begin{cases}
\langle Ax, x \rangle \geq 0 & \forall x \in D(A) \quad \text{(accretivity)} \\
(\lambda I + A)D(A) = H & \text{for some } \lambda > 0 \quad \text{(maximality)}
\end{cases}
\]
Notice that, if the above maximality condition is satisfies for some \( \lambda > 0 \), then the same condition holds for every \( \lambda > 0 \). Moreover, we say that \( A \) is m-dissipative if \( -A \) is m-accretive.

We refer the reader to \cite{26, Section 4.3} for the proof of the next result.

**Proposition 1.** Let \((A, D(A))\) be an m-accretive operator on a Hilbert space \( H \), with \( A^{-1} \) bounded in \( H \). Then for every \( \alpha, \beta \in \mathbb{R} \), \( \beta > \alpha \geq 0 \), \( \theta \in (0, 1) \), \( A \) satisfies (23) and (24). In particular,

\[
D(A^\theta) = (H, D(A))_{\theta, 2} \quad \forall 0 < \theta < 1.
\]

**Corollary 1.** If \( A \) is the infinitesimal generator of a \( C_0 \)-semigroup of contractions on \( H \), with \( A^{-1} \) bounded in \( H \), then \( D(A^m) = (H, D(A^k))_{\theta, 2} \) for every \( k \in \mathbb{N} \), \( \theta \in (0, 1) \) such that \( m = \theta k \) is an integer.

2.2. **An abstract decay result.** We recall an abstract result obtained in \cite{1} in a slightly different form, and in \cite{4, Theorem 2.1} in the current version.

Let \( A : D(A) \subset H \rightarrow H \) be the infinitesimal generator of a \( C_0 \)-semigroup of bounded linear operators on \( H \).

**Theorem 2.5.** Let \( L : H \rightarrow [0, +\infty) \) be a continuous function such that, for some integer \( K \geq 0 \) and some constant \( c \geq 0 \),

\[
\int_0^T L(e^{tA}x)dt \leq c \sum_{k=0}^K L(A^kx) \quad \forall T \geq 0, \forall x \in D(A^K).
\]

Then, for any integer \( n \geq 1 \), any \( x \in D(A^{nK}) \) and any \( 0 \leq s \leq T \)

\[
\int_s^T L(e^{tA}x) \frac{(t-s)^{n-1}}{(n-1)!} dt \leq c^n (1 + K)^{n-1} \sum_{k=0}^{nK} L(e^{sA}A^kx).
\]

If, in addition, \( L(e^{tA}x) \leq L(e^{sA}x) \) for any \( x \in H \) and any \( 0 \leq s \leq t \), then

\[
L(e^{tA}x) \leq c^n (1 + K)^{n-1} \frac{n!}{p^n} \sum_{k=0}^{nK} L(A^kx) \quad \forall t > 0
\]

for any integer \( n \geq 1 \) and any \( x \in D(A^{nK}) \).

3. **Main result.** We are now ready to state and prove the polynomial decay of solutions to weakly coupled systems. In addition to the standing assumptions (H1), (H2), (H3), we will assume that

\[
D(A_2) \subset D(A_1^{1/2}) \quad \text{and} \quad |A_1^{1/2}u| \leq c|A_2u| \quad \forall u \in D(A_2)
\]

for some constant \( c > 0 \). Condition (29) can be formulated in the following equivalent ways.

**Lemma 3.1.** Under assumption (H1) the following properties are equivalent.

(a) Assumption (29) holds.

(b) \( A_1^{1/2}A_2^{-1} \in \mathcal{L}(H) \).

(c) For some constant \( c > 0 \)

\[
|\langle A_1u, v \rangle| \leq c|A_2v|\langle A_1u, u \rangle^{1/2} \quad \forall u \in D(A_1), \forall v \in D(A_2).
\]
Theorem 3.2. Assume that (c)

Proof. The implications (a) ⇔ (b) ⇔ (c) being straightforward, let us proceed to show that (c) ⇒ (a). Consider the Hilbert space $V_1 = D(A_1^{1/2})$ with the scalar product

$$\langle u, v \rangle_{V_1} = \langle A_1^{1/2} u, A_1^{1/2} v \rangle$$

and recall that $D(A_1)$ is a dense subspace of $V_1$. Let $v \in D(A_2)$ and define the linear functional $\phi_v : D(A_1) \to \mathbb{R}$ by

$$\phi_v(u) = \langle A_1^{1/2} u, A_1^{1/2} v \rangle \quad \forall u \in D(A_1).$$

Owing to (c), $\phi_v$ can be extended to a bounded linear functional on $V_1$ (still denoted by $\phi_v$) satisfying $\|\phi_v\| \leq c|A_2 v|$. Therefore, by the Riesz Theorem, there is a unique vector $w \in V_1$ such that

$$\phi_v(u) = \langle A_1^{1/2} u, A_1^{1/2} w \rangle \quad \forall u \in V_1.$$

Hence, $\langle A_1^{1/2} u, (v - w) \rangle = 0$ for all $u \in D(A_1)$, and so $v = w \in V_1$ since $A_1$ is invertible. Moreover, $|A_1^{1/2} v| = |w|_{V_1} \leq c|A_2 v|$.

The main result of this section is the following.

**Theorem 3.2.** Assume (H1), (H2), (H3) and (29). If $U_0 \in D(A^4)$, then the solution $U$ of problem (9) satisfies

$$\int_0^T \mathcal{E}(U(t))dt \leq c_1 \sum_{k=0}^4 \mathcal{E}(U^{(k)}(0)) \quad \forall T > 0$$

for some constant $c_1 > 0$.

The proof of Theorem 3.2 will be given in several steps. First, let us recall that, as showed in [4, Lemma 3.3], system (9) is dissipative. Indeed, under the only assumptions (H1) and (H2), the energy of the solution $U = (u, u', v, v')$ of problem (9) with $U_0 \in D(A)$ satisfies

$$\frac{d}{dt} \mathcal{E}(U(t)) = -|B^{1/2} u'(t)|^2 \quad \forall t \geq 0.$$  (32)

In particular, $t \mapsto \mathcal{E}(U(t))$ is nonincreasing on $[0, \infty)$.

**Corollary 2.** Assume (H1), (H2), (H3) and (29).

(a) If $U_0 \in D(A^{4n})$ for some integer $n \geq 1$, then the solution $U$ of problem (9) satisfies

$$\mathcal{E}(U(t)) \leq \frac{c_n}{\ell^n} \sum_{k=0}^{4n} \mathcal{E}(U^{(k)}(0)) \quad \forall t > 0$$

for some constant $c_n > 0$.

(b) For every $U_0 \in \mathcal{H}$ we have

$$\mathcal{E}(U(t)) \to 0 \quad \text{as} \quad t \to +\infty.$$  

**Proof.** Statement (a) follows by combining the dissipation relation (32), Theorem 3.2, and Theorem 2.5. To prove part (b), we fix $U_0 \in \mathcal{H}$ and consider a sequence $(U_0^n)_{n \in \mathbb{N}}$ such that $U_0^n \in D(A^{4n})$ for every $n \geq 1$ and $U_0^n \to U_0$ in $\mathcal{H}$ for $n \to +\infty$. We set $U^n(t) = e^{tA}U_0^n$ and $U(t) = e^{tA}U_0$ for $t \geq 0$. Then, by linearity and the contraction property of $(e^{tA})_{t \geq 0}$, we have

$$\|U^n(t) - U(t)\| \leq \|U_0^n - U_0\|, \quad \forall t \geq 0, n \in \mathbb{N}.$$
Therefore, recalling the definition of $E$, we deduce that $E(U^n(\cdot))$ converges to $E(U(\cdot))$ as $n \to +\infty$, uniformly on $[0, \infty)$. Since, for any fixed $n \in \mathbb{N}$, $E(U^n(t))$ converges to 0 as $t \to \infty$, we easily obtain the conclusion.

We now proceed with the proof of Theorem 3.2. Hereafter, $C$ will denote a generic positive constant, independent of $\alpha$. To begin with, let us recall that, thanks to [4, Lemma 3.4], the solution of (9) with $U_0 \in D(A)$ verifies

$$
\int_0^T E(U(t))dt \leq \int_0^T |v'(t)|^2 dt + C E(U(0))
$$

for some constant $C \geq 0$ and every $T \geq 0$. Hence, the main technical point of the proof is to bound the right-hand side of (34) by the total energy of $U$ (and a finite number of its derivatives) at 0.

**Lemma 3.3.** Let $U = (u, u', v, v')$ be the solution of problem (9) with $U_0 \in D(A)$. Then

$$
\int_0^T |A_1^{-1/2}v|^2 dt \leq C \int_0^T |A_2^{-1/2}u|^2 dt + \frac{C}{\alpha^2} \left[ E(U(0)) + E(U'(0)) \right].
$$

**Proof.** Rewrite (9) as system (3) to obtain

$$
\int_0^T \langle u'' + A_1 u + B u' + \alpha v, A_1^{-1}v \rangle dt - \int_0^T \langle v'''' + A_2 v + \alpha u, A_2^{-1}u \rangle dt = 0.
$$

Hence, by straightforward computations,

$$
\alpha \int_0^T |A_1^{-1/2}v|^2 dt \leq \alpha \int_0^T |A_2^{-1/2}u|^2 dt
$$

$$
- \int_0^T \langle Bu', A_1^{-1}v \rangle dt + \int_0^T \left[ \langle u'''' - A_1^{-1}u, A_2^{-1}u \rangle - \langle u'''' - A_1^{-1}u, A_2^{-1}u \rangle \right] dt.
$$

Integration by parts transforms the last inequality into

$$
\alpha \int_0^T |A_1^{-1/2}v|^2 dt \leq \alpha \int_0^T |A_2^{-1/2}u|^2 dt - \int_0^T \langle A_1^{-1/2}Bu', A_1^{-1/2}v \rangle dt
$$

$$
+ \int_0^T \left[ \langle A_1^{-1/2}v, A_1^{1/2}A_2^{-1}u'' \rangle - \langle A_1^{-1/2}u, A_1^{-1/2}v'' \rangle \right] dt
$$

$$
- \left[ \langle v', A_1^{-1}u \rangle - \langle v, A_2^{-1}u \rangle \right]_0^T.
$$

We now proceed to bound the right-hand side of (36). We have

$$
\left| \int_0^T \langle A_1^{-1/2}Bu', A_1^{-1/2}v \rangle dt \right| \leq \frac{\alpha}{4} \int_0^T |A_1^{-1/2}v|^2 dt + \frac{C}{\alpha} \int_0^T |B^{1/2}u'|^2 dt.
$$

Similarly, thanks to assumption (29) and the fact that $B$ is positive definite,

$$
\left| \int_0^T \langle A_1^{-1/2}v, A_1^{1/2}A_2^{-1}u'' \rangle dt \right| \leq \frac{\alpha}{4} \int_0^T |A_1^{-1/2}v|^2 dt + \frac{C}{\alpha} \int_0^T |B^{1/2}u'|^2 dt.
$$

Also,

$$
\left| \int_0^T \langle A_1^{-1/2}u', A_1^{-1/2}v \rangle dt \right| \leq \frac{\alpha}{4} \int_0^T |A_1^{-1/2}v|^2 dt + \frac{C}{\alpha} \int_0^T |B^{1/2}u'|^2 dt.
$$
Finally, observe that the last term in (36) can be bounded as follows
\[
\left| \langle v', A_2^{-1} u \rangle - \langle v, A_2^{-1} u' \rangle \right|^T_0 \leq C \mathcal{E}(U(0)).
\]
Combining the above estimates with (36), we obtain
\[
\int_0^T |A_1^{-1/2} v|^2 dt \leq C \int_0^T |A_2^{-1/2} u|^2 dt + \frac{C}{\alpha^2} \int_0^T \left[ |B^{1/2} u'|^2 + |B^{1/2} u''|^2 \right] dt.
\]
The conclusion follows from the above inequality and the dissipation identity (32) applied to \( u \) and \( u' \).

**Lemma 3.4.** Let \( U = (u, u', v, v') \) be the solution of problem (9) with \( U_0 \in D(A) \).
Then
\[
\int_0^T |v|^2 dt \leq C \alpha^2 \int_0^T |u|^2 dt + \frac{C}{\alpha^2} \sum_{k=1}^3 \mathcal{E}(U^{(k)}(0)). \tag{37}
\]

**Proof.** Since \( \langle v'' + A_2 v + \alpha u, A_2^{-1} v \rangle = 0 \), integrating over \([0, T]\) we have
\[
\int_0^T |v|^2 dt = -\alpha \int_0^T \langle v, A_2^{-1} u \rangle dt - \int_0^T \langle v'', A_2^{-1} v \rangle dt. \tag{38}
\]
The last term in the above identity can be bounded using assumption (29) and Lemma 3.1 as follows
\[
\left| \int_0^T \langle v'', A_2^{-1} v \rangle dt \right| = \left| \int_0^T \langle A_1^{-1/2} v'', A_1^{1/2} A_2^{-1} v \rangle dt \right| \leq \frac{1}{4} \int_0^T |v|^2 dt + C \int_0^T |A_1^{-1/2} v''|^2 dt. \tag{39}
\]
Now, applying (35) to \( v'' \) and (32) to \( u' \), we obtain
\[
\int_0^T |A_1^{-1/2} v''|^2 dt \leq C \int_0^T |A_1^{-1/2} u''|^2 dt + \frac{C}{\alpha^2} \left[ \mathcal{E}(U''(0)) + \mathcal{E}(U'''(0)) \right] \leq C \mathcal{E}(U'(0)) + \frac{C}{\alpha^2} \left[ \mathcal{E}(U''(0)) + \mathcal{E}(U'''(0)) \right]. \tag{40}
\]
On the other hand,
\[
\left| \alpha \int_0^T \langle v, A_2^{-1} u \rangle dt \right| \leq \frac{1}{4} \int_0^T |v|^2 dt + C \alpha^2 \int_0^T |u|^2 dt. \tag{41}
\]
The conclusion follows combining (38), . . . , (41).

Let us now complete the proof of Theorem 3.2.

**Proof of Theorem 3.2.** To prove (31) it suffices to apply (37) to \( v' \) and use the resulting estimate to bound the right-hand side of (34). Since \( B \) is positive definite, the conclusion follows by the dissipation identity (32).
Remark 2. (i) Similar results can be obtained for systems of equations coupled with different coefficients, such as

\[
\begin{align*}
    u''(t) + A_1 u(t) + B u'(t) + \alpha_1 v(t) &= 0 \\
    v''(t) + A_2 v(t) + \alpha_2 u(t) &= 0.
\end{align*}
\]

(42)

In this case, \((H3)\) should be replaced with \((H3')\) \(\alpha_1, \alpha_2\) are two real numbers such that \(0 < \alpha_1 \alpha_2 < \omega_1 \omega_2\).

Let us explain how to adapt our approach to the case of \(\alpha_1 \neq \alpha_2\), when \(\alpha_1, \alpha_2 > 0\). The total energy is defined by

\[ E(U) := \alpha_2 E_1(u, p) + \alpha_1 E_2(v, q) + \alpha_1 \alpha_2 \langle u, v \rangle, \]

where \(E_1\) and \(E_2\) are the energies of the two components, defined in (5). Moreover, for each \(U \in \mathcal{H}\),

\[ E(U) \geq \nu(\alpha_1, \alpha_2) \left[ \alpha_2 E_1(u, p) + \alpha_1 E_2(v, q) \right], \]

with \(\nu(\alpha_1, \alpha_2) = 1 - (\alpha_1 \alpha_2)^{1/2}(\omega_1 \omega_2)^{-1/2} > 0\). Finally, for each \(U_0 \in D(A)\), the solution \(U(t) = (u(t), p(t), v(t), q(t))\) of the first order evolution equation associated with system (42) satisfies

\[
\frac{d}{dt} E(U(t)) = -\alpha_2 |B^{1/2} u'(t)|^2 \quad \forall t \geq 0.
\]

(43)

In particular, \(t \mapsto E(U(t))\) is nonincreasing on \([0, \infty)\). From this point, reasoning as in the above proof, the reader can easily derive the conclusion of Theorem 3.2.

(ii) Another interesting situation occurs when \(\alpha_1 = 0\), that is, when the first equation of system (42) is damped, whereas the second component is undamped and weakly coupled with the first one. In this case there is no hope to stabilize the full system by one single feedback. Indeed, let \(A_1 = A_2 =: A\) and consider the sequence of positive eigenvalues \((\omega_k)_{k \geq 1}\) of \(A\), satisfying \(\omega_k \to +\infty\), with associated eigenspaces \((Z_k)_{k \geq 1}\). Moreover, let \(B = 2\beta I\), with \(0 < \beta < \sqrt{\omega_1}\), and \(\lambda_k = \sqrt{\omega_k - \beta^2}\). Then, the equation

\[ u''(t) + Au(t) + 2\beta u'(t) = 0 \]

(44)

with initial conditions

\[ u(0) = u^0 = \sum_{k \geq 1} u_k^0, \quad u'(0) = u^1 = \sum_{k \geq 1} u_k^1, \]

where \(u_k \in Z_k\) for every \(k \geq 1\), \((i = 1, 2)\), admits the solution

\[
u(t) = e^{-\beta t} \sum_{k \geq 1} \left[ u_k^0 \cos(\lambda_k t) + \frac{u_k^1 + \beta u_k^0}{\lambda_k} \sin(\lambda_k t) \right].
\]

In particular, choosing \(u^0 \in Z_1\) and \(u^1 \in Z_1\), we have that \(u(t)\) lies in \(Z_1\) for every \(t \geq 0\). On the other hand, the solution to

\[ u''(t) + Av(t) + \alpha u(t) = 0 \]

(45)

is coupled with (44) only in the component in \(Z_1\), while it is conservative in \(Z_1^\perp\). More precisely, writing \(v(t) = v_1(t) + v_2(t) \in Z_1 + Z_1^\perp\), equation (45) implies that

\[
\begin{align*}
    v''_1(t) + \omega_1 v_1(t) + \alpha u(t) &= 0 \\
    v''_2(t) + Av_2(t) &= 0.
\end{align*}
\]

(46)
Therefore, taking \( v(0) = v^0 \notin Z_1 \) and \( v'(0) = v^1 \notin Z_1 \),
\[
E(v_2(t), v'_2(t)) = \frac{1}{2} \left( |v'_2(t)|^2 + \langle Av_2(t), v_2(t) \rangle \right) = E(v(0), v'(0)) > 0
\]
for all \( t \geq 0 \). So, system (42) is not stabilizable.

4. **Results with data in interpolation spaces.** When the initial data belong to an interpolation space between \( \mathcal{H} \) and the domain of a power of \( \mathcal{A} \) we can improve Corollary 2 as follows.

**Theorem 4.1.** Assume (H1), (H2), (H3) and (29). If \( U_0 \in (\mathcal{H}, D(\mathcal{A}^n))_{\theta,2} \) for some \( n \geq 1 \) and \( 0 < \theta < 1 \), then the solution \( U \) of problem (9) satisfies
\[
\|U(t)\|_{\mathcal{H}}^2 \leq \frac{c_{n,\theta}}{t^{2n}} \|U_0\|_{(\mathcal{H}, D(\mathcal{A}^n))_{\theta,2}}^2 \quad \forall t > 0
\]
for some constant \( c_{n,\theta} > 0 \).

**Proof.** The proof easily follows from the interpolation results recalled in Section 2 applied to the operator \( \Lambda_t : \mathcal{H} \to \mathcal{H} \) defined by
\[
\Lambda_t(U_0) = e^{tA}U_0 \in \mathcal{H}
\]
for each \( U_0 \in \mathcal{H} \). \( \square \)

Although \( (\mathcal{H}, D(\mathcal{A}^n))_{\theta,2} \) is usually difficult to identify explicitly, we can single out important special cases where such an identification is possible. We need a preliminary result.

**Lemma 4.2.** The operator \( \mathcal{A} : D(\mathcal{A}) \to \mathcal{H} \) is invertible, with \( \mathcal{A}^{-1} \) bounded. Moreover, \( \mathcal{A} \) is \( m \)-dissipative (thus, \( \mathcal{A} \) generates a \( C_0 \)-semigroup of contractions on \( \mathcal{H} \)).

**Proof.** For any \( U = (u, p, v, q) \), \( \hat{U} = (\hat{u}, \hat{p}, \hat{v}, \hat{q}) \in \mathcal{H} \), the identity \( \mathcal{A}U = \hat{U} \) is equivalent to
\[
p = \hat{u}, \quad -A_1u - Bp - \alpha v = \hat{p}, \quad q = \hat{v}, \quad -A_2v - \alpha u = \hat{q}.
\]
Hence, \( p = \hat{u} \in D(A_1^{1/2}), q = \hat{v} \in D(A_2^{1/2}) \). So, in order to compute \( \mathcal{A}^{-1} \) it suffices to solve the system
\[
\begin{cases} 
A_1u + \alpha v = f \\
A_2v + \alpha u = g,
\end{cases} \tag{48}
\]
for suitably chosen \( f, g \in \mathcal{H} \). Since \( I - \alpha^2 A_1^{-1} A_2^{-1} \) is invertible thanks to (H3), it is easy to check that (48) admits the solution
\[
\begin{cases} 
\hat{u} = (I - \alpha^2 A_1^{-1} A_2^{-1})^{-1} A_1^{-1}(f - \alpha A_2^{-1}g) \in D(A_1) \\
\hat{v} = A_2^{-1}(g - \alpha \hat{u}) \in D(A_2)
\end{cases}
\]
Thus, \( \mathcal{A} \) is invertible, and \( \mathcal{A}^{-1} \) is bounded. Moreover, \( \mathcal{A} \) is dissipative, since
\[
\langle \mathcal{A}U|U \rangle \leq -\langle Bp, p \rangle H \leq -\beta|p|^2_H \leq 0 \quad \forall U \in D(\mathcal{A})
\]
In addition, it is easy to check that there exists \( \lambda > 0 \) such that the range of \( \lambda I - \mathcal{A} \) equals \( \mathcal{H} \). Thus, by the Lumer-Phillips Theorem (see, e.g., [27, Theorem 4.3]), \( \mathcal{A} \) generates a \( C_0 \)-semigroup of contractions on \( \mathcal{H} \). \( \square \)

Applying Corollary 1, we obtain the following result.

**Corollary 3.** If \( \theta k = m \), for some \( 0 < \theta < 1 \) and \( k, m \in \mathbb{N} \), then
\[
D(\mathcal{A}^m) = (\mathcal{H}, D(\mathcal{A}^k))_{\theta,2}.
\]
Remark 3. In particular, let us take \( k = 4n \ (n \geq 1) \) and \( \theta_j = \frac{1}{4n} \) for \( j = 1, \ldots, 4n - 1 \). Then, (49) yields
\[
(\mathcal{H}, D(A^{4n}))_{\theta_j,2} = D(A^j) \quad (j = 1, \ldots, 4n - 1).
\]
Thus, applying Theorem 4.1 to the above values of \( \theta_j \), one can show that, if \( U_0 \in D(A^j) \), then the associated solution \( U(t) \) of problem (9) satisfies
\[
\|U(t)\|_{\mathcal{H}}^2 \leq \frac{c_{n,j}}{t^{n/4}} \|U_0\|^2_{D(A^j)} \quad \forall t > 0
\]
for some constant \( c_{n,j} > 0 \). Moreover, we claim that \( c_{n,j} \) can be chosen independent of \( n \). Indeed, since \( j \neq 4n \), one can take the smallest positive \( n_j \) such that \( j < 4n_j \), and use (50) with \( \theta_j = j/(4n_j) \) to conclude that \( c_{n,j} = c_j \). As already mentioned in the introduction, this result can be compared with the one in [10, Proposition 3.1], which was obtained by a different method.

Corollary 4. Assume \( (H1), (H2), (H3) \) and (29).

i) If \( U_0 \in D(A^n) \) for some \( n \geq 1 \), then the solution of (9) satisfies
\[
E(U(t)) \leq \frac{c_n}{t^{n/4}} \sum_{k=0}^n E(U^{(k)}(0)) \quad \forall t > 0
\]
for some constant \( c_n > 0 \).

ii) If \( U_0 \in (\mathcal{H}, D(A^n))_{\theta,2} \) for some \( n \geq 1 \) where \( 0 < \theta < 1 \), then the solution of (9) satisfies
\[
\|U(t)\|_{\mathcal{H}}^2 \leq \frac{c_n,\theta}{t^{n\theta/4}} \|U_0\|^2_{(\mathcal{H}, D(A^n))_{\theta,2}} \quad \forall t > 0
\]
for some constant \( c_{n,\theta} > 0 \).

iii) If \( U_0 \in D((-A)^\theta) \) for some \( 0 < \theta < 1 \), then the solution of problem (9) satisfies
\[
\|U(t)\|_{\mathcal{H}}^2 \leq \frac{c_\theta}{t^{\theta/4}} \|U_0\|^2_{D((-A)^\theta)} \quad \forall t > 0
\]
for some constant \( c_\theta > 0 \).

Proof. Points i) and ii) derive from Corollary 2 and following the proof of Theorem 4.1, thanks to Remark 3. In order to prove point iii), first we deduce from Lemma 4.2 that \(-A\) is invertible with bounded inverse. Moreover, it is m-accretive on \( \mathcal{H} \), hence (25) yields
\[
(\mathcal{H}, D(A))_{\theta,2} = (\mathcal{H}, D(-A))_{\theta,2} = D((-A)^\theta)
\]
for every \( 0 < \theta < 1 \). The conclusion follows applying ii) with \( n = 1 \).

Under further assumptions, the norm in \((\mathcal{H}, D(A))_{\theta,2}\) can be given a more explicit form. For this purpose, for each \( k \geq 0 \) consider the space
\[
\mathcal{H}_k = D(A_1^{(k+1)/2}) \times D(A_1^{k/2}) \times D(A_2^{(k+1)/2}) \times D(A_2^{k/2}).
\]
We recall the following result (see [4, Lemma 3.1]).

Lemma 4.3. Assume \( (H1) \), and \( (H2) \). Let \( n \geq 1 \) be such that
\[
BD(A_1^{(k+1)/2}) \subset D(A_1^{k/2}) \quad (54)
\]
\[
D(A_1^{(k/2)+1}) \subset D(A_1^{k/2}) \quad (55)
\]
\[
D(A_2^{(k/2)+1}) \subset D(A_1^{k/2}) \quad (56)
\]
for every integer $k$ satisfying $0 < k \leq n - 1$. (no assumption is made if $n = 1$). Then $H_k \subset D(A^k)$ for every $0 \leq k \leq n$.

In [4], it is also shown that $H_k = D(A^k)$ for every $0 \leq k \leq n$, provided (55) and (56) are replaced by the stronger assumptions

\[
D(A^{(k+1)/2}) \subset D(A_k^{1/2}) \\
D(A_2^{(k+1)/2}) \subset D(A_1^{1/2})
\]

for every $0 < k \leq n - 1$.

Let $0 < \theta < 1$ and $k \geq 1$ be fixed. As a direct consequence of Theorem 2.2, choosing appropriate spaces and operator $T$, one can show that, if $H_k$ is contained in $D(A^k)$, then $(H, H_k)_{\theta, 2}$ is contained in $(H, D(A^k))_{\theta, 2}$. Moreover, $(H, H_k)_{\theta, 2}$ equals

\[
H_{k, \theta} := (D(A_1^{1/2}), D(A_1^{(k+1)/2}))_{\theta, 2} \times (H, D(A_1^{1/2}))_{\theta, 2} \times (D(A_1^{(k+1)/2}), D(A_2^{(k+1)/2}))_{\theta, 2} \times (H, D(A_2^{1/2}))_{\theta, 2}.
\]

Notice that, since $A_i$ is self-adjoint and (22) holds for $i = 1, 2$, applying Theorem 2.4 we have, for every $0 \leq \alpha < \beta$ ($i = 1, 2$),

\[
(D(A_1^\alpha), D(A_2^\beta))_{\theta, 2} = D(A_i^{(1-\theta)\alpha + \theta\beta}).
\]

Therefore, $H_{k, \theta}$ equals $D(A_2^{1/2}) \times D(A_1^{1/2}) \times D(A_2^{1/2} + \frac{k}{2}) \times D(A_1^{1/2} + \frac{k}{2})$.

Observing that, for initial data in $H_{n, \theta}$, we can bound (above and below) the norm of $U_0$ by the norms of its components, we have the following.

**Corollary 5.** Assume (H1), (H2), (H3) and (20).

1) If $H_n \subset D(A^n)$ for some $n \geq 2$, then for each $U_0 \in H_n$, the solution $U$ of problem (9) satisfies

\[
\|U(t)\|_{H_n}^2 \leq \frac{c_n}{\theta^n |t|} \|U_0\|_{H_n}^2 \quad \forall t > 0
\]

for some constant $c_n > 0$, where

\[
\|U_0\|_{H_n}^2 = |u_0|_{D(A^{1/2})}^2 + |u_1|_{D(A^{1/2})}^2 + |v_0|_{D(A^{1/2})}^2 + |v_1|_{D(A^{1/2})}^2.
\]

2) Let $n \geq 1$ and $0 < \theta < 1$ be fixed. If $H_n \subset D(A^n)$, then for every $U_0 \in H_{n, \theta}$ the solution $U$ of (9) satisfies

\[
\|U(t)\|_{H_n, \theta}^2 \leq \frac{c_{n, \theta}}{\theta^n |t|} \|U_0\|_{H_n, \theta}^2 \quad \forall t > 0
\]

for some constant $c_{n, \theta} > 0$, with

\[
\|U_0\|_{H_n, \theta}^2 = |u_0|_{D(A^{1/2})}^2 + |u_1|_{D(A^{1/2})}^2 + |v_0|_{D(A^{1/2})}^2 + |v_1|_{D(A^{1/2})}^2,
\]

where $\asymp$ stands for the equivalence between norms.

5. Applications to PDEs. In this section we describe some examples of systems of partial differential equations that can be studied by the results of this paper, but fail to satisfy the compatibility condition (10). We will hereafter denote by $\Omega$ a bounded domain in $\mathbb{R}^N$ with a sufficiently smooth boundary $\Gamma$. For $i = 1, \ldots, N$ we will denote by $\partial_i$ the partial derivative with respect to $x_i$ and by $\partial_t$ the derivative with respect to the time variable. We will also use the notation $H^k(\Omega), H^k_0(\Omega)$ for the usual Sobolev spaces with norm

\[
\|u\|_{k, \Omega} = \left[ \int_\Omega \sum_{|\alpha| \leq k} |D^\alpha u|^2 dx \right]^{\frac{1}{2}},
\]
where we have set $D^p = \partial_1^{p_1} \cdots \partial_N^{p_N}$ for any multi-index $p = (p_1, \ldots, p_N)$. Finally, we will denote by $C_\Omega > 0$ the largest constant such that Poincaré’s inequality

$$C_\Omega \|u\|_{0,\Omega}^2 \leq \|\nabla u\|_{0,\Omega}^2$$  \hspace{1cm} (59)

holds true for any $u \in H_0^1(\Omega)$. To avoid too many notation, we denote in the same way the constant $C_\Omega$ such that

$$C_\Omega \|u\|_{0,\Omega}^2 \leq \|\nabla u\|_{0,\Omega}^2 + \|u\|_{0,\Gamma}^2,$$

for all $u \in H^1\Omega$. In the following examples we take $H = L^2(\Omega)$, $B = \beta I$.

**Example 5.1.** Let $\beta, \lambda > 0$, $\alpha \in \mathbb{R}$, and consider the problem

$$\begin{cases}
\partial_t^2 u - \Delta u + \beta \partial_t u + \lambda u + \alpha v = 0 & \text{in } \Omega \times (0, +\infty) \\
\partial_t^2 v - \Delta v + \alpha u = 0
\end{cases}$$  \hspace{1cm} (61)

with boundary conditions

$$\frac{\partial u}{\partial \nu}(\cdot, t) = 0 \text{ on } \Gamma, \quad v(\cdot, t) = 0 \text{ on } \Gamma \quad \forall t > 0$$  \hspace{1cm} (62)

and initial conditions

$$\begin{cases}
u(x, 0) = u^0(x) & u'(x, 0) = u^1(x) \\
v(x, 0) = v^0(x) & v'(x, 0) = v^1(x)
\end{cases} \quad x \in \Omega.$$  \hspace{1cm} (63)

The above system can be rewritten in abstract form taking

$$D(A_1) = \left\{ u \in H^2(\Omega) : \frac{\partial u}{\partial \nu} = 0 \text{ on } \Gamma \right\}, \quad A_1 u = -\Delta u + \lambda u,$$

$$D(A_2) = H^2(\Omega) \cap H_0^1(\Omega), \quad A_2 v = -\Delta v.$$  \hspace{1cm} (64)

Notice that, in order to verify assumption $(H3)$, we shall choose $\alpha$ such that $0 < |\alpha| < (C_\Omega(C_\Omega + \lambda))^{1/2}$. Then,

$$|\langle A_1 u, v \rangle| = \left| \int_\Omega \nabla u \nabla v \, dx + \lambda \int_\Omega uv \, dx \right|$$

$$\leq \left( \int_\Omega |\nabla u|^2 \, dx \right)^{1/2} \left( \int_\Omega |\nabla v|^2 \, dx \right)^{1/2} + \lambda \left( \int_\Omega u^2 \, dx \right)^{1/2} \left( \int_\Omega v^2 \, dx \right)^{1/2}$$

$$\leq c \langle A_1 u, u \rangle^{1/2} |A_2 v|,$$

where we have used the coercivity of $A_2$ and the well-known inequality

$$\int_\Omega [v^2 + |\nabla v|^2] \, dx \leq c \int_\Omega |\Delta v|^2 \, dx \quad \forall v \in H^2(\Omega) \cap H_0^1(\Omega).$$

Since condition $(30)$ is fulfilled, we get the following conclusions.

i) If $(u^0, u^1, v^0, v^1) \in D(A_1) \times D(A_1^{1/2}) \times D(A_2) \times D(A_2^{1/2})$, then the solution $U$ of problem $(61)$-(62)-(63) satisfies

$$E_1(u(t), u'(t)) + E_2(v(t), v'(t)) \leq c \frac{1}{t^{1/2}} \|U_0\|_{D(A)}^2 \quad \forall t > 0$$  \hspace{1cm} (65)

for some constant $c > 0$. Moreover, there exists $c_1 > 0$ such that

$$\|U_0\|^2_{D(A)} \leq c_1 \left( \|u^0\|^2_{2,\Omega} + \|u^1\|^2_{1,\Omega} + \|v^0\|^2_{2,\Omega} + \|v^1\|^2_{1,\Omega} \right).$$
ii) By point ii) of Corollary 4, if \( U_0 \in (\mathcal{H}, D(A^{n}))_{\theta, 2} \) for some \( 0 < \theta < 1, \, n \geq 1 \), then the solution of (61)-(62)-(63) satisfies
\[
E_1(u(t), u'(t)) + E_2(v(t), v'(t)) \leq \frac{c_{\theta, \beta}}{t^{n\theta/2}} \| U_0 \|^2_{(\mathcal{H}, D(A^{n}))_{\theta, 2}}
\]
for every \( t > 0 \) and some constant \( c_{\theta, \beta} > 0 \). Moreover, point iii) of Corollary 4 ensures that, if \( U_0 \in D((-A)^{\theta}) \) for some \( 0 < \theta < 1 \), then
\[
E_1(u(t), u'(t)) + E_2(v(t), v'(t)) \leq \frac{c_{\theta}}{t^{n/4}} \| U_0 \|^2_{D((-A)^{\theta})} \quad \forall t > 0
\]
for some constant \( c_{\theta} > 0 \).

Of interest is the case when an operator fulfills different boundary conditions on proper subsets of \( \Gamma \). For instance, let \( \Gamma \) be an open subset of \( \Gamma \) (with respect to the topology of \( \Gamma \)) and set \( \Gamma_1 = \Gamma \setminus \Gamma_0 \). We assume that \( \Gamma_0 \cap \Gamma_1 = \emptyset \). Consider the system (61) with boundary conditions
\[
u(t) = 0 \quad \forall t > 0
\]
and initial conditions (63). Let us set
\[
D(A_1) = \left\{ u \in H^2(\Omega) : u = 0 \quad \text{on} \ \Gamma_0, \quad \frac{\partial u}{\partial \nu} = 0 \quad \text{on} \ \Gamma \setminus \Gamma_0 \right\},
\]
\[
A_1 u = -\Delta u.
\]
Then, \(|\langle A_1 u, v \rangle| \leq c \langle A_1 u, u \rangle^{1/2} |A_2 v| \). So, for \( 0 < |\alpha| < (C_{\alpha}(C_{\alpha} + \lambda))^{1/2} \), condition (29) is fulfilled, and the same conclusions i) - ii) hold for problem (61)-(68)-(63).

**Example 5.2.** Another interesting situation occurs while coupling two equations of different orders. Let \( \beta, \lambda > 0, \ \alpha \in \mathbb{R} \), and consider the system
\[
\begin{cases}
\partial_t^2 u + \Delta^2 u + \lambda u + \beta \partial_t u + \alpha v = 0 & \text{in } \Omega \times (0, +\infty) \\
\partial_t^2 v - \Delta v + \alpha u = 0 & \text{in } \Omega \times (0, +\infty)
\end{cases}
\]
with boundary conditions
\[
\Delta u(\cdot, t) = 0 = \frac{\partial \Delta u(\cdot, t)}{\partial \nu} \quad \text{on} \ \Gamma, \ \quad v(\cdot, t) = 0 \quad \text{on} \ \Gamma \quad \forall t > 0
\]
and initial conditions (63). Define
\[
D(A_1) = \left\{ u \in H^4(\Omega) : \Delta u = 0 = \frac{\partial \Delta u}{\partial \nu} \quad \text{on} \ \Gamma \right\}, \quad A_1 u = \Delta^2 u + \lambda u, \quad D(A_2) = H^2(\Omega) \cap H^1_0(\Omega), \quad A_2 v = -\Delta v.
\]
Suppose \( 0 < |\alpha| < \lambda^{1/2} C_{\alpha}^{1/2} \), as required by (H3). Observing that, for any \( u \in D(A_1) \) and \( v \in D(A_2) \),
\[
|\langle A_1 u, v \rangle| = \left| \int_{\Omega} \Delta u \Delta v \, dx + \lambda \int_{\Omega} \partial_t u v \, dx \right| \leq c \langle A_1 u, u \rangle^{1/2} |A_2 v|,
\]
we conclude that condition (30) is fulfilled. So, for every \( U_0 \in D(A) \), the solution \( U \) of problem (69)-(70)-(63) satisfies
\[
E_1(u(t), u'(t)) + E_2(v(t), v'(t)) \leq \frac{c}{t^{n/4}} \| U_0 \|_{D(A)}^2 \quad \forall t > 0
\]
for some constant \( c > 0 \). Moreover, there exists \( c_1 > 0 \) such that
\[
\| U_0 \|_{D(A)}^2 \leq c_1 \left( \| u_0 \|_{4, \Omega}^2 + \| u_1 \|_{2, \Omega}^2 + \| v_0 \|_{2, \Omega}^2 + \| v_1 \|_{1, \Omega}^2 \right).
\]
Note that we give in Example 6.3 another set of boundary conditions for the same symbols for the operators. It is interesting to see that both examples are treated for different classes of compatibility conditions, namely the present example satisfies the compatibility condition (11), whereas the example (6.3) satisfies the compatibility condition (10).

Example 5.3. Let \( \beta > 0, \alpha \in \mathbb{R} \), and consider the problem
\[
\begin{align*}
\partial_t^2 u - \Delta u + \beta \partial_t u + \alpha v & = 0 \\
\partial_t^2 v - \Delta v + \alpha u & = 0
\end{align*}
\]
in \( \Omega \times (0, +\infty) \) (72)

with boundary conditions
\[
\begin{align*}
\left( \frac{\partial u}{\partial \nu} + u \right) (\cdot, t) & = 0 \text{ on } \Gamma \\
v(\cdot, t) & = 0 \text{ on } \Gamma
\end{align*}
\]
\( \forall t > 0 \) (73)

and initial conditions (63). Let us define
\[
\begin{align*}
D(A_1) & = \{ u \in H^2(\Omega) : \frac{\partial u}{\partial \nu} + u = 0 \text{ on } \Gamma \} , \quad A_1 u = -\Delta u , \\
D(A_2) & = H^2(\Omega) \cap H_0^1(\Omega) , \quad A_2 v = -\Delta v ,
\end{align*}
\]
and assume \( 0 < |\alpha| < C_\Omega \). Observe that
\[
|\langle A_1 u, v \rangle| = \left| \int_{\Omega} \nabla u \nabla v \, dx \right|
\leq \left( \int_{\Omega} |\nabla u|^2 \, dx \right)^{1/2} \left( \int_{\Omega} |\nabla v|^2 \, dx \right)^{1/2} \leq c \langle A_1 u, u \rangle^{1/2} |A_2 v| ,
\]
since
\[
\langle A_1 u, u \rangle = \int_{\Omega} |\nabla u|^2 \, dx + \int_{\Gamma} |u|^2 \, dS , \quad \int_{\Omega} |\nabla v|^2 \, dx \leq c \int_{\Omega} |\Delta v|^2 \, dx .
\]

Thus, condition (29) is fulfilled. So, the energy of the solution of problem (72)-(73)-(63) satisfies
\[
E_1(u(t), u'(t)) + E_2(v(t), v'(t)) \leq \frac{c}{t^{1/2}} \|U_0\|_{D(A)}^2 \quad \forall t > 0
\]
for some constant \( c > 0 \). Moreover, there exists \( c_1 > 0 \) such that
\[
\|U_0\|_{D(A)}^2 \leq c_1 \left( |A_1 u_0|^2 + |A_1^{1/2} u_1|^2 + |A_2 v_0|^2 + |A_2^{1/2} v_1|^2 \right) .
\]

Our next result show that the operators in Example 5.3 do not fulfill the compatibility condition (10).

Proposition 2. Let \( A_1, A_2 \) be defined as in (74). Then for every \( k \in \mathbb{N}, k \geq 2 \),
\( D(A_2^{k/2}) \) is not included in \( D(A_1) \).

Proof. Since \( D(A_2^k) \subset D(A_2^{k/2}) \) for every \( k \in \mathbb{N} \), it is sufficient to prove that \( D(A_2^k) \)
is not included in \( D(A_1) \) for every \( k \in \mathbb{N}, k \geq 1 \). For this purpose, let us fix \( k \in \mathbb{N} \), \( k \geq 1 \), and consider the problem
\[
\begin{align*}
(-\Delta)^k v_0 & = 1 \\
v_0 = 0 = \Delta v_0 = \cdots = \Delta^{k-1} v_0 & \text{ on } \Gamma ,
\end{align*}
\]
(76)
Define the sequence \( v_1, v_2, \ldots, v_{k-1} \) by
\[
\begin{align*}
-\Delta v_0 &= v_1 \\
v_{0|\Gamma} &= 0 \\
-\Delta v_{k-2} &= v_{k-1} \\
v_{k-2|\Gamma} &= 0 \\
-\Delta v_{k-1} &= 1 \\
v_{k-1|\Gamma} &= 0 .
\end{align*}
\] (77)

We will argue by contradiction, assuming \( D(A_2^k) \subset D(A_1) \). Since \( v_0 \) belongs to \( D(A_2) \cap D(A_1) \), we have \( v_{0|\Gamma} = \frac{\partial v_0}{\partial n|\Gamma} \). Moreover, from the first system in (77), it follows that
\[
\int_\Omega v_1 dx = \int_\Omega (-\Delta v_0) dx = -\int_\Gamma \frac{\partial v_0}{\partial \nu} dS = 0 .
\]

Hence, \( \int_\Omega v_1 dx = 0 \). Let us prove by induction that
\[
\int_\Omega \nabla v_{k-i} \cdot \nabla v_i dx = 0 \quad \forall i = 1, 2, \ldots, k-1 .
\] (78)

For \( i = 1 \) we have
\[
\int_\Omega \nabla v_{k-i} \cdot \nabla v_i dx = \int_\Omega (-\Delta v_{k-i}) v_i dx = \int_\Omega v_i dx = 0 ,
\]
since \( v_{k-1|\Gamma} = 0 = v_{1|\Gamma} \). Now, let \( i > 1 \) and suppose
\[
\int_\Omega \nabla v_{k-i} \cdot \nabla v_i dx = 0 .
\]

Then,
\[
0 = \int_\Omega v_{k-i} (-\Delta v_i) dx = \int_\Omega v_{k-i} v_{i+1} dx \\
= \int_\Omega (-\Delta v_{k-(i-1)}) v_{i+1} dx = \int_\Omega \nabla v_{k-(i-1)} \cdot \nabla v_{i+1} dx .
\]

Thus, (78) holds for \( i + 1 \). Moreover, from (78) follows that
\[
\int_\Omega v_{k-i} v_{i+1} dx = 0 \quad \forall i = 1, 2, \ldots, k-1 ,
\] (79)

since
\[
\int_\Omega v_{k-i} v_{i+1} dx = \int_\Omega v_{k-(i-1)} (-\Delta v_i) dx = \int_\Omega \nabla v_{k-i} \cdot \nabla v_i dx = 0 .
\]

Now, let \( k \) be even, say \( k = 2p, \ p \in \mathbb{N}^* \). Then, by (78) with \( i = p \) we obtain
\[
\int_\Omega |\nabla v_p|^2 dx = 0 , \text{ whence } v_p = 0 .
\]

So, by a cascade effect,
\[
v_{p+1} = -\Delta v_p = 0 \Rightarrow v_{p+2} = -\Delta v_{p+1} = 0 \Rightarrow \cdots \Rightarrow v_{k-1} = -\Delta v_{k-2} = 0 .
\]

Since \( -\Delta v_{k-1} = 1 \), we get a contradiction. If, on the contrary, \( k \) is odd, i.e. \( k = 2p + 1 \), then, applying (79) with \( i = p \), we conclude that
\[
\int_\Omega |v_{p+1}|^2 dx = 0 , \text{ whence } v_{p+1} = 0 .
\]

Finally, we have that \( v_{p+1} = v_{p+2} = \cdots = v_{k-1} = 0 \). Since \( -\Delta v_{k-1} = 1 \), we get a contradiction again. Therefore, \( D(A_2^k) \) is not included in \( D(A_1) \). \( \square \)
Example 5.4. Given $\beta > 0$, $\alpha \in \mathbb{R}$, let us now consider the undamped Petrowsky equation coupled with the damped wave equation,

$$\begin{cases}
\partial_t^2 u - \Delta u + \beta \partial_t u + \alpha v = 0 & \text{in } \Omega \times (0, +\infty) \\
\partial_t^2 v + \Delta^2 v + \alpha u = 0
\end{cases}$$

(80)

with Robin boundary conditions

$$\left( \frac{\partial u}{\partial \nu} + u \right)(\cdot, t) = 0 \text{ on } \Gamma \quad \forall t > 0$$

(81)
on $u$ and either

$$v(\cdot, t) = \Delta v(\cdot, t) = 0 \text{ on } \Gamma \quad \forall t > 0$$

(82)on $v$, with initial conditions (63). Define

$$D(A_1) = \left\{ u \in H^2(\Omega) : \frac{\partial u}{\partial \nu} + u = 0 \text{ on } \Gamma \right\}, \quad A_1 u = -\Delta u,$$

$$D(A_2) = \left\{ v \in H^4(\Omega) : v = \Delta v = 0 \text{ on } \Gamma \right\}, \quad A_2 v = \Delta^2 v$$

(with boundary conditions (82) on $v$), or

$$\tilde{D}(A_2) = \left\{ v \in H^4(\Omega) : v = \frac{\partial v}{\partial \nu} = 0 \text{ on } \Gamma \right\}, \quad A_2 v = \Delta^2 v$$

(with boundary conditions (83) on $v$). Once again, we have

$$|\langle A_1 u, v \rangle| = \left| \int_{\Omega} \nabla u \nabla v \, dx \right|
\leq \left( \int_{\Omega} |\nabla u|^2 \, dx \right)^{1/2} \left( \int_{\Omega} |\nabla v|^2 \, dx \right)^{1/2}
\leq c \langle A_1 u, u \rangle^{1/2} |A_2 v|.$$ 

Thus, condition (29) is fulfilled and, for $0 < |\alpha| < C^{3/2}_\Omega$, the polynomial decay of the energy of solution to (80)-(81)-(82)-(63) and (80)-(81)-(83)-(63) follows as in Example 5.1.

6. Improvement of previous results. In this section we apply interpolation theory to extend the polynomial stability result of [4] to a larger class of initial data. We will denote by $j \geq 2$ the integer for which (10) is satisfied. As is shown in [4, Theorem 4.2], under assumptions $(H1)$, $(H2)$, $(H3)$ and (10), if $U_0 \in D(A^{nj})$ for some integer $n \geq 1$, the solution $U$ of problem (9) satisfies

$$E(U(t)) \leq \frac{c_n}{t^n} \sum_{k=0}^{nj} E(U^{(k)}(0)) \quad \forall t > 0$$

(84)

for some constant $c_n > 0$. We recall that assumption (10) covers many situations of interest for applications to systems of evolution equations. Indeed (see [4, Section 5] for further details), this is the case for

i) $(A_1, D(A_1)) = (A_2, D(A_2))$, where (10) is fulfilled with $j = 2$;
ii) $D(A_1) = D(A_2)$, with $j = 2$;
iii) $(A_2, D(A_2)) = (A_1^2, D(A_1^2))$, again with $j = 2$;
iv) $(A_1, D(A_1)) = (A_2^j, D(A_2^j))$, with $j = 4$. 
The following result completes the analysis of [4], taking the initial data in suitable interpolation spaces.

**Theorem 6.1.** Assume (H1), (H2), (H3) and (10), and let $0 < \theta < 1$, $n \geq 1$. Then for every $U_0 \in (\mathcal{H}, D(A^{n\theta}))$, the solution $U$ of (9) satisfies

$$
\|U(t)\|_{\mathcal{H}}^2 \leq \frac{c_n,\theta}{t^{\theta/j}} \|U_0\|_{D(A^n)}^2 \quad \forall t > 0
$$

for some constant $c_n,\theta > 0$.

Reasoning as in Remark 3, one can derive estimate (84) also for $U_0 \in D(A^k)$, for every $k = 1, \ldots, nj - 1$, with decay rate $k/j$.

**Corollary 6.** Assume (H1), (H2), (H3) and (10).

- i) If $U_0 \in D(A^n)$ for some $n \geq 1$, then the solution of (9) satisfies

$$
\|U(t)\|_{\mathcal{H}}^2 \leq \frac{c_n}{t^{\theta/j}} \|U_0\|_{D(A^n)}^2 \quad \forall t > 0
$$

for some constant $c_n > 0$.

- ii) If $U_0 \in (\mathcal{H}, D(A^n))$ for some $n \geq 1$ and $0 < \theta < 1$, then the solution of (9) satisfies

$$
\|U(t)\|_{\mathcal{H}}^2 \leq \frac{c_n,\theta}{t^{\theta/j}} \|U_0\|_{(\mathcal{H}, D(A^n))}^2 \quad \forall t > 0
$$

for some constant $c_n,\theta > 0$.

- iii) If $U_0 \in D((-A)^\theta)$ for some $0 < \theta < 1$, then the solution of problem (9) satisfies

$$
\|U(t)\|_{\mathcal{H}}^2 \leq \frac{c_\theta}{t^{\theta/2}} \|U_0\|_{D((-A)^\theta)}^2 \quad \forall t > 0
$$

for some constant $c_\theta > 0$.

In particular, the previous fractional decay rates can be achieved for initial data in $\mathcal{H}_n$ or in $\mathcal{H}_{n,\theta}$, whenever $\mathcal{H}_n \subset D(A^n)$, as in Corollary 5. This happens, for instance, if any of the following conditions is satisfied:

- i) $(A_1, D(A_1)) = (A_2, D(A_2))$;
- ii) $D(A_1) = D(A_2)$;
- iii) $(A_2, D(A_2)) = (A_1^2, D(A_1^2))$.

Let us apply Corollary 6 to two examples from [4].

**Example 6.2.** Given $\beta > 0$, $\kappa > 0$, $\alpha \in \mathbb{R}$, let us study the problem

$$
\begin{cases}
\partial_t^2 u - \Delta u + \beta \partial_t u + \kappa u + \alpha v &= 0 \\
\partial_t^2 v - \Delta v + \kappa v + \alpha u &= 0
\end{cases} \quad \text{in} \quad \Omega \times (0, +\infty)
$$

with boundary conditions

$$
u(\cdot, t) = 0 = v(\cdot, t) \quad \text{on} \quad \Gamma \quad \forall t > 0
$$

and initial conditions

$$
\begin{cases}
u(x, 0) = u^0(x), \quad &\nu'(x, 0) = u^1(x) \\
v(x, 0) = v^0(x), \quad &v'(x, 0) = v^1(x)
\end{cases} \quad x \in \Omega.
$$

Let $H = L^2(\Omega)$, $B = \beta I$, and $A_1 = A_2 = A$ be defined by

$$D(A) = H^2(\Omega) \cap H^1_0(\Omega), \quad Au = -\Delta u + \kappa u \quad \forall u \in D(A).$$

Notice that (10) is fulfilled with $j = 2$, and condition $0 < |\alpha| < C_\Omega + \kappa =: \omega$ is required in order to fulfill (H3).
As showed in [4, Example 6.1], if \( u^0, v^0 \in H^2(\Omega) \cap H^1_0(\Omega) \) and \( u^1, v^1 \in H^1_0(\Omega) \), then

\[
\int_\Omega \left( | \partial_t u |^2 + | \nabla u |^2 + | \partial_t v |^2 + | \nabla v |^2 \right) dx 
\leq \frac{C}{t} \left( \| u^0 \|_{L^2,\Omega}^2 + \| u^1 \|_{L^2,\Omega}^2 + \| v^0 \|_{L^2,\Omega}^2 + \| v^1 \|_{L^2,\Omega}^2 \right) \quad \forall t > 0.
\]

Moreover, if \( u^0, v^0 \in H^{n+1}(\Omega) \) and \( u^1, v^1 \in H^n(\Omega) \) are such that

\[
\begin{align*}
 u^0 &= \cdots = \Delta^{\frac{n}{2}} u^0 = 0 = v^0 &= \cdots = \Delta^{\frac{n}{2}} v^0 \quad \text{on} \quad \Gamma, \\
 u^1 &= \cdots = \Delta^{\frac{n-1}{2}} u^1 = v^1 &= \cdots = \Delta^{\frac{n-1}{2}} v^1 = 0 \quad \text{on} \quad \Gamma,
\end{align*}
\]

then

\[
\int_\Omega \left( | \partial_t u |^2 + | \nabla u |^2 + | \partial_t v |^2 + | \nabla v |^2 \right) dx 
\leq \frac{c_n}{t^{\frac{n+2}{2}}} \left( \| u^0 \|_{H^n,\Omega}^2 + \| u^1 \|_{H^{n+1},\Omega}^2 + \| v^0 \|_{H^n,\Omega}^2 + \| v^1 \|_{H^{n+1},\Omega}^2 \right) \quad \forall t > 0.
\]

Furthermore, applying Corollary 6, we conclude that if \( U_0 \) belongs to \( \mathcal{H}_{n,\theta} = (\mathcal{H}, D(A^n))_{\theta,2} \) for some \( 0 < \theta < 1, n \geq 1 \), then the solution to (98)-(99)-(100) satisfies

\[
\int_\Omega \left( | \partial_t u |^2 + | \nabla u |^2 + | \partial_t v |^2 + | \nabla v |^2 \right) dx 
\leq \frac{c_{n,\theta}}{t^{\frac{n+2}{2}}} \| U_0 \|_{\mathcal{H}_{n,\theta}}^2 \quad \forall t > 0
\]

for some constant \( c_{n,\theta} > 0 \), with

\[
\| U_0 \|_{\mathcal{H}_{n,\theta}} \lesssim \| u^0 \|_{D(A_1^{\frac{1}{2} + \frac{\theta}{2}})}^2 + | u^1 |_{D(A_2^{\frac{1}{2} + \frac{\theta}{2}})}^2 + | v^0 |_{D(A_1^{\frac{1}{2} + \frac{\theta}{2}})}^2 + | v^1 |_{D(A_2^{\frac{1}{2} + \frac{\theta}{2}})}^2.
\]

**Example 6.3.** Taking \( \beta > 0, 0 < | \alpha | < C^3_{10} \), and the same operators \( A_1 \) and \( A_2 \) as in Example 5.2, but with different boundary conditions, we can consider the system

\[
\begin{align*}
\partial_t^2 u + \Delta^2 u + \beta \partial_t u + \alpha v &= 0 \quad \text{in} \quad \Omega \times (0, +\infty) \\
\partial_t^2 v - \Delta v + \alpha u &= 0 \quad \text{in} \quad \Omega \times (0, +\infty)
\end{align*}
\]

with boundary conditions

\[
v(\cdot, t) = u(\cdot, t) = \Delta u(\cdot, t) = 0 \quad \text{on} \quad \Gamma \quad \forall t > 0
\]

and initial conditions as in (101). Let us set \( H = L^2(\Omega), B = \beta I, \) and

\[
D(A_1) = \left\{ u \in H^2(\Omega) : \Delta u = 0 \quad \text{on} \quad \Omega \right\}, \quad A_1 u = \Delta^2 u,
\]

\[
D(A_2) = H^2(\Omega) \cap H^1_0(\Omega), \quad A_2 v = -\Delta v.
\]

In this case, since \( A_1 = A_2^2 \), condition (10) holds with \( j = 4 \). Consequently, as is shown in [4, Example 6.4], for initial condition \( U_0 \in D(A^4) \),

\[
\int_\Omega \left( | \partial_t u |^2 + | \Delta u |^2 + | \partial_t v |^2 + | \nabla v |^2 \right) dx \leq \frac{C}{t} \| U_0 \|_{D(A^4)}^2 \quad \forall t > 0,
\]

for some constant \( C > 0 \). By point i) of Corollary 6, we can generalize this result to initial data \( U_0 \in D(A^n) \) for some \( n \geq 1 \). Indeed, in this case the solution to (93)-(94)-(101) satisfies

\[
\int_\Omega \left( | \partial_t u |^2 + | \Delta u |^2 + | \partial_t v |^2 + | \nabla v |^2 \right) dx \leq \frac{c_n}{t^{\frac{n+2}{2}}} \| U_0 \|_{D(A^n)}^2 \quad \forall t > 0,
\]
for some constant $c_n > 0$. Moreover, thanks to point ii) of Corollary 6, if $U_0 \in \mathcal{H}_1,\theta = D((-A)^{\theta})$ for some $0 < \theta < 1$, then
\[
\int_\Omega \left( |\partial_t u|^2 + |\Delta u|^2 + |\partial_t v|^2 + |\nabla v|^2 \right) dx \leq \frac{c_{n,\theta}}{\theta^{7/4}} \|U_0\|_{\mathcal{H}_1,\theta}^2 \quad \forall t > 0
\]
for some constant $c_{n,\theta} > 0$. Furthermore, thanks to point iii) of Corollary 6, if $U_0$ belongs to $\mathcal{H}_1,\theta = D((-A)^{\theta})$ for some $0 < \theta < 1$, then the solution to (93)-(94)-(91) satisfies
\[
\int_\Omega \left( |\partial_t u|^2 + |\Delta u|^2 + |\partial_t v|^2 + |\nabla v|^2 \right) dx \leq \frac{c_{\theta}}{\theta^{7/4}} \|U_0\|_{D((-A)\theta)}^2 \quad \forall t > 0
\]
for some constant $c_{\theta} > 0$, with
\[
\|U_0\|_{D((-A)\theta)} \asymp \|u_0\|_{D(A^{\frac{1}{2}\frac{1}{2}+\frac{1}{2}\theta})}^2 + |u_1|_{D(A^{\frac{1}{2}\theta})}^2 + |v|_{D(A^{\frac{1}{2}+\frac{1}{2}\theta})}^2 + |v|_{D(A^{\frac{1}{2}\theta})}^2.
\]
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