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Understanding the interplay between solvent and
nuclear rearrangements in the negative solva-
tochromism of a push-pull flexible quinolinium cation
†

Oliviero Cannelli,a,b Tommaso Giovannini,a Alberto Baiardi,a Benedetta Carlotti,c Fausto
Elisei,c and Chiara Cappelli,∗a

A detailed computational characterization of the One-Photon Absorption spectrum of 2-((E)-2-
[2,2’]-bithiophenyl-5-yl-vinyl)-1-methyl-quinolinium cation in acetonitrile solution is presented. The
main physico-chemical effects (solvation, vibronic progression) affecting the band position and
shape are progressively introduced in the computational model, highlighting their relative role on
the spectral profile. The reported results underline how an accurate reproduction of the experi-
mental spectrum can only be obtained by going beyond oversimplified methods. Moreover, the
deep interplay between solvent effects and nuclear rearrangements permits to explain the neg-
ative solvatochromism exhibited by hypsochromic molecules. This illustrates the potentialities of
the computational investigation, which can shed light on the information hidden in experimental
spectra.

Introduction
In the last two decades, the increasing availability of computa-
tional resources and theoretical tools has paved the way to their
extensive application to chemical problems, thus defining new
and complementary strategies with respect to experiments.
In this respect, one of the main interests of computational chem-
istry is the reliable reproduction of absorption and emission spec-
tra, which remains challenging especially for systems of increas-
ing dimension. Indeed, numerous studies have been devoted to
the evaluation of the performance of electronic structure methods
at reproducing Vertical Transition energies (VTs)1–8 or the energy
associated with the transition between zero-point-vibrational lev-
els (0-0 transitions)9–14. Further refinements in the computa-
tional tools have also allowed to extend the boundaries of the
theoretical predictions beyond absorption or emission maxima,
as highlighted by recent publications15–26.
A valuable feature of computational approaches is the possibil-
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ity to separate and identify different contributions to the spectral
bandshape. As a result, theoretical investigations permit to ac-
cess the information hidden beyond broad, low-resolution, exper-
imental UV-Vis spectra, even for large and flexible systems, thanks
to the availability of novel and reliable approaches to deal with
the presence of Large Amplitude Motions (LAMs)27 developed by
some of the present authors.
In order to show the maturity of such approaches, a particularly
challenging chemical system has been chosen in the present inves-
tigation, i.e. 2-((E)-2-[2,2’]-bithiophenyl-5-yl-vinyl)-1-methyl-
quinolinium cation (M1) (see Fig. 1), which is a push-pull
medium-to-large flexible compound strongly sensitive to the ex-
ternal environment.

Fig. 1 2-((E)-2-[2,2’]-bithiophenyl-5-yl-vinyl)-1-methyl-quinolinium cation
chemical structure.

This system, whose experimental absorption spectrum exhibits
an hypsochromic shift with the solvent polarity28, belongs to a
class of molecules of interest for their Non-Linear Optical (NLO)
properties, deeply connected to the Intramolecular Charge Trans-
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fer (ICT) nature of the S1 state. Moreover, its water solu-
bility and antiproliferative properties, already demonstrated29,
make it promising for several NLO based technological applica-
tions30–33. Deep investigations on the spectral and kinetic prop-
erties of molecules bearing methylpyrydinium or methylquino-
linium, positively charged, have been carried out by ultrafast
time-resolved spectroscopy combined with quantum mechanical
calculations34–36. In general, a negative (hypsochromic) solva-
tochromic effect on the absorption spectrum has been recorded
and correlated with the change of dipole moment upon excita-
tion.
The interesting features of M1, namely large dimensions, solva-
tochromism and flexibility (revealed experimentally37 and theo-
retically38 for a smaller compound as the dithiophene) make it
difficult to be computationally studied. As it will be amply dis-
cussed in this work, the combination of refined computational
tools permits to extract precious information enclosed in the ex-
perimental absorption spectrum, thus demonstrating the maturity
and the potentialities of the computational investigation, which is
becoming more and more a complementary and trustworthy ap-
proach to match with experimental investigations.
In the following, after a description of the employed protocol, the
ground state of M1 is characterized. Then, the first excited state
and One-Photon Absorption (OPA) spectra are studied, highlight-
ing the role of different effects (vibronic progression, solvent) on
spectral profiles and getting insight into the origin of the exper-
imentally observed negative solvatochromism. Finally, computa-
tions and experiments are compared, showing remarkable accu-
racy as long as all the fundamental physical effects which influ-
ence the bandshape are included.

Experimental Section
The experimentally investigated compound 2-((E)-2-[2,2’]-
bithiophenyl-5-yl-vinyl)-1-methyl-quinolinium iodide was synthe-
sized in the research group of Prof. C. G. Fortuna, University of
Catania, following the procedure described in the literature29.
Absorption measurements were performed in acetonitrile solvent,
from Sigma Aldrich (spectrophotometric grade, used without pu-
rification), employing a PerkinElmer Lambda 800 spectropho-
tometer.

Computational Strategies
A full computational characterization of the OPA spectra is based
on an accurate description of the Ground State (GS) and the Ex-
cited State (ES) using Quantum Mechanical (QM) approaches.
Unfortunately, the dimension of large chemical systems prevents
the application of computationally demanding wavefunction-
based methods.
A valuable alternative is provided by Density Functional The-
ory (DFT), especially in its Kohn-Sham formulation, and Time-
Dependent Density Functional Theory (TD-DFT), being the best
compromise between accuracy and computational effort19,24. In
this context, a suitable choice of the exchange-correlation func-
tional is of crucial importance to get an accurate description of
both GS and ES not only from a quantitative point of view, but
also qualitatively14,39–41.

The flexibility of non-rigid systems makes difficult the investiga-
tion of GS and ES. Indeed, it is required to identify GS stable
structures accessible at room temperature and to carefully de-
scribe nuclear rearrangements following the electronic transition,
and couple them with solvent effects.
A strong solvatochromism indirectly suggests a fundamental role
of the solvent in the spectroscopic response. The most com-
mon strategy for describing the interaction between the environ-
ment and the molecule is to exploit QM/classical focused mod-
els, where the attention is centered on the solute, which is ac-
curately modeled quantum-mechanically, whereas the solvent is
described classically, at a lower level of sophistication. Several
efficient QM/classical approaches to solvation phenomena exist,
both keeping an atomistic, but classical description of the sol-
vent (QM/MM approaches)42–46 or smearing it out to a contin-
uum47. Explicit QM/MM approaches outperform implicit contin-
uum models whenever specific solute-solvent interactions play a
leading role44–46,48, especially when the mutual polarization of
the MM and QM portions is taken into account. In case of non-
protic solvents, an implicit description and in particular the Polar-
izable Continuum Model (PCM), have been widely demonstrated
to give excellent results, at a computational cost comparable to
that of the isolated systems21,47,49.
In the PCM (employed in this work), the environment is modeled
as an infinite, homogeneous, continuum, polarizable dielectric,
and the solute molecule, described at QM level, is placed into a
molecule-shaped cavity, surrounded by the continuum. The solute
density induces a polarization density of charges on the cavity sur-
face, which recursively modifies the density and the equilibrium
geometry of the molecule.
During the measurement of molecular spectra of solvated sys-
tems, the charge density of the solute evolves in time as a result
of the interaction with the incident radiation. Generally, the sol-
vent cannot follow the evolution of the solute with all its degrees
of freedom and, depending on the characteristic timescale of the
external field, some of them remain static, entering a nonequi-
librium configuration. In the case of UV-Vis absorption phenom-
ena50,51 the solvent can only respond with its electronic degrees
of freedom (frequency-dependent dielectric constant), while the
vibrational, rotational, and translational ones remain static (static
dielectric constant of the solvent). Such a computational strategy
has been accurately described in the literature47 and has been
successfully applied to the modeling of different electronic spec-
tral properties8,24,51.
For large and flexible system, one of the most interesting aspect
of solvent models is their ability to take into account both modi-
fications of the solute wavefunction (“direct effect”) and nuclear
equilibrium positions (“indirect effect”), which strongly influence
the absorption spectrum.
However, the complete reproduction of absorption bandshapes
requires to couple reliable solvation approaches and vibronic
models38,52–55, that can be efficiently extended to large sys-
tems in a feasible manner only working under the harmonic ap-
proximation. Two parallel vibronic approaches has been used
in this work, namely the Time-Independent (TI) and the Time-
Dependent (TD). Within the TI model, the final spectrum is ob-
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tained as the sum of all the transitions between the vibrational ini-
tial and final states, treated independently of each another38,56.
However, the number of transitions giving a non-negligible con-
tribution to the overall spectrum is usually high, especially by in-
cluding temperature effects and when dealing with large and flex-
ible systems, as that studied in this work. These limitations can
be overcome within the alternative TD approach, based on Feyn-
mann path integral formalism57,58, where the spectrum is com-
puted as the Fourier transform of the transition dipole moment
autocorrelation function (computed exactly under the harmonic
approximation55,59), avoiding any sum-over-states expression.
Under the approximations outlined above, the vibronic spectra
can be computed using the transition dipole moments, the har-
monic frequencies of the electronic states involved in the process
and the so-called Duschinsky transformation60. This is an affine
transformation between the normal modes of the initial (Q) and
final (Q) states and is reported in the following:

Q = JQ+K (1)

where J and K are usually referred to as Duschinsky matrix and
shift vector. The J matrix takes into account the modification of
the Potential Energy Surface (PES) that occurs with the electronic
transition. Instead, the K vector describes the change of the nu-
clear equilibrium position along each normal mode moving from
a PES to another. Different expressions for J and K are obtained
depending on the reference geometry used in the harmonic ex-
pansion of the final state PES.52,54

In the Adiabatic Hessian (AH) model, the final state PES is ex-
panded about its minimum, The calculation of J requires the
knowledge of the harmonic frequencies of electronic excited
states, which is usually the most expensive step of the whole simu-
lation. Approximated models, referred to as Adiabatic Shift (AS),
can be obtained by assuming that ES normal modes and harmonic
frequencies are the same of the GS and expanding the finale state
PES respectively around the its minimum and the equilibrium po-
sition of the initial state PES.
The harmonic approximation of the PESs involved in the elec-
tronic transition limits the range of applicability of the models
described to semi-rigid systems. For floppy systems, undergoing
large-amplitude deformations upon electronic excitation, more
refined schemes need to be devised. However, the development
of anharmonic vibronic models is not trivial: even if the simplest
LAMs (such as torsions and inversions) can be in most cases asso-
ciated to one mode of an electronic state, this mode is in general
coupled to more than a single normal coordinate of the other elec-
tronic state. As discussed by some of us,61,62 if normal modes are
computed with Cartesian coordinates as basis set, large, unphys-
ical couplings between low- and high-frequency modes are usu-
ally present also for the simplest LAMs and for this reason a full-
dimensional anharmonic treatment is usually mandatory63,64.
A more effective solution is offered by the use of internal coor-
dinates at the harmonic level. It is well known that harmonic
frequencies and normal modes do not depend on the coordinate
system when they are computed at the equilibrium position of a
single electronic state. However, for vibronic spectroscopy, which

involves more than one PES, the definition of J and K changes if
either cartesian or internal coordinates are employed61,62,65–68.
When LAMs are present, the coupling between modes is usually
strongly reduced if internal coordinates are employed and this im-
proves the reliability of the simulations already at the harmonic
level27,38.
These refined computational tools allows to define a protocol able
to describe accurately ground and excited state PESs and the rela-
tive electronic transition, also effectively taking into account ther-
mal and solvent contributions, that strongly influence the vibronic
progression. As will be demonstrated in the following, the in-
terplay between solvent influence and nuclear rearrangements in
both the states involved in the electronic transition has a huge
impact on the spectroscopic observables of the large and floppy
chemical system under study.

Computational Details

The ground state properties were obtained with DFT (B3LYP69,70

and CAM-B3LYP71 functionals) methods, while the excited state
investigation was performed with TD-DFT (B3LYP, CAM-B3LYP
functionals). Vibrational frequencies were determined for each
state, to assure the structures to correspond to potential energy
surface minima (absence of imaginary frequencies). No symme-
try constrains were applied to reduce the computational effort.
The 6-31+G* basis set was selected to carry out all calculations,
according to previous literature10.
Vibronic TI simulations were performed using the standard pa-
rameters for the pre-screening scheme, and in all cases a con-
vergence >90% was reached. TD calculations were performed
using a total time propagation of 10−11 s and a grid of integra-
tion with 218 points. Delocalized internal coordinates (DICs)61,72

were used as set of non-redundant internal coordinates, which
are defined univocally starting from the molecular topology. Out-
of-plane coordinates were added to each planar, tri-coordinated
center.
Bulk solvent effects were systematically accounted for by using
the PCM47. A static dielectric constant ε = 35.6880 and an op-
tical dielectric constant ε∞ = 1.8069 were employed for the ace-
tonitrile (MeCN) solvent. Nonelectrostatic terms were included
in the evaluation of the relative stability of the different ground
state conformers by using the SMD parametrization73. All vertical
transition energies were computed within the solvent nonequilib-
rium regime51, while excited state optimizations and frequency
calculations were performed by considering the solvent to be fully
equilibrated with the excited state wavefunction.
Atoms In Molecules (AIM) computations were carried out with
the AIMPAC74,75 set of programs, for atomic properties and the
electron density critical points. First and second derivatives of the
electron density were determined with the use of the PROAIM74

program. The same set of programs was employed to calculate
atomic overlap matrices as well as atomic electronic populations.
All the quantum-mechanical calculations were performed using a
locally modified version of the Gaussian package76.
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Results and Discussion
Ground State Characterization

The first step of the computational protocol involves the charac-
terization of the GS most stable conformers for both the isolated
molecule (gas-phase) and the solvated system in acetonitrile so-
lution. Such an analysis permits to identify four conformers, with
different orientation of the thiophene rings with respect to each
other and with the quinolinium ring (Fig. 2).

Fig. 2 Most stable geometries of conformers, obtained with B3LYP in
vacuum, using the 6-31+G* basis set.

(a) Conformer 1 (b) Conformer 2

(c) Conformer 3 (d) Conformer 4

The relative stability of the equilibrium structures reported in
Fig. 2 in terms of Boltzmann populations at room temperature
(298 K) is shown in Table 1. The reported data refer to B3LYP
calculations in vacuum and MeCN, and include Zero-Point Vibra-
tional Energy (ZPVE), thermal corrections (calculated within the
harmonic approximation), and nonelectrostatic energy contribu-
tions in case of PCM values.

Table 1 B3LYP/-31+G* Boltzmann populations (in percentage) of stable
conformers in vacuo and MeCN.

Conformer 1 Conformer 2 Conformer 3 Conformer 4
Vacuum 2.0 28.5 7.0 62.5
MeCN 4.9 24.9 1.6 68.5

The data in Table 1 clearly show that conformers 2 and 4 con-
tribute to more than 90% of the total population. Solvent effects
affect the population analysis by nearly 5%, however, the preva-
lence of conformer 4 is confirmed. Therefore, for the sake of
brevity, most of the results presented in the following two sec-
tions refer to conformer 4 only, while all conformers are consid-
ered for comparisons with experimental spectra. The complete
data set for all conformers is given as Electronic Supplementary
Information (ESI).

Two parameters have been chosen in order to characterize GS
structures: the Bond Length Alternation (BLA) and the Delocal-
ization Index Alternation (DIA).
The Bond Length Alternation (BLA) is a geometrical parameter
calculated as the difference between the mean length of single
bonds and multiple bonds in a π-delocalized subsystems. The
BLA systematically decreases when the chain lengthens, as a re-
sult of the improved delocalization of the π-electrons, i.e. the

more the bonds are delocalized, the less the BLA is77–79. When
the donor and acceptor groups are weak, the molecule has a struc-
ture with a distinct alternation in the bond length among neigh-
boring carbon atoms, which means a high value of BLA. As donor
and acceptor substituents become stronger, the contribution of
ionic resonance forms to the ground state increases, and BLA first
decreases toward zero (partial charge separation), then increases
again to high, negative, values (full charge separation: zwitte-
rionic form). The relative contribution of these three resonance
forms to the GS is also controlled by the polarity of the solvent
where the chromophore is dissolved80. Therefore, the BLA pro-
vides direct information about equilibrium nuclear distances in
the evaluated electronic state and also indirect data, both con-
cerning the resonance form (neutral or zwitterionic) which dom-
inates the GS of a conjugated push-pull system and the electronic
delocalization along the π-chain.
Complementary information is obtained through an Atoms In
Molecules (AIM) analysis81, which provides a solid method to
separate a molecule into its constituent atoms, considering the
Delocalization Index (DI) of bonds δ (A,B)82,83. This is a numer-
ical parameter able to quantify the bond strength between two
atoms, reflecting the number of electrons shared between them.
At the single determinant level of theory, the delocalization index
can be calculated from the following expression84:

δ (A,B) =−2∑
i, j

Si j(A)Si j(B) (2)

where Si j(A) is the overlap of the occupied molecular orbitals i
and j within the basin of atom A, the latter defined as the regions
in real space enclosed by a zero-flux density surface, or by infinity.
The DI analysis is particularly interesting if used to describe the
level of delocalization of electrons through the computation of
what we have called DIA. We define the DIA as the modulus of the
difference of single and multiple bond DI mean values. It gives
a direct insight about the modification of the electronic distribu-
tion along a conjugated chain when the environment changes,
e.g. moving from vacuum to a polar solvent. Indeed, the larger
is the difference of bond strengths in the π-chain, the less is the
delocalization of the electrons.
In Table 2, BLA and DIA values obtained with two different func-
tionals, B3LYP and CAM-B3LYP, in vacuum and acetonitrile, are
reported for the most stable conformer 4. Data refer to the π-
chain of carbon atoms, including the nitrogen (see ESI for more
details). The vacuum analysis permits to define reference values
only depending on the adopted QM method.

Table 2 B3LYP and CAM-B3LYP BLA (Å) and DIA values for conformer
4 in vacuo and MeCN.

BLA DIA
B3LYP CAM-B3LYP B3LYP CAM-B3LYP

Vacuum 0.035 0.053 0.11 0.19
MeCN 0.049 0.070 0.18 0.24
Relative Variation +40 % +32 % +64 % +26 %

Concerning the BLA values, the results are higher for CAM-
B3LYP, probably due to the greater zwitterionic character of
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the GS structure as increasing the Hatree-Fock exact exchange
contribution at long distances71. Overall, the electronic picture
resulting for BLA analysis is a structure showing an intermediate
delocalization of electrons along the conjugated system, due to
a partial charge transfer from the sulfur atoms (donors) to the
nitrogen (acceptor).
For both electronic descriptions, the inclusion of solvent effects
causes the increase of BLA of 30-40%, showing that, as expected,
a sensitive modification occurs moving from gas phase to a
polar solvent such as acetonitrile. Therefore, equilibrium nuclear
positions rearrange significantly under the influence of the
solvent, which tends to stabilize a ionic resonance form of the
GS where the difference of single and double bond lengths is
sharpened.
A complementary description of the conjugation can be extracted
from DIA values: CAM-B3LYP ascribes a greater weight to the
charge transfer and less delocalized resonance form, while B3LYP,
with a less absolute value of DIA, provides a molecular picture
where a major conjugation is found in the π-chain. Furthermore,
the relative variation, obtained moving from vacuum to MeCN,
confirms the insights suggested from BLA: the presence of a polar
solvent induces structural modifications in the molecule, towards
a more localized electronic density. Therefore, in MeCN the
conjugated carbon chain partially loses the delocalization, with a
higher distinction of single and double bonds.

Excited State Characterization
In order to investigate the role of different effects on the calcula-
tion of OPA spectra is of fundamental importance the evaluation
of the nature and relative position of ES potential energy surface
with respect to the GS.
The CT nature of the first electronic transition is confirmed
by TD-DFT calculations. The orbital approximation allows to
visualize the regions involved in the process: it is essentially
a HOMO-LUMO transition from the thiophene rings to the
quinolinium moiety. In Fig. 3 the difference of the HOMO and
LUMO electronic densities, obtained at CAM-B3LYP level of
theory in acetonitrile, using the 6-31+G* basis set, is sketched.

Fig. 3 Conformer 4 HOMO (light blue) and LUMO (blue) orbital electron
densities difference, obtained from CAM-B3LYP/6-31+G* TD-DFT
calculation in MeCN.

To quantify the extension of the length and magnitude of the
electron transfer, a simple and intuitive index recently developed

has been used85. It is based on the definition of the barycenters
of the positive and negative density distributions, obtained from
the difference of the total densities of GS and ES. The CT length
(DCT ) is chosen as the distance between the two barycenters.
Moreover, using the same positive and negative density distribu-
tions it is possible to define the transferred charge and, therefore,
the variation of the dipole moment between the ground and the
excited states (µCT ). This couple of parameters allow to quantify
both the extension and the magnitude of the charge transfer in-
volved in the electronic transition. The computed DCT and µCT

for the two functional B3LYP and CAM-B3LYP, in vacuo and ace-
tonitrile, are reported in Table 3 for the conformer 4 (see support-
ing info for the others).

Table 3 B3LYP and CAM-B3LYP DCT (Å) and µCT (Debey) values for
conformer 4 in vacuo and MeCN.

B3LYP CAM-B3LYP
DCT µCT DCT µCT

Vacuum 2.895 6.028 3.042 7.928
MeCN 4.377 11.882 3.829 11.966
Relative Variation +51% +97% +26% +51%

The large values of DCT in Table 3 confirm the CT character of
the electronic transition in all the examined cases. As expected,
both B3LYP and CAM-B3LYP report an increase of µCT (i.e. the
magnitude of the CT) in presence of the solvent. Moreover, the
calculated relative variations are in agreement with trend re-
ported above for the two functionals, with B3LYP more sensitive
to the environment than CAM-B3LYP.

Since the CT nature of the first electronic transition, the choice
of the proper exchange-correlation functional to perform the
ES investigation within the TD-DFT framework becomes cru-
cial39–41,86. In the literature several functionals have been pro-
posed in order to properly describe CT transitions87–89. Among
them the CAM-B3LYP functional has been chosen in the present
work10,18,19.
The most easily accessible and mainly used parameter to quantify
the energy gap between two PESs involved in an absorption pro-
cess and to evaluate the performances of theoretical approaches
is the VT1–8. This is defined as the energy difference of the two
PESs calculated at the equilibrium geometry of the initial elec-
tronic state. The VT is directly associated with the intuitive rep-
resentation, given from the FC approximation, of an electronic
transition that takes place in a timescale faster than characteris-
tic time of nuclear motions, where nuclei are left frozen at initial
positions.
As expected for a CT transition, a deep disagreement between
global hybrid and range-separated functionals VTs is found, as
reported in Table 4, where VT (B3LYP and CAM-B3LYP) and 0-0
predictions (CAM-B3LYP) in vacuo and acetonitrile are reported,
obtained for the most stable conformer 4 with the 6-31+G* basis
set (further information about the VTs for the other stable con-
formers can be found in ESI).

For both the approaches, the inclusion of the solvent appears
to be of great importance, changing the position of the VT from
+42 nm (B3LYP) to -15 nm (CAM-B3LYP). Concerning the density
functional choice, the increase of the exact HF exchange in the
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Table 4 B3LYP and CAM-B3LYP VT and 0-0 transition energies (nm) for
conformer 4 in vacuo and MeCN (basis set: 6-31+G*).

B3LYP CAM-B3LYP
VT VT 0-0

Vacuum 537 470 480
MeCN 576 455 521

long-range region of CAM-B3LYP has an impressive effect, shifting
the band, with respect to B3LYP, by more than 120 nm. It high-
lights the importance of the knowledge of the electronic transi-
tion nature either from experimental data (strong solvatochromic
effect) or theoretical characterizations. On the basis of these re-
sults, since only CAM-B3LYP describes the hypsocromic effect of
the solvent, this functional has been chosen to carry out the ES in-
vestigation and, particularly, the solvent influence on the energy
gap of the electronic transition.
In addition to the VT, the energy separation between two elec-
tronic state has been characterized with the 0-0 transition, cor-
responding to the absolute energy difference between the vibra-
tional ground level of ES and GS10,13,14. This parameter seems to
be more appropriate than VT for those system whose absorption
spectrum exhibits a short, structureless vibronic progression.
Nevertheless, unexpected effects of the solvent are reported:
moving from the gas phase to acetonitrile, the VT exhibits a blue-
shift, while the 0-0 is shifted to the red region. Therefore, the
consequences of the solvent presence cannot be described as a
simple modification of the energy gap between the PESs involved
in the absorption process, as will be highlighted in the following
section.

One Photon Absorption Spectra
In this section we will focus on the description of the OPA
spectrum, dissecting the different physico-chemical contributions
to the bandshape. The main terms that modify the absorption
spectral profile are the vibronic progression, solvent effects,
thermal contributions and conformational weights. Our com-
putational protocol allows to include all these terms with a
step-by-step procedure, so as to separate and identify their role
on the final bandshape.
As highlighted above, the use of CAM-B3LYP for the investigation
of the ES is mandatory, while for the description of the starting
electronic state frequencies B3LYP functional has been used,
due to its well known good performances in the GS characteri-
zation90,91. All spectra reported have been obtained following
this protocol. Moreover, in almost all the cases the Adiabatic
Hessian (AH) approach has been employed using internal
coordinates38,62, which permits to deal with a medium-to-large
flexible system that, otherwise, would not be possible to treat
with high level vibronic models.
The starting point for a proper characterization of an OPA
spectrum is the inclusion of the vibronic progression for a single
conformer (the most stable 4) in vacuum at 0 K temperature.
In this way, solvent, temperature and conformational weights
are neglected. In ESI, additional data for all the conformers
(Fig. S2) and the comparison between the computation of

Time-Independent (TI) and Time-Dependent (TD) vibronic
spectra (Fig. S3) are presented.
Fig. 4 reports the comparison between TD|AH vibronic spectra
in vacuo and MeCN at 0 K for conformer 4. The two spectra have
been shifted for the 0-0 transition energy evaluated in MeCN,
in order to highlight solvent effects on the spectral profile and
the band position. From TI analysis in vacuo, normal modes
corresponding to an overall distortion of the molecules are
found to be active (their graphical representation is given in
ESI, Fig. S4). The low frequency values of the active normal
modes is coherent with the narrow vibronic progression of the
spectrum, corresponding to small displacements of the ES PES
along these normal coordinates. Therefore, the tight progression
is representative of a minor modification of the equilibrium
position of the ES with respect to the GS (small components of
the K shift vector).
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Fig. 4 Comparison of TD|AH vibronic spectra (T=0 K) in vacuo and
MeCN. Calculations were performed in internal coordinates by using
B3LYP (GS frequencies) and CAM-B3LYP (0-0 energy and ES
frequencies). The zero reference value for the energy is set to the 0-0
transition energy evaluated in MeCN. Data refer to conformer 4.

Interestingly, the modification of the bandshape due to the
solvent effect is found to be substantial. The vibronic progres-
sion broadens of some thousands of wavenumbers, the position is
red-shifted of nearly 2000 cm−1 and a clear regular progression
emerges at multiple of nearly 1500 cm−1. The presence of such
an extended vibronic progression is associated with a large dis-
placement of the relative position of the two PESs along the high
frequency normal coordinate.
The superposition of GS and ES optimized geometries, reported
in Fig. 5, shows a large displacement of dihedral angles of thio-
phene rings, however these modifications are associated with low
frequency tilt motions, that cannot justify such a broad spectral
progression.
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Fig. 5 Comparison of GS (red) and ES (silver) optimized geometries at
CAM-B3LYP/6-31+G* level in MeCN for conformer 4.

Indeed, the large mobility of thiophene rings is due to the small
energy barriers that separate the four conformers in the GS and
this kind of active normal modes can be safely associated with the
broadening of each peak of the sharp vibronic progression.
In order to identify high frequency active normal modes, it is pos-
sible to separate the two main effects that contribute to the vi-
bronic spectrum: the variation in the equilibrium position of the
PESs involved in the electronic transition (described by the shift
vector K and responsible for the extension of the progression) and
the change of the PES shape that accompanies the transition from
the GS to the ES (taken into account by the Duschinsky matrix J).
This can be done by adopting the Adiabatic Shift (AS) vibronic
model, which takes into account the effect of K only. In Fig. 6
the comparison between the TD|AH vibronic spectrum and both
the TI|AS stick and TI|AS broadened spectra of conformer 4 in
MeCN at T=0 K are reported.
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Fig. 6 Comparison of stick and convoluted TI|AS spectra with TD|AH
vibronic spectra, at T=0 K in MeCN. Calculations were performed by
using B3LYP (GS frequencies) and CAM-B3LYP (0-0 energy and ES
frequencies). The zero reference value for the energy is set to the 0-0
transition energy calculated in MeCN. Data refer to conformer 4.

Fig. 6 shows that the AH vibronic progression is well repro-
duced by the AS model. The use of the TI approach allows to
assign each transition to the corresponding vibrational level of
the ES: the spectral progression is attributed to a single high fre-
quency normal mode (81) at 1426.74 cm−1, involved in combina-
tion bands with low frequency modes. The overall displacement
associated with this particular coordinate is sketched in Fig. 7 for
conformer 4.

Fig. 7 Pictorial view of the 1426.74 cm−1 active normal mode (81th)
involved in the absorption process. B3LYP/6-31+G* in MeCN for
conformer 4.

Remarkably, the active normal mode corresponds to the modi-
fication of nuclear positions reported in the discussion of the BLA
section. Indeed, it was shown that the solvent presence stabi-
lizes a ionic resonance form, where part of the delocalization is
lost. The partial charge transfer, due to the polarity of the solvent
and occurring from the thiophene moieties to the quinolinium
ring, is accompanied with a variation of the equilibrium positions
toward a configuration where a sharper alternation in the bond
length among neighboring carbon atoms is present. Therefore, it
is not surprising that a similar reorganization happens in acetoni-
trile moving from the GS to ES, which has a well defined charge
transfer character, as already pointed out by the Charge-Transfer
indexes reported in Table 3.
As stated before, the extension of a vibronic progression is due to
large displacements of the PESs along one or more normal coordi-
nates. Therefore, the pattern found in the vibronic spectrum can
be easily interpreted within the FC framework at the harmonic
level: the maximum overlap between the GS and ES vibrational
eigenfunctions, evaluated at the equilibrium geometry of the GS,
is obtained with the first low levels of the 81th normal mode,
leading to equally spaced intense peaks over an overall range of
nearly 8000 cm−1.
The elucidation given through the vibronic analysis allows to un-
derstand the different behavior of the molecule in vacuum and
in MeCN and to clarify the results obtained for VT and 0-0 tran-
sitions. In Fig. 8 the expected energy scheme of the absorption
spectrum is illustrated in gas phase and in polar solvent.
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(a) vacuum (b) MeCN

Fig. 8 Pictorial view of the PESs along the 81th normal coordinate, in
vacuo (left) and MeCN (right).

The main effect of the solvent is to stabilize charge transfer
forms, both in the GS and in the ES. Given the charge transfer
nature of the HOMO-LUMO transition involved in the absorption
process, a stronger effect on the ES is expected. Therefore, as
illustrated in Fig. 8, the equilibrium position of the ES is simul-
taneously strongly stabilized and shifted along the normal coor-
dinate corresponding to a rearrangement of nuclear positions of
the π-chain, in a way similar to that illustrated in the BLA discus-
sion. As a consequence, the 0-0 transition is red-shifted from 480
(gas phase) to 521 nm (acetonitrile), while the VT, involving high
frequency excited vibrational levels of the ES, is blue-shifted from
470 (gas phase) to 455 nm (acetonitrile).
Such an analysis sheds light on the intriguing behavior of such
class of push-pull system, exhibiting an hypsochromic behavior
despite the charge transfer nature of the first ES. This interpre-
tation allows to propose a grounded explanation of the experi-
mentally observed negative solvatochromism, demonstrating the
substantial modification of nuclear positions during the electronic
excitation.
The data reported so far refer to 0 K, however in order to get a
reliable description of experimental finding, temperature effects
have to be considered. In TD vibronic models the reference tem-
perature can be straightforwardly chosen without any additional
computational effort55. By setting a reference temperature differ-
ent from 0 K, the Boltzmann populations of harmonic vibrational
levels of the GS are considered. Therefore, the absorption spec-
trum results as the sum of all the possible transitions from acces-
sible GS vibrational levels to those of the ES. The predictions of
such calculations are shown in Fig. 9, where the comparison be-
tween TD|AH vibronic spectra in internal coordinates, obtained
in acetonitrile at 0 and 298 K for conformer 4, is reported. As
before, the zero reference value for the energy is set to the 0-0
transition energy.
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Fig. 9 Comparison of TD|AH vibronic spectra at 0 and 298 K in MeCN.
B3LYP (GS frequencies) and CAM-B3LYP (0-0 energy and ES fre-
quencies) are used. Both spectra are shifted for the 0-0 transition
energy in MeCN. Data refer to conformer 4.

The inclusion of thermal contributions provides an inhomoge-
neous broadening of each peak of the progression, due to the fact
that several low-lying initial vibrational levels become accessible
at room temperature. As a consequence, despite the use of the
same phenomenological Gaussian distribution function, with
HWHM of 135 cm1, an increasing of the band width is obtained at
298 K. Moreover, a clear increase of the intensity of excited level
peaks is shown, shifting the maximum of the band to the blue, far
from the 0-0 transition value. The shifted spectrum reported in
Fig. 9 underlines the small correction due to the temperature for
negative wavenumbers. This is the fingerprint of contributions
of the excited vibrational levels of the GS. Indeed, only vibronic
transitions starting from excited GS levels and arriving to low-
lying ES vibrational levels can give an energy gap smaller than
the 0-0 transition. The resulting spectral profile modification is
extremely important, since it highlights the necessity of the inclu-
sion of thermal effects in the vibronic calculations and underlines
that the maximum of the OPA spectrum cannot be associated a-
priori with simple parameters such as the VT or the 0-0 transition.

Comparison Between Theory and Experiment
In order to highlight the role of the effects described above, in
this section each contribution is included step-by-step and the re-
sulting spectra are compared with the experiment.
In ESI (Fig. S5) the comparisons between the normalized ex-
perimental spectrum and VTs computed for the four conformers
(weighted for their Boltzmann factor evaluated at 298 K) are re-
ported in vacuo and MeCN. The agreement between VTs and the
band maximum is only deceptive and due to a compensation of
effects. Indeed, the correspondence with the experiment is worse
in solution than in vacuo.
In Fig. 10 the comparison between the experiment in MeCN and
the vibronic spectra computed in vacuo and MeCN at 0 Kelvin
are reported. The TD|AH approach has been employed, and all
the four most stable conformers have been considered, scaled for
their Boltzmann populations.
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Fig. 10 Comparison between the normalized experimental spectrum in
MeCN and TD|AH spectra computed in internal coordinates at 0 K in
vacuo and MeCN. B3LYP (GS frequencies) and CAM-B3LYP (0-0
energy and ES frequencies) are used. The four most stable conformers
have been taken into account, scaled by their Boltzmann populations.

The experiment shows a broad band in the long wavelength
region, well separated from the others and safely assigned to
the first electronic transition, with the maximum centered at 466
nm and Full Width at Half Maximum (FWHM) of nearly 90 nm
(4000 cm−1). The shape of the experimental spectrum is typi-
cal for a medium-to-large flexible molecule in condensed phase
at room temperature, where low frequency accessible vibrational
levels cause the band broadening and the solvent is responsible
for the observed inhomogeneous broadening, due to several pos-
sible configurations of the solute-solvent couple.
As expected, the spectrum at 0 K for the isolated molecule badly
reproduces the experimental maximum and bandshape. The com-
parison is improved by considering the presence of the solvent; in
fact, by even using the same phenomenological narrow distribu-
tion function (Gaussian with HWHM of 135 cm−1), the band pro-
gression becomes extremely wider, with an extension comparable
to the experiment. Interestingly, even in presence of an intense
vibronic progression, the maximum of the spectrum moves in the
red region, close to the 0-0 transition.
A further step to refine the comparison between calculations and
the experiment requires to include temperature effects. The re-
sults are reported in Fig. 11.
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Fig. 11 Comparison between the normalized experimental spectrum in
MeCN and TD|AH spectra computed in internal coordinates at 0K and
298K in MeCN. B3LYP (GS frequencies) and CAM-B3LYP (0-0 energy
and ES frequencies) are used. The four most stable conformers have
been taken into account, scaled by their Boltzmann populations.

The exceptional agreement has been obtained adopting the TD
approach in internal coordinates (AH model), including the con-
tributions of the four stable conformer, weighted for their Boltz-
mann factors at room temperature. Substantial modification are
introduced taking into account thermal contributions. The ex-
pected broadening and the red shift of the maximum of intensity
correct the band profile and increase the overlap with the experi-
ment. Indeed, the shape and the width of the curve are very well
reproduced, even with the inclusion of narrow distribution func-
tions (Gaussians with HWHM of 135 cm−1 have been employed),
and the band position is quite exact, with an error of only 2 nm.
Such an impressive agreement is due to application of reliable
methodologies for each part of the calculation (particularly, for
the GS frequencies and both the energy gap and the ES proper-
ties).

The slight overestimation of the band broadening and the dif-
ferences at long wavelengths can be explained taking into ac-
count the less precise reproduction of low-frequency force con-
stants at the harmonic level. Therefore, improvements are ex-
pected by moving to an anharmonic treatment of these normal
modes53,55,63,92–95, especially with the inclusion of vibrational
nonequilibrium effects in the frequency calculation96–99.
It is worth stressing that the excellent agreement between theory
and experiment has been obtained only by including in the com-
putation the fundamental physico-chemical contributions affect-
ing the spectral shape/position. Indeed, simplified approaches,
relying on VTs ot 0-0 transitions are unable to reproduce the ex-
perimental maximum intensity wavelength at this level of accu-
racy. This is further shown in Table 5, where experimental and
theoretical (vibronic spectrum in MeCN at 298 K) maxima are
collected together with the mean of both VT and 0-0 transition,
obtained taking into account the four stable conformers weighted
for their relative stability in MeCN at room temperature.

Relative to the experiment, the errors are +2, -14 and +53
nm for the maximum of the vibronic spectrum, the VT and the
0-0 transition, respectively. Interestingly, had the reported results
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Table 5 Intensity maxima (nm) of the experimental and theoretical
vibronic spectra (in MeCN at 298 K, including all the four most stable
conformers). Conformatonally weighted VTs and 0-0 transitions (in
MeCN) are also reported for the sake’s of comparison.

Experiment 466
Computed spectrum 468
Weighted VT 452
Weighted 0-0 519

been obtained in a benchmark work, the 0-0 value would not
have been classified as satisfying, despite the perfect agreement
of the vibronic prediction based on it. Moreover, the weighted
VT, as previously outlined, agrees quite well only for an error
cancellation.

Summary and Conclusions

The influence of different physical contributions on the OPA spec-
trum have been theoretically investigated for a particularly chal-
lenging chemical system, using a novel refined internal coordi-
nates vibronic approach, which gives the possibility to properly
describe floppy chemical systems strongly sensitive to solvent. A
separate and detailed analysis of each od the terms affecting the
spectrum has been performed, allowing to get valuable insights,
hidden beyond the broad electronic spectrum. Such an analysis
would not have been possible based on the low-resolution exper-
imental spectrum alone.
The fundamental role of the solvent on the vibronic progression
has been underlined. A theoretical interpretation has been pro-
posed in order to clarify the apparent discrepancies between the
VT and the 0-0 predictions, which are at the origin of the exhib-
ited hypsochromic behavior of the molecule.
Indeed, the rearrangement of nuclear equilibrium positions in the
presence of the solvent, already noticed in the GS through the BLA
and DIA analysis, has been observed to be associated, even more
sharpened, to the electronic transition process. The electronic
excitation implies a remarkable shift of the ES PES along high
frequency normal modes. This strongly stabilizes the ES equilib-
rium position but also increases the vertical gap between the PESs
involved. Therefore, the more intense is the solvent effect (asso-
ciated with the polarity of the solvent), the more marked are the
red-shift of the 0-0 transition and the blue-shift of the VT.
Furthermore, this study highlights the critical modifications of the
spectral profile associated with thermal contributions. Especially
for large, flexible systems, where the correction to the VT and
0-0 transition are supposed to be relevant, a poor evaluation of
the OPA maxima can provide misleading results about the qual-
ity of the DFT functional. Conversely, the exceptional agreement
between the experiment and the theoretical prediction obtained
in this work strongly suggests the importance of going beyond
the oversimplified comparison between experimental absorption
maxima and computed VT or 0-0 transitions. Only a complete
description of all the contributions that can influence the absorp-
tion spectrum is trustworthy, and permits to gain most of the rich
information enclosed into the molecular spectrum.
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