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ABSTRACT. We consider a one-parameter family of beam equations with Hamiltonian non-linearity in one
space dimension under periodic boundary conditions. In a unified functional framework we study the long
time evolution of initial data in two categories of differentiability: (i) a subspace of Sobolev regularity, (ii) a
subspace of infinitely many differentiable functions which is strictly contained in the Sobolev space but which
strictly contains the Gevrey one. In both cases we prove exponential type times of stability. The result holds for
almost all mass parameters and it is obtained by combining normal form techniques with a suitable Diophantine
condition weaker than the one proposed by Bourgain. This is the first result of this kind in Sobolev regularity
for a degenerate equation, where only one parameter is used to tune the linear frequencies of oscillations.
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1. INTRODUCTION

In this paper we consider the one dimensional beam equation

∂ttψ + ∂xxxxψ + mψ + f(ψ) = 0 , (1.1)

where ψ = ψ(t, x), x ∈ T := R/2πZ and m ∈ [1, 2]. The nonlinearity f(ψ) has the form

f(ψ) := (∂ψF )(ψ) (1.2)

for some function F (y) which is real analytic in y in a neighbourhood of y = 0. We shall assume that F
has a zero in y = 0 and, by analyticity, for some R > 0 we have

F (y) =
∞∑
d=3

F (d)yd , |F |R :=
∞∑
d=3

|F (d)|Rd < +∞ . (1.3)

We are interested in stability times of initial data, belonging to some Hilbert subspaces E of L2(T,R2). Let
ψ0 := ψ(0) and ψ1 := ∂tψ(t)|t=0 be the initial conditions of respectively position and velocity of ψ at time
t = 0, by classical local (in time) well-posedness theory we know that given initial data |(ψ0, ψ1)|E ≤ δ,
the solution exists for a certain time T = T (δ) > 0 depending only on δ. At least in the case δ � 1 we are
interested in understanding the optimal time of stability of solutions , i.e. we want to give a lower bound on
T (δ) which is the supremum of times t such that for any |(ψ0, ψ1)|E ≤ δ � 1 one has (ψ(t, x), ∂tψ(t, x)) ∈
E with |(ψ(t, ·), ∂tψ(t, ·))|E ≤ 2δ. We refer to this time as stability time. Since the nonlinearity in (1.1) is
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quadratic, local theory provides the trivial lower bound T (δ) & δ−1. Moreover, since we are working on
a compact domain, no dispersive effects can help to control the behaviour of solutions for longer times. A
fruitful approach, in this case, is to reduce the “size” of the non linearity through a convenient normal form
analysis.

In this line of thoughts, a fundamental feature of equation (1.1) is that, under a convenient variables’
change, we can write it as a Hamiltonian system whose corresponding Hamiltonian has an elliptic fixed
point at the origin. Passing to the Fourier side and in appropriate elliptic coordinates uj the Hamiltonian has
the form

H =
∑
j∈Z

ωj |uj |2 +O(u3) , ωj := ωj(m) =
√
j4 + m , (1.4)

where O(u3) denotes a non linearity with a zero at the origin of order at least 3. In this Hamiltonian view
point, through suitable symplectic change of coordinates, we shall pull the Hamiltonian H back to Birkhoff
Normal Form (BNF)

H̃ =
∑
j∈Z

ωj |uj |2 + Z + R ,

where Z depends only on the “actions” |uj |2 (and does not affect the dynamics) while R has an high degree
of homogeneity ∼ O(|u|N+2) for some natural N � 1. Then, the natural time of stability of the flow of H̃
becomes T (δ) ∼ O(δ−N).
The crucial difficulties in this approach regard the regularity of the phase space of initial data and interactions
among linear frequencies of oscillations ωj .

The problem of long time stability has been widely studied in particular for Sobolev initial data. For
instance, we mention the seminal works [Bam03] for the Klein-Gordon equation, and Bambusi-Grébert
[BG06], where polynomial bounds for a wide class of tame-modulus PDEs are proved. More precisely,
it is shown that for any N � 1 there exists p(N) (tending to infinity as N → ∞) such that for all p ≥
p(N) and all δ−small initial data in Hp one has T ≥ C(N, p)δ−N, provided δ < δ0(N, p). Similar results
were also proved for the Klein-Gordon equation on tori and Zoll manifolds in [DS04], [DS06], [BDGS07].
More recently, similar results have been obtained also for nonlinearities containing derivatives, see [YZ14],
[Del12], [Del15], [BD18], [FI21]. The above mentioned results are deeply based on the requirement that
N-waves interactions are non-resonant. In other words one should impose some diophantine conditions
on the vector ω = (ωj)j∈Z of linear frequencies of oscillations in order to ensure suitable lower bounds
on the quantity ω · ` with ` ∈ ZZ, |`| ≤ N. Such quantities arise as the eigenvalues of an appropriate
linear operator that must be inverted at each step of the Birkhoff procedue. These arithmetic conditions are
typically achieved by exploiting the presence of some “parameter” which modulates the linear frequencies,
either “internal”, such as the mass parameter m for the Klein-Gordon or Beam equations (see (1.4)), the
capillarity of the fluid in the case of water waves, or “external”, as convolutions and multiplicative potentials
for the Schrödinger equation for example. However, there are cases in which it is not possible to get such a
lower bound at any order |`| ≤ N for any N ∈ N, for instance equations posed in high dimensional generic
tori. Nevertheless normal form approach has been successfully applied also to obtain “partial results”, i.e.
time of stability T (δ) ∼ O(δ−N̄) for some fixed N̄ ≥ 1. We quote for instance [Del09], [FGI20] on the
Klein-Gordon equation, [Ime16], [BFGI21] on the Beam equation in high space dimension, [FM22] on the
Schrödinger on generic tori, [HIT16], [IT17], [IP19], [BFP22], [BFF21] on the water waves equation (see
also [FIM22] on a different fluid model).

All the results mentioned above regard polynomial stability times in Sobolev spaces. Passing from poly-
nomial estimates to exponential-type ones is not trivial and it is related to the regularity of initial data. Faou
and Grébert in [FG13] made a first step forward in this direction, by considering the case of analytic initial
data, proving super-exponential bounds of the form T ≥ eln( 1

δ
)1+b , b > 0, for classes of NLS equations in

Td. See also [CMW20].
The “time-regularity” connection emerges also in finite dimension, where long time behavior of initial data is
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carried out through Nekoroshev theory, which gives information over exponentially or superexponentionally
long times in the analytic category (see [Nek77,Loc92,BFN20a,GCB16]). In contrast, polynomial stability
times are proven in finite differentiability settings, see [Bou11] for Ck, k ∈ N quasi-convex Hamiltonians
and the recent [BMM22], where optimal polynomial stability times are proved for the Hölder steep ones.
Also in finite dimension, a sharp BNF theory can be constructed near elliptic equilibria, to get exponential
or super-exponential times of stability nearby (see [BFN20b] and references therein).

For the 1-d NLS with convolution potential, a recent achievement is represented by [BMP20a] (see also
[BMP19]), where Biasco, Massetti, and Procesi prove exponential-type times of stability, both in Sobolev
and Gevrey category, by introducing a suitable functional setting allowing the optimality of time also in
finite regularity spaces. It is worth to mentioning that a key ingredient for this result comes from their
Diophantine condition, firstly introduced by Bourgain in [Bou05], that allows a control on small divisors
which is uniform w.r.t. the dimension of the support of the frequencies. The presence of a convolution
potential V ∗, which provides an infinite sequence of parameters (Vj)j∈Z ∈ `∞ to modulate the frequencies,
plays a fundamental role in guaranteeing such arithmetic conditions, and this translates in optimal lower
bounds in the divisors, independently of the iterative step. Afterwards, the flexibility of the functional
frame of [BMP20a], developed for the stability study, turns out to be pivotal in the study of existence of
almost-periodic tori for the same model of NLS [BMP21] in Gevrey regularity. We refer also to the recent
result [BMP22] concerning weak and Sobolev almost periodic solutions (see also [BMP20b] for a simple
case study).

Following this line of thoughts, in this paper we shall investigate whether it is possible to adapt the
functional setting introduced in [BMP20a] to the degenerate case of equation (1.1), where only one physical
parameter, the mass m, has to be used for frequency’s modulation.

The underlying motivation is to construct a degenerate KAM theory (in the sense of [Rüs01]) for infinite
dimensional invariant tori on a model like equation (1.1). A milestone step in this direction is to understand
precisely the type of diophantine conditions one is able to impose by moving just m in the frequencies (1.4).

Let us be more precise and introduce our main results. We introduce here the functions spaces we are
working on:

Hs,p :=
{
ψ(x) =

∑
j∈Z

ψje
ijx ∈ L2(T,C) : ‖ψ‖2s,p :=

∑
j∈Z
|ψj |2bjc2pe2sλ(j) < +∞

}
, (1.5)

for s ≥ 0, p > 1/2 where the weight-function λ : R→ R+ is defined as1

λ(y) := (ln(2 + 〈y〉))q , 1 < q ≤ 2 ,

〈j〉 := max{1, |j|} , bjc := max{2, |j|} , j ∈ Z .
(1.6)

Using the Fourier representation we can identify

ψ(x) =
∑
j∈Z

ψje
ijx ∈ L2(T;C) ψj =

1

2π

∫
T
ψ(x)e−ijxdx (1.7)

with its Fourier coefficients, i.e.2

L2(T,C) 3 ψ(x) 7→ ψ = (ψj)j∈Z ∈ `2(C) . (1.8)

We are interested in understanding the stability times of initial data (ψ0, ψ1) belonging to some subspace of
H2(T,R)× L2(T,R), which are small w.r.t. an appropriate norm.

1note that the weight is sub-linear in the sense λ(y1 + y2) ≤ λ(y1) + λ(y2) for any y1, y2 ∈ R.
2We denote by `2(R) the subspace of `2(C) made of sequences (ψj)j∈Z such that ψj = ψ−j .
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Remark 1.1. Note that, for s = 0, the space H0,p is the standard Sobolev space Hp(T,C). While for
s > 0, the weight λ in (1.6) being logarithmic, the space Hs,p is strictly larger than the space of Gevrey
functions. However, we are able to guarantee a lifespan for the solutions which is sub-exponential (but
super-polynomial) in 1/δ, where δ is the size of initial conditions, both in the purely Sobolev and sub-
exponential categories Hp and Hs,p respectively, see Corollary 1.3 and Theorem 1.4.

In the following we denote by meas : [1, 2]→ R+ the Lebesgue probability measure.

Theorem 1.2. (Sobolev stability). Let s = 0, p > 1 + 26(36)2 and fix any 0 < γ < 1. There is a positive
measure set Mγ ⊂ [1, 2] with meas([1, 2] \Mγ) = O(γ), an absolute constant c > 0 such that for any
m ∈M the following holds. For any

0 < δ ≤ δSγcp , δS :=
R

25|F |R
, (1.9)

and any initial datum (ψ0, ψ1) ∈ H0,p+1 ×H0,p−1 satisfying

‖ψ0‖0,p+1 + ‖ψ1‖0,p−1 ≤
δ

4
, (1.10)

the solution (ψ(t), ∂tψ(t)) of (1.1) with (ψ(0), ∂tψ(0)) = (ψ0, ψ1) exists and satisfies

‖ψ(t)‖0,p+1 + ‖∂tψ(t)‖0,p−1 ≤ 8δ , ∀ |t| ≤ T0 , (1.11)

with

T0 ≥
Rγcp

2

2|F |Rδ

(
δS
δ

) 1
c
(p−1)1/3

. (1.12)

As a consequence of the theorem above we get the following.

Corollary 1.3. (Sobolev stability: optimization). Let δS, c > 0 be the constants of Theorem 1.2, for any

δ ≤ δ̄ := δSγ
b , b := 24c2

[
26(36)2

]5/3
and any (ψ0, ψ1) satisfying

‖ψ0‖0,p+1 + ‖ψ1‖0,p−1 ≤
δ

4
, p = p(δ) := 1 +

(
1

24c2 ln(1/γ)
ln
(δS
δ

))3/5

(1.13)

the solution (ψ(t), ∂tψ(t)) of (1.1) with (ψ(0), ∂tψ(0)) = (ψ0, ψ1) exists and satisfies

‖ψ(t)‖0,p+1 + ‖∂tψ(t)‖0,p−1 ≤ 8δ , ∀ |t| ≤ T0 , (1.14)

with

T0 ≥
R

2|F |Rδ
exp

{c(ln(1/γ))−1/5)

(24c2)6/5
(ln(δS/δ))

1+ 1
5

}
. (1.15)

Concerning initial data with sub-exponential decay, belonging to Hs,p s > 0, we prove the following
stability result.

Theorem 1.4. (Sub-exponential stability). Let p > 1 + 1/2, s > 0, 1 < q ≤ 2 and fix any γ > 0. There
is a positive measure set Mγ ⊂ [1, 2] such that meas([1, 2] \Mγ) = O(γ), an absolute constant c > 0 and
constants Ci = Ci(p,R) > 0, i = 1, 2, 3, such that for any m ∈M the following holds. For any

0 < δ ≤ δsE := min
{ 1

C1|F |R
exp exp

(
−
( c

γ4s

) 1
q−1

)
,

1

C2|F |R

}
, (1.16)

and any (ψ0, ψ1) ∈ Hs,p+1 ×Hs,p−1 satisfying

‖ψ0‖s,p+1 + ‖ψ1‖s,p−1 ≤
δ

4
, (1.17)
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the solution (ψ(t), ∂tψ(t)) of (1.1) with (ψ(0), ∂tψ(0)) = (ψ0, ψ1) exists and satisfies

‖ψ(t)‖s,p+1 + ‖∂tψ(t)‖s,p−1 ≤ 8δ , ∀ |t| ≤ T0 , (1.18)

with

T0 ≥ C3
δsE
δ

exp

(
1

2
ln(δsE/δ)

(
γ4sc−1 ln ln(δsE/δ)

) q−1
2

)
. (1.19)

Remarks on Theorem 1.2-1.4 and Corollary 1.3. Some remarks are in order.

a) The lack of parameters. As mentioned above, in order to put the Hamiltonian associated to equation
(1.1) in a suitable Birkhoff Normal Form, one must require arithmetic conditions on the linear
frequencies (ωj)j∈Z. The Diophantine condition à la Bourgain reads like3

Dγ,B :=
{
ω ∈ RZ : |ω · `| ≥

∏
n∈Z

γ

(1 + |`n|2〈n〉2)τ
, ∀` ∈ Λ : 0 < |`| <∞

}
,

where 〈n〉 := max{1, |n|} for any n ∈ Z, γ, τ > 0, and Λ is a suitable non-resonant sub-lattice
of ZZ which, in the applications, depends on the frequencies ω. In the case of ωj ∼ j2 + Vj
for an infinite sequence of (Vj)j∈Z ∈ `∞ as in the model considered in [BMP20a], it has been
proved that, for a positive measure set of Vj , the frequency vector ω = (j2 + Vj)j∈Z belongs to
the Diophantine set Dγ,B with the non-resonant sub-lattice Λ := ZZ \ {0}, γ and τ being fixed
positive absolute constants. In that case, this translates into uniformity of the scheme w.r.t. the
number of frequencies ωj that are lighted up, and sharp estimates on small divisors. In contrast,
in our degenerate case where the frequencies have the form ωj =

√
j4 + m, the definition of the

Diophantine set Dγ,B is more delicate. The non-resonant sub-lattice Λ is strictly contained in ZZ\{0}
and consists of ` ∈ ZZ such that the function ω · ` in not identically zero as function of the mass m.
We refer to Section 3 for more details on this, see definition (3.2). In addition to this, the degeneracy
of equation (1.1), involving only one parameter for modulating any subset of frequencies, obliges
τ = τ(d(`)) to strongly depend on the “dimension” d(`) of ` and γ  γd(`), d(`) being the
number of non zero elements of ` ∈ ZZ (see Section 3 for the precise definitions). This of course
reflects in worst estimates on divisors, which are not uniform in the length |`|. Remarkably, we
are able to control these a priori bad estimates by taking full advantage of the flexibility of our
norms, which are extremely effective in keeping sharp track of the constants during the iteration of
BNF (see in particular Section 2.4 with Lemmata 2.34-2.9). Thus, despite the presence of only one
modulation-parameter, Theorem 1.2 entails the same qualitative estimates as the ones in [BMP20a].
As a byproduct a final optimization step can be performed as in [BMP20a], through which we get
optimal estimates of exponential type. This is the first result of this kind for a degenerate equation,
in Sobolev regularity.

b) Since the norm ‖ · ‖0,p is equivalent to the norm ‖ · ‖Hp := ‖ · ‖L2 + ‖∂px · ‖L2 (with equivalence
constants independent of p), we can reformulate condition (1.10) as

‖ψ0‖Hp+1 + ‖ψ1‖Hp−1 ≤
δ

8
, ‖ψ0‖L2 + ‖ψ1‖L2 ≤ 2−p

δ

8
.

We also remark that in [BG06] (see for instance Proposition 1.1 in [BMP20a]) the required smallness
condition w.r.t. the classical Sobolev norms reads ‖ψ0‖Hp+1 + ‖ψ1‖Hp−1 ≤ δ ≤ δSp

−3p, which is
more restrictive with respect to our condition δ ≤ δSγ

p. In other words the condition above allows
us to work on a slightly bigger ball inHp, provided we impose a stronger condition on the L2-norm.
However our condition is still more restrictive w.r.t. the one in Theorem 1.2 of [BMP20a]. This is
again a consequence of our small divisors estimates (see item a)).

3Here as usual for integer vectors we denote |`| :=
∑
i∈Z |`i|.
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c) The function in (1.13) defining p = p(δ) is explicitly invertible, so one can rephrase the stability
time in terms of the regularity, namely, fixing H0,p with p sufficiently large, all the initial data in the
ball of radius δ = δ(p) remains in the ball of radius 8δ for times of order

T0 ∼ exp
{
c(p− 1)5/3

(
1 + (p− 1)1/3

)
ln(1/γ)

}
∼
(

1

δ(p)

)1+(p−1)1/3

.

d) We stress the fact that dealing with functions belonging to the space Hs,p with exp(lnq(·))-decay
is more delicate than dealing with the classical sub-exponential Gevrey ones. In particular the
monotonic character of the norm together with the estimates on the solution of the Homological
equation require a more refined analysis. See Lemmata A.1 and A.7 for instance. We restrict here to
this more difficult case. One can easily recover the Gevrey regularity case using the corresponding
Lemmata in [BMP20a] and following verbatim our proof. In this case we expect a time of stability
like (1.19) with only one logarithm at the exponent.

Acknowledgments. We thank L. Biasco and M. Procesi for enlightening discussions and suggestions.
We also thank D. Bambusi and L. Corsi for very useful comments. The authors have been supported by the
research project PRIN 2020XBFL “Hamiltonian and dispersive PDEs” of the Italian Ministry of Education
and Research (MIUR). J.E. Massetti also acknowledges the support of the INdAM-GNAMPA research
project “Chaotic and unstable behaviors of infinite-dimensional dynamical systems”.

2. SPACES OF HAMILTONIANS AND CONJUGACIES

2.1. Hamiltonian structure of the beam equation. We shall deal with the stability problem through a
Birkhoff Normal Form apporach, taking advantage of the Hamiltonian structure enjoyed by the beam equa-
tion. In fact, by introducing the variable v = ∂tψ, solutions of equation (1.1) correspond to the flow of

XB :=

{
∂tψ = v

∂tv = −ω2ψ − f(ψ) ,

where ω is the Fourier multiplier defined by linearity as

ωeij·x = ωje
ij·x , ωj :=

√
|j|4 + m , ∀ j ∈ Z , m ∈ [1, 2] . (2.1)

Observe that

XB ≡ J∇HR(ψ, v) = J

(
∂ψHR(ψ, v)
∂vHR(ψ, v)

)
, J =

[
0 1
−1 0

]
where the Hamiltonian HR : H2(T;R)× L2(T;R)→ R is defined through

HR(ψ, v) =

∫
T

(1

2
v2 +

1

2
(ω2ψ)ψ + F (ψ)

)
dx , (2.2)

and ∇ := (∂ψ, ∂v) denotes its L2-gradient. Indeed we have

dHR(ψ, v) ·W = ΩR(XHR(ψ, v),W ) (2.3)

for any W ∈ H2(T;R)× L2(T;R), where ΩR is the non-degenerate symplectic form

ΩR :=

∫
T
dψ ∧ dv dx , ΩR(W1,W2) =

∫
T
dψ ∧ dv(W1,W2) dx =

∫
T
(ψ1v2 − v1ψ2)dx ,

for any W1 = (ψ1, v1),W2 = (ψ2, v2) ∈ H2(T;R) × L2(T;R). The Poisson brackets between two
Hamiltonian HR, GR : H2(T;R)× L2(T;R)→ R are defined in the classical manner as

{HR, GR} := ΩR(XHR , XGR) . (2.4)

Let now
R =

{
(u+, u−) ∈ H1(T;C)×H1(T,C) : u− = ū+

}
,
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and let us define the linear isomorphism

C : H2(T;R)× L2(T;R)→ H1(T;C)×H1(T;C) ∩R ,

[
ψ
v

]
7→ C

[
ψ
v

]
=
[
u
ū

]
, C :=

1√
2

(
ω

1
2 iω−

1
2

ω
1
2 −iω−

1
2

)
, (2.5)

where ω is the Fourier multiplier defined in (2.1). The vector field XB is then pushed forward to the new
Hamiltonian one

C∗XB = XH = (u̇, ˙̄u) , u̇ = −iωu− i√
2
ω−1/2f

(
ω−1/2

(
u+ ū√

2

))
= −i∂ūH(u, ū) (2.6)

where ∂ū = (∂Reu + i∂Imu)/2, ∂u = (∂Reu − i∂Imu)/2 and

H(u, ū) = HR(C−1
[
u
ū

]
) =

∫
T
ū ωu dx+

∫
T
F
(ω−1/2(u+ ū)√

2

)
dx . (2.7)

The (complex) induced 2-form is

Ω := (C−1)∗ΩR =

∫
T

idu ∧ dū dx , (2.8)

which yields, for any w1 = (ξ, ξ̄), w2 = (η, η̄) ∈ H1(T;C)×H1(T;C) ∩R,

Ω(w1, w2) =

∫
T
ξη̄ − ξ̄η dx ∈ R (2.9)

and intrinsically defines the Hamiltonian through

Ω(XH(u), w) = dH(u) · w (2.10)

for any w. Accordingly, we set the (complex) Poisson brackets as

{H,G} := Ω(XH , XG)

where H = HR ◦ C−1 (resp G = GR ◦ C−1 ) and XH = C∗XHR (resp XG = C∗XGR) which yields4

{H,G} = i

∫
T

(
∂uG∂ūH − ∂ūG∂uH

)
dx . (2.11)

2.2. Fourier’s representation. The stability result will be a consequence of a normalization procedure that
amounts in transforming the Hamiltonian into a suitable normal form (the Birkhoff normal form). In order
to set the convenient functional setting, we shall rather work in the space of sequences that correspond to
the above functional spaces, by systematically identifying L2(T,C) with the Banach space F(`2(C)) of
2π-periodic functions (recall (1.7)) u(x) = u(x, t) =

∑
j∈Z uje

ijx such that their Fourier’s coefficients
(uj)j∈Z ∈ `2(C).
Then, the Hamiltonian in (2.7) reads

H(u, ū) =
∑
j∈Z

ωj |uj |2 +

∞∑
p=3

∑
ji∈Z,σi∈{±}∑p
i=1 σiji=0

F
σ1...σp
j1,...,jp

uσ1j1 · · ·u
σp
jp

=:
∑
j∈Z

ωj |uj |2 + H≥3 , (2.12)

where we used the analyticity in the neighborhood of the origin of F to expand the second integral in (2.7)
for some coefficients |F σ1...σpj1,...,jp

| . Cp for some C > 0, and, rearranging the sum in multi-index notation we
set

4Note that the naturality of the Poisson brackets holds {HR, GR} ◦ C−1 = {H,G}.
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H≥3(u, ū) =
∑

α,β∈NZ

|α|+|β|≥3∑
j j(αj−βj)=0

Hα,βu
αūβ.

Accordingly, by defining

duj =
1√
2

(dxj + idyj) , dūj =
1√
2

(dxj − idyj) ,

∂

∂uj
=

1√
2

(
∂

∂xj
− i

∂

∂yj

)
,

∂

∂ūj
=

1√
2

(
∂

∂xj
+ i

∂

∂yj

)
,

the corresponding 2-form and Hamiltonian vector field read

i
∑
j∈Z

duj ∧ dūj , X
(j)
H = −i

∂

∂ūj
H(u) . (2.13)

Note that when some real analytic H admits a holomorphic extension Ĥ on some ball of radius r > 0 in
`2(C) that is

(u+, u−) ∈ Br(`2(C))×Br(`2(C))→ Ĥ(u+, u−) : H(u) = Ĥ(u, ū) ,

then it admits a Taylor expansion

Ĥ(u+, u−) =
∗∑

α,β∈NZ

Hα,βu
α
+u

β
− ,

where we denote by
∑∗ the sum restricted to those α, β : |α|+ |β| <∞.

One can see that
∂

∂ūj
H(u) =

∂Ĥ(u+, u−)

∂u−,j

∣∣∣
u+=ū−=u

.

From now on we shall pass to the Fourier side and work on spaces of weighted sequences.
Let w = (wj)j∈Z be the real sequence (recall (1.6))

w = w(s, p) :=
(
bjcpesλ(j)

)
j∈Z

, (sE) Sub-exponential case , (2.14)

w = w(p) := w(p, 0) = (bjcp)j∈Z , (S) Sobolev case , (2.15)

and let us set the Hilbert space

hw :=
{
u := (uj)j∈Z ∈ `

2(C) : |u|2w :=
∑
j∈Z

w2
j |uj |

2 <∞
}
, (2.16)

endowed with the scalar product

(u, v)hw :=
∑
j∈Z

w2
juj v̄j , u, v ∈ hw . (2.17)

Moreover, given r > 0, we denote by Br(hw) the closed ball of radius r centred at the origin of hw.

In the following we shall systematically identify 2π-periodic functions with their Fourier coefficients, writ-
ing hw(s,p) instead of Hs,p. In particular, with abuse of notation, we shall write (recall (1.5))

‖u‖s,p = |u|w(s,p) , ∀u ∈ Hs,p ' hw(s,p) , (sE)

‖u‖p := ‖u‖0,p = |u|w(p) , ∀u ∈ H0,p ' hw(p) . (S)
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2.3. Spaces of Hamiltonians. In this section we introduce a suitable graded Poisson algebra of Hamilto-
nians that we need in order to prove our main abstract result.
Let w as in (2.14) or (2.15) and let ? : hw × hw → hw be the convolution operation defined as

(f, g) 7→ f ? g :=
( ∑
j1+j2=j

fj1gj2

)
j∈Z

.

The map ? : (f, g) 7→ f ? g is continuous in the following sense:

Lemma 2.1. For p > 1/2 we have

|f ? g|w(p,s) ≤ Calg(p)|f |w(p,s)|g|w(p,s) , ∀f, g ∈ hw(s,p) , (2.18)

|f ? g|w(p) ≤ Calg,M(p)|f |w(p)|g|w(p) , ∀f, g ∈ hw(p) , (2.19)

where

Calg(p) := 8p
(∑
i∈Z
〈i〉−p

)1/2
, Calg,M(p) :=

√
2

√
2 +

2p+ 1

2p− 1
. (2.20)

Proof. The proof works verbatim as the one in Lemma 5.5 of [BMP20a] where 〈j〉pes〈j〉θ+a|j|  bjcpesλ(j)

for the | · |p,s,0 ≡ | · |wp,s norm (just noticing that 〈j〉 ≤ bjc and the sublinearity of λ). The case of the
Sobolev norm ‖ · ‖p is the same. �

By endowing the space hw in (2.16) with the symplectic structure induced by the symplectic form Ω in
(2.13), we introduce the following class of Hamiltonians.

Definition 2.2. (Admissible Hamiltonians). Let r > 0 and consider a Hamiltonian H : Br(hw)→ R such
that there exists a pointwise absolutely convergent power series expansion5

H(u) =
∑

α,β∈NZ ,
2≤|α|+|β|<∞

Hα,βu
αūβ , uα :=

∏
j∈Z

u
αj
j . (2.21)

We say that H as in (2.21) is admissible if the following properties hold:
(1) Reality condition:

Hα,β = Hβ,α , ∀α, β ∈ NZ ; (2.22)
(2) Momentum conservation:

Hα,β 6= 0 ⇒ π(α− β) :=
∑
j∈Z

j(αj − βj) = 0 . (2.23)

Finally, given two admissible Hamiltonians H,G the Poisson brackets are given by

{H,G} = i
∑
j∈Z

(
∂ujG∂ūjH − ∂ūjG∂ujH

)
. (2.24)

Let Ar(hw) be the the space of admissible Hamiltonians such that the majorant

H(u) :=
∑

(α,β)∈M

|Hα,β|uαūβ (2.25)

is point-wise absolutely convergent on Br(hw), where we set

M :=
{

(α, β) ∈ NZ × NZ : π(α− β) = 0, |α|+ |β| <∞
}
, (2.26)

and introduce the following class of Hamiltonians.

5As usual given a vector k ∈ ZZ, |k| :=
∑
j∈Z |kj |.
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Definition 2.3. (Regular Hamiltonians). We denote byHr(hw) the subspace ofAr(hw) of Hamiltonians H
such that

|H|Hr(hw) = |H|r,w := r−1
(

sup
|u|w≤r

∣∣XH

∣∣
w

)
<∞ . (2.27)

Remark 2.4. We remark the following facts:
• Given two positive sequences w = (wj)j∈Z, w

′ = (w′j)j∈Z we write that w ≤ w′ if the inequality holds point
wise, namely

w ≤ w′ ⇐⇒ wj ≤ w′j , ∀ j ∈ Z .

In this way if r′ ≤ r and w ≤ w′ then Br′(hw′) ⊆ Br(hw).
• If a Hamiltonian H satisfies (2.22), it means that it is real analytic in the real and imaginary part of u.
• If a Hamiltonian H satisfies (2.23) then it Poisson commutes with

∑
j∈Z j |uj |

2.
• The Hamiltonian functions being defined modulo a constant term, we shall assume without loss of gener-
ality that H(0) = 0.

Finally, let us consider a regular Hamiltonian S ∈ Hr(hw) and its flow ΦS,t which is well-defined (see
Lemma 2.15 for details), and let

Dω :=
∑
j∈Z

ωj |uj |2 , (2.28)

and its flow φω,t, where ωj =
√
j4 + m.

Definition 2.5. (i) The Lie derivative of H along the flow of S is given by

LSH =
d

dt |t=0
φ∗S,tH(u) =

d

dt |t=0
H(φS,t(u)) . (2.29)

(ii) Given H ∈ Hr(hw) we define the adjoint action of the Hamiltonian Dω as the Lie derivative operator

LωH :=
d

dt |t=0
φ∗ω,tH =

∑
(α,β)∈M

−i
(
ω · (α− β)

)
Hα,βu

αūβ , (2.30)

whereM is the set of indexes defined in (2.26).

Remark 2.6. (Change of variables). Along the paper we shall study how a Hamiltonian H behaves along
the flow of a given regular Hamiltonian S. In fact one has

d

dt
H(φS,t(u)) = dH(φS,t(u)) ·XS(φS,t(u)) = Ω(XH(φS,t(u)), XS(φS,t(u)))

= {H,S} ◦ φS,t(u)
(2.29)
= (LSH) ◦ φS,t(u) .

Then (2.29) corresponds to LSH = {H,S}. Moreover, from the formula above, one formally deduces that
the well-known “Lie expansion”

H(φS,t(u)) = eLSH =
∞∑
k=0

tk

k!
LkSH , LkSH := {Lk−1

S H,S} ,∀k ≥ 1 , L0
S = Id .

In our work the crucial point is that all the dependence on the parameters r, w of the norm in (2.27) can be
encoded in the coefficients

c(j)
r,w(α, β) := r|α|+|β|−2

w2
j

wα+β
, wα+β =

∏
j∈Z

w
αj+βj
j , (2.31)
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defined for any α, β ∈ NZ and j ∈ Z. In view of our choices of the weights in (2.14) and (2.15) we have
that the coefficients in (2.31) have the following form:

sE) case : c(j)
r,w(α, β) = r|α|+|β|−2 bjc2p∏

i∈Zbjcp(αi+βi)
es
(

2λ(j)−
∑
i∈Z(αi+βi)λ(i)

)
; (2.32)

S) case : c(j)
r,w(α, β) = r|α|+|β|−2 bjc2p∏

i∈Zbicp(αi+βi)
. (2.33)

Remark 2.7. (Basic embeddings of spaces of Hamiltonians). Recalling Remark 2.4 one can notice that if
r′ ≤ r and w ≤ w′ thenAr(hw) ⊆ Ar′(hw′). In the following (see Proposition 2.9) we give conditions on the
parameters that (r, w), (r∗, w′) (with r∗ ≤ r) which ensure the (not trivial) inclusion Hr(hw) ⊆ Hr∗(hw′).
That condition will be given in terms of the ratio of the coefficients c(j)

r,w(α, β), c(j)
r′,w′(α, β).

2.4. Properties of regular Hamiltonians. We now collect some properties of the norm in (2.27). For any
H ∈ Hr(hw) we define a map

B1(`2)→ `2 , y = (yj)j∈Z 7→
(
Y

(j)
H (y; r, w)

)
j∈Z

by setting

Y
(j)
H (y; r, w) :=

∑
(α,β)∈M

|Hα,β|
(αj + βj)

2
c(j)
r,w(α, β)yα+β−ej (2.34)

where ej is the j-th basis vector in NZ, while the coefficient c(j)
r,w(α, β) is defined right above in (2.31). The

following properties give a systematic way for computing the norm of a given Hamiltonian and its relation
w.r.t. another one.

By Lemma 3.1 in [BMP20a] ( see also Lemmata 3.3, 3.4 and A.1 in [PS22]) we have the following.

Lemma 2.8. Let r, r′ > 0, w, w′ ∈ RZ
+. The following properties hold.

(1) The norm of H can be expressed as

|H|r,w = sup
|y|`2≤1

|YH(y; r, w)|`2 . (2.35)

(2) Given H(1) ∈ Hr′,w′ and H(2) ∈ Hr,w , such that ∀α, β ∈ NZ and j ∈ Z with αj + βj 6= 0 one has

|H(1)
α,β|c

(j)
r′,w′(α, β) ≤ c|H(2)

α,β|c
(j)
r,w(α, β), (2.36)

for some c > 0, then
|H(1)|r′,w′ ≤ c|H(2)|r,w .

The following proposition gathers the immersion properties of the norm | · |r,w(p,s) with respect to the
parameters p, s.

Proposition 2.9. (Monotonicity). For any p > 1, s > 0 the norm |·|r,w is monotone increasing in r.
Moreover, letting r > 0 the following holds.
sE) Consider w as in (2.14). For any σ, s > 0 we have

|H|r,w(s+σ,p) ≤ |H|r,w(s,p) . (2.37)

S) Consider w as in (2.15). For any p′ > 0, p > 1, we have

|H|r,w(p+p′) ≤ |H|r,w(p) . (2.38)

For the moment we omit the proof of the proposition above and we refer the reader to Appendix A.

By Proposition 2.1 in [BMP20a] and Lemma 3.5 in [PS22] we have that the scale {Hr(hw)}r>0 is a Banach-
Poisson algebra in the following sense.
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Proposition 2.10. (Poisson Brackets). For 0 < ρ ≤ r we have

|{F,G}|r,w ≤ 4
(

1 +
r

ρ

)
|F |r+ρ,w|G|r+ρ,w . (2.39)

2.5. Graded Poisson structure and conjugations. We start by defining a degree decomposition which
endowsHr(hw) with a graded Poisson algebra structure.

Definition 2.11. (Scaling degree). Given d ∈ N, letH(d) be the vector space of homogeneous polynomials
of degree d + 2, that is admissible Hamiltonians of the form∑

(α,β)∈M
|α|+|β|=d+2

Hα,βu
αūβ .

We shall say that a Hamiltonian H has scaling degree ≥ d = d(H) if

H ∈ H(≥d) = H(d) ⊕h>d H(h) .

Accordingly, we shall define projections associated with this direct sum decomposition and write

Π(d)H =
∑

(α,β)∈M
|α|+|β|=d+2

Hα,βu
αūβ , Π(>d)H =

∑
(α,β)∈M
|α|+|β|>d+2

Hα,βu
αūβ . (2.40)

We say that d(0) = +∞.

Remark 2.12. With this definitions, quadratic Hamiltonians have scaling degree 0. Essentially H has
scaling degree d if and only if it has a zero of order d + 2 at zero.

Definition 2.11 produces a graded Poisson algebra structure. Moreover one has the following result.

Lemma 2.13. The projection operators are continuos. In particular, the following hold.
(i) If H ∈ Hr(hw) with d(H) = d, then one has∣∣∣Π(d)H

∣∣∣
r,w
≤ |H|r,w ,

∣∣∣Π(>d)H
∣∣∣
r,w
≤ |H|r,w . (2.41)

(ii) If H ∈ Hr(hw) with d(H) ≥ d, then for all r′ ≤ r one has

|H|r′,w ≤
(
r′

r

)d

|H|r,w .

Proof. (i) We only prove the first in (2.41). The estimate for Π(>d) follows similarly.
By absolute convergence of H , we can rearrange the terms and write H =

∑
d≥0 Π(d)H where each term

reads as in (2.40). In general, for any Hamiltonian H by definition of majorant norm, we have that

X
(j)
H (u) = −i

∑
(α,β)∈M

|Hα,β|βjuαūβ−ej ,

which trivially yields |XH(u)|w ≤ |XH(u)|w, where u = (|uj |)j∈Z. Observing that when evaluating the
supremum of XH over |u|w ≤ r we can restrict to the case in which u = (uj)j∈Z has positive real compo-
nents, we get

|H|r,w = r−1 sup
|u|w≤r

∣∣∣∣(W j
H(u)

)
j∈Z

∣∣∣∣
w

, W j
H(u) =

∑
(α,β)∈M

|Hα,β|βj |u|
α+β−ej .

Then inequality (2.41) follows trivially from W j

Π(d)H
(u) ≤W j

H(u).
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(ii) By item (2) in Lemma 2.8, it suffices to observe that

cjr′,w(α,β)

cjr,w(α, β)
=

(
r′

r

)|α|+|β|−2

≤
(
r′

r

)d+2−2

.

This concludes the proof. �

Remark 2.14. If F and G are Hamiltonians in Hr(hw) with scaling degree d1, d2 respectively, then the
Poisson {F,G} has scaling degree equal to d1 +d2. In general, if the scaling degrees are≥ d1, d2, then the
scaling degree of {F,G} is ≥ d1 + d2.

The following Lemma guarantees that the flow of a regular Hamiltonian is well-posed on hw. Moreover it
shows how regular Hamiltonians changes under conjugation through flows.

Lemma 2.15. (Hamiltonian flow). Let 0 < ρ < r, and S ∈ Hr+ρ(hw) with

|S|r+ρ,w ≤ δ :=
ρ

8e(r + ρ)
, (2.42)

Then the time 1-Hamiltonian flow Φ1
S : Br(hw)→ Br+ρ(hw) is well defined, analytic, symplectic with

sup
u∈Br(hw)

∣∣Φ1
S(u)− u

∣∣
hw
≤ (r + ρ) |S|r+ρ,w ≤

ρ

8e
. (2.43)

Moreover, for any H ∈ Hr+ρ(hw) we have that H ◦ Φ1
S = eLSH ∈ Hr(hw) and∣∣eLSH∣∣

r,w
≤ 2 |H|r+ρ,w , (2.44)∣∣(eLS − id

)
H
∣∣
r,w
≤ δ−1 |S|r+ρ,w |H|r+ρ,w , (2.45)∣∣(eLS − id−{S, ·}

)
H
∣∣
r,w
≤ 1

2
δ−2 |S|2r+ρ,w |H|r+ρ,w . (2.46)

More generally for any h ∈ N and any sequence (ck)k∈N with |ck| ≤ 1/k!, we have∣∣∣∣∣∣
∑
k≥h

ckL
k
S(H)

∣∣∣∣∣∣
r,w

≤ 2|H|r+ρ,w
(
|S|r+ρ,w/2δ

)h
. (2.47)

Proof. Follows verbatim by Lemma 2.1 in [BMP20a] with η = 0 and adS  LS . �

The following classical Lemma gives a priori estimates on the time of definition of flows generated by a
wider class of Hamiltonians.

Lemma 2.16. Let N ∈ Ar(w) and R ∈ Hr(hw) (recall Def. 2.3) for some r > 0. Assume that

Re(XN (v), v)hw = 0 , ∀ v ∈ hw . (2.48)

Consider the dynamical system

v̇ = XN (v) +XR(v) , v(0) = v0 , |v0|w ≤
3

4
r .

Then one has ∣∣|v(t)|w − |v0|w
∣∣ ≤ r

8
, ∀ |t| ≤ 1

8|R|r,w
.

Proof. See Lemma 5.4 in [BMP20a]. �
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Resonant Hamiltonians. We define the resonant subset ofM (see (2.26)) as

R = {(α, β) ∈M : αj = βj ∨ αj = β−j ∀j ∈ Z} , (2.49)

and we denote by Kr(hw) the subset of resonant Hamiltonians, i.e.

Kr(hw) =
{
H ∈ Hr(hw) :

∑
(α,β)∈R

Hα,βu
αūβ

}
. (2.50)

Remark 2.17. Let (α, β) ∈ R and ` = α− β. The condition in (2.49) implies that

`j + `−j = αj − βj + α−j − β−j ≡ 0 , ∀ j ∈ Z .

The following results regards a fundamental properties of resonant Hamiltonians.

Lemma 2.18. (Flows of Kernel Hamiltonians). Let

f : hw → hw , u 7→ f(u) = (fjuj)j∈Z , fj = f−j , ∀j ∈ Z .

Then any H ∈ Kr(hw) poisson commutes with |f(u)|2w.

Proof. Let H ∈ Kr(hw) (see (2.50)). Using (2.24) one has that{
H,
∑
j∈Z

w2
j f

2
j |uj |2

}
=
∑
α,β∈R

Hα,β{uαūβ,
∑
j∈Z

w2
j f

2
j |uj |2} =

∑
α,β∈R

Hα,β

∑
`∈Z

(α` − β`)w2
`f

2
`u
αūβ .

Since since f is even in ` (as well as w) we have that the right hand side of the equation above reads∑
α,β∈R

Hα,β

∑
`>0

(α` + α−` − β−` − β`)f(`)2uαūβ = 0 ,

where in the last inequality we used Remark 2.17. This concludes the proof. �

Remark 2.19. Let N ∈ Kr(hw). We have that

2Re(XN (v), v)hw = {N (v), |v|2w} = 0 ,

by Lemma 2.18. Hence we deduce that the vector field XN satisfies the condition (2.48) in Lemma 2.16.

Remark 2.20. Let H ∈ Kr(hw) and assume H = Π(d)H for some d ≥ 1. By using (2.49), (2.50) one can
check that H ≡ 0 if d is odd.

3. SMALL DIVISORS

Recalling that
ω := ω(m) := (ωj)j∈Z ∈ RZ ,

ωj := ωj(m) :=
√
|j|4 + m , j ∈ Z , m ∈ [1, 2] ,

(3.1)

and the resonant set
R = {(α, β) ∈M : αj = βj ∨ αj = β−j ∀j ∈ Z} ,

we now give arithmetic conditions on non- resonant indexes belonging to the following set:

Λ :=
{
` ∈ ZZ : ` := α− β , ∀(α, β) ∈ Rc

}
. (3.2)

Finally, given a vector ` := (`i)i∈Z ∈ Λ consider the set A(`) := {i ∈ Z : `i 6= 0}. We define the map

` 7→ d := d(`) ∈ N (3.3)

where d(`) := #A(`). We call d(`) the cardinality of `, i.e. the number of components of ` which are
different form zero.
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Definition 3.1. (Diophantine frequencies). Given γ > 0 we denote by Dγ the set of diophantine frequencies

Dγ :=
{
ω ∈ RZ : |ω · `| ≥

∏
n∈Z

γd(`)

(1 + |`n|2〈n〉2)τ
, τ := d(`)(d(`) + 2) , ∀` ∈ Λ

}
, (3.4)

where 〈n〉 := max{1, |n|} for any n ∈ Z.

The key proposition of this section guarantees that, for “almost all” choices of the parameter m the fre-
quency vector ω in (3.1) belongs to the diophantine set in (3.4). Our aim is to prove the following result.

Proposition 3.2. (Measure estimates). There exists a positive measure set M ⊆ [1, 2] such that for any
m ∈ M, the vector ω(m) belongs to the diophantine set of frequencies Dγ in (3.4). Moreover, there exists a
positive constant C such that

meas([1, 2] \M) ≤ Cγ .

The proof of the proposition above involves several argument which will be discussed below. First of all
let us define the quantity (see (2.26))

ψ(m, `) := ω · ` , ∀` ∈M , (3.5)

and recall that we shall provide lower bounds on ψ(ω, `) only for ` belonging to the set Λ in (3.2). Moreover,
according to the notation (3.3), we can write the function in (3.5) as

ψ(m, `) =
d∑
i=1

`jiωji , ji ∈ Z . (3.6)

Estimates of a single “bad set”. We have the following.

Lemma 3.3. For any ` ∈ Λ there exists 0 ≤ k ≤ d(`)− 1 such that

|∂kmψ(m, `)| ≥
d∏
i=1

1

(1 + |`ji |2〈ji〉2)d(`)
. (3.7)

Proof. To lighten the notation we shall write d instead of d(`).
Given ` ∈ Λ, after a reordering of the indexes we can write ` = (¯̀, 0), where ¯̀ = (`j1 , . . . , `jd). Without
loss of generality, we can always assume that the vector ¯̀satisfies

ji 6= −jk , ∀ j, k = 1, . . . , d . (3.8)

Indeed, the d-pla (j1, . . . , jd) can be written as

(k1, . . . , kp, q1,−q1, q2,−q2 . . . , qr,−qr) , 0 ≤ p ≤ d

for some 0 ≤ p ≤ d and p+ 2r = d, where ki, i = 1, . . . , p satisfy (3.8). The small divisors has the form

ω · ¯̀=
d∑
i=1

ωji`ji =

p∑
i=1

ωki`ki +

r∑
i=1

ωqi(`qi + `−qi) .

Hence we can define

˜̀= (˜̀
k1 , . . . ,

˜̀
kp ,

˜̀
q1 , . . . ,

˜̀
qr) , where

{
˜̀
ki = `ki , i = 1, . . . p ,

˜̀
qi = `qi + `−qi , i = 1, . . . , r .

Since ` ∈ Λ it is not possible that at the same time p = 0 and `qi + `−qi = 0 for any i = 1, . . . , r. Otherwise
` is a resonant vector (recall (2.49) and Remark 2.17). As a consequence up to reducing the length of ˜̀ to
d̃ = d(˜̀) ≤ d(`) (by eliminating the components for which `qi + `−qi = 0), we have obtained a vector
satisfying condition (3.8) with d̃ ≤ d.
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Hence from now on we consider ` ∈ Λ with d(`) = d and satisfying (3.8). Notice that, for any k ≥ 1,

∂kmψ(m, `) =
d∑
i=1

`ji∂
k
mωji = Γ(k)

d∑
i=1

`ji(ωji)
1−2k , Γ(k) :=

(−1)k+1

2k
(2k − 3)!! . (3.9)

Let us define a := (ai)i=0,...,d ∈ Rd as

∂kmψ(m, `) = ak+1 , k = 0, . . . , d− 1 . (3.10)

Our aim is to prove that there is at least one component of the vector a satisfying the bound (3.7). In view
of (3.9) we rewrite (3.10) as

ΓMO` = a , (3.11)
where

Γ :=


1 . . . . . . 0

0 Γ(1) . . .
...

... . . .
. . .

...
0 . . . . . . Γ(d− 1)

 , O :=


ωj1 . . . . . . 0

0 ωj2 . . .
...

... . . .
. . .

...
0 . . . . . . ωjd

 ,

M :=


1 . . . . . . 1
ω−2
j1

. . . . . . ω−2
jd

... . . . . . .
...

ω
−2(d−1)
j1

. . . . . . ω
−2(d−1)
jd

 .

(3.12)

Notice that the matrix M is a Vandermonde matrix. Moreover using that ` ∈ Λ and that (3.8) holds, its
determinant is given by

det(M) =
∏
i 6=k

(ω−2
ji
− ω−2

jk
) 6= 0 ,

so that the matrix M is invertible. It is also easy to check that

max
i,k=1,...,d

|(M−1)ki | ≤ (d− 1)!
∏
i 6=k

ω2
ji
ω2
jk

ω2
ji
− ω2

jk

. 2−dd−1
( d∏
i=1

ωji
)d ∼ 2−dd−1

( d∏
i=1

|ji|2
)d
.

Recalling (3.12) we note
max
i=1,...,d

|(Γ−1)ii| ≤ 2d , max
i=1,...,d

|(O−1)ii| ≤ 1 .

Therefore

max
i,k=1,...,d

|
(
(ΓMO)−1)ki | . d−1

( d∏
i=1

|ji|2
)d
. d−1

( d∏
i=1

1

(1 + |`ji |2〈ji〉2)

)−d
. (3.13)

Since by (3.11), we have ` = (ΓMO)−1a, we deduce

1 ≤ |`| . d max
i,k=1,...,d

|
(
(ΓMO)−1)ki |‖a‖`∞ ,

which, together with (3.13), implies the bound (3.7). �

Now we need the following result (see for example Lemma B.1 [Eli02] ):

Lemma 3.4. Let g(x) be a Cn+1-smooth function on the segment [1, 2] such that

|g′|Cn = β and max
1≤k≤n

min
x
|∂kg(x)| = σ .

Then one has
meas({x | |g(x)| ≤ ρ}) ≤ Cn

(
βσ−1 + 1

)
(ρσ−1)1/n .
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Now, for any fixed ` ∈ Λ and η > 0, we define the “bad set” of parameters

B(`) :=
{
m ∈ [1, 2] : |ω · `| ≤

∏
n∈Z

γd

(1 + |`n|2〈n〉2)τ

}
(3.14)

with τ as in (3.4). Thanks to Lemma 3.3 we shall apply Lemma 3.4 with n = d− 1 and

σ ≥
d∏
i=1

1

(1 + |`ji |2〈ji〉2)d
, ρ =

∏
n∈Z

γd

(1 + |`n|2〈n〉2)τ
, β ≤ d! .

d∏
i=1

(1 + |`ji |2〈ji〉2) .

Therefore we obtain

meas(B(`)) . γ
d

d−1

( d∏
i=1

1

1 + |`ji |2〈ji〉2
) τ

d
−d−1

. (3.15)

Proof of Proposition 3.2. We define (see (3.4) and (3.14))

B :=
⋃
`∈Λ

B(`) ,

and we set M = Bc. Then the thesis follows by using the sub-additivity of the Lebesgue measure, the bound
(3.15) and by reasoning as in the proof of Lemma 4.1 in [BMP20a]. �

Remark 3.5. By Remark 2.17 for any (α, β) ∈ R and ` = α − β one has that ω · ` ≡ 0 is identically zero
for m ∈ [1, 2]. On the other hand, by Proposition 3.2, for any ω ∈ Dγ one has ω · ` 6= 0 for any ` ∈ Λ.

4. HOMOLOGICAL EQUATION

Given a diophantine vector ω ∈ Dγ , in view of Remark 3.5 and by formula (2.30) we deduce that

LωH = 0 ⇔ H ∈ Kr(hw) .
Hence the operator Lω is formally invertible when acting on the subspace

Rr(hw) = Kr(hw)⊥ :=
{
H ∈ Hr(hw) :

∑
(α,β)∈Rc

Hα,βu
αūβ

}
, (4.1)

containing those Hamiltonians supported on monomials uαūβ with (α, β) ∈ Rc. We decompose the space
of regular HamiltoniansHr(hw) as

Hr(hw) = Kr(hw)⊕Rr(hw) ,
and we denote by ΠK and ΠR the continuous projections on the subspaces Kr(hw),Rr(hw). One can note

|ΠKH|r,w, |ΠRH|r,w ≤ |H|r,w . (4.2)

Obviously, for diophantine frequency,Rr(hw) andKr(hw) represent the range and kernel of Lω respectively.

Proposition 4.1. (Inverse of the adjoint action). Fix N ∈ N, r > 0, p > 1 and s > 0. Consider w(s, p)

(resp. w(p)) and a Hamiltonian function f ∈ Rr(hw)∩H(N) (see Def. 2.11 and recall (4.1)). For any ω ∈ Dγ
the following holds.
(case (sE)) There exists an absolute constant C > 0 (independent of N) such that for any 0 < σ � 1 one
has that

|L−1
ω f |r,w(p,s+σ) ≤ JsE

0 |f |r,w(p,s) ,

where Lω is in (2.30) and

JsE
0 := JsE

0 (σ, N) := γ−4N exp exp
((N2

σ
C
) 1

q−1
)
. (4.3)

(case (S)) Fix ζ ≥ (36N)2. There exists an absolute constant C > 0 such that

|L−1
ω f |r,w(p+ζ) ≤ JS

0 |f |r,w(p) ,
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where
JS

0 := JS
0 (ζ, N) := γ−4NeCζ . (4.4)

Proof. Case (sE). Since, by hypothesis, f belongs to the range of the operator Lω, the Hamiltonian L−1
ω f

is well-defined with coefficients given by

(L−1
ω f)α,β =

fα,β
−iω · (α− β)

, ∀ (α, β) ∈ Rc .

Recall the coefficients in (2.32). In view of property (2.36) with w′ = w(p, s + σ) and w = w(p, s) and
formula (2.30) , in order to get the result it is sufficient to estimate the quantity

J0 := sup
j∈Z, (α,β)∈Λ
αj+βj 6=0
|α−β|≤N+2

c
(j)
r,w(s+σ,p)(α, β)

c
(j)
r,w(s,p)(α, β)|ω · (α− β)|

. (4.5)

By an explicit computation using (2.32) we get

J0 = sup
j∈Z, (α,β)∈Λ
αj+βj 6=0
|α−β|≤N+2

e−σ(
∑
i λ(i)(αi+βi)−2λ(j))

|ω · (α− β)|
.

By Lemma A.7, we just have to study the case in which (A.17) holds true. Let ω ∈ Dγ (recall (3.3)-(3.4)).
Since ` = α− β, |`| ≤ N + 2 we notice that d = d(`) ≤ 4N and τ = τ(`) ≤ 36N2. Therefore we have

J0 ≤ γ−d exp

(
−σ
(∑

i

λ(i)(αi + βi)− 2λ(j)
)

+
∑
i∈Z

τ ln(1 + (αi − βi)〈i〉2)

)
(A.18)
≤ γ−4N exp

(∑
i

[
−σκ

63
|αi − βi|λ(

√
〈i〉)
]

+ 36N2 ln
(

1 + (αi − βi)2〈i〉2
))

≤ γ−4N exp (−144N2
∑
i

Hi(|αi − βi|)) ,

where for 0 < σ ≤ 1, i ∈ Z , we defined

Hi(x) :=
σκ

63× 36N2
xλ(
√
〈i〉)− ln

(
1 +

√
x〈i〉

)
,

where x := |αi − βi| ≥ 1. By definition of λ (recall (1.6)), by denoting

α =
σκ

63× 36N2
, (4.6)

we observe that there exists X(α) such that the following inequalities hold:

αxλ(
√
〈i〉)− ln

(
1 +

√
x〈i〉

)
≥ αλ(

√
x〈i〉)− ln

(
1 +

√
x〈i〉

)
≥ 0 , if 〈i〉 ≥ X2(α) .

By an explicit computation one can check that

X(α) = exp
{(2 · 63 · 36N2

σκ

) 1
q−1

}
≤ e
(

2
α

) 1
q−1

. (4.7)

Consequently

J0 ≤ γ−4N exp
(
− 144N2 inf

x≥1

∑
i:〈i〉≤X2(α)

Hi(x)
)
. (4.8)
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Let us compute infx≥1Hi(x). We have

Hi(x) ≥ Ĥi(x) := αxλ(
√
〈i〉)− ln

(
1 +
√
x
)
− ln

(
1 +

√
〈i〉
)
.

Then, since

Ĥ ′i(x) = αλ(
√
〈i〉)− 1

2
√
x(1 +

√
x)

= 0 ⇔
√
x =

1

2

(
−1 +

√
1 +

2

αλ(
√
〈i〉)

)
,

we deduce

Hi(x) ≥ λ(
√
i)

(
−α

2
+
α

2

√
1 +

2

α(
√
〈i〉)

)2

− ln

(
1 +

√
1 +

2

αλ(
√
〈i〉)

)
− ln

(
1 +

√
〈i〉
)

≥ − ln

(
1 +

√
1 +

2

αλ(1)

)
− ln (1 +X(α)) .

The latter bound, together with (4.8), implies

J0 ≤ γ−4N

((
1 +

√
1 +

2

αλ(1)

)
(1 +X(α))

)144N2X2(α)

≤ γ−4N

((
1 +

√
1 +

2

α lnq 2

)
(1 +X(α))

)144N2X2(α)

.

By (4.6) and (4.7) it follows the desired bound (4.3) choosing a suitable constant C > 0 large enough.

case (S). We proceed as in the case (sE). By definition of the coefficients in the Sobolev case (2.33) we
have

J0 := sup
j∈Z, (α,β)∈Λ
αj+βj 6=0
|α−β|≤N+2

c
(j)
r,w(p+δ)(α, β)

c
(j)
r,w(p)(α, β)|ω · (α− β)|

= sup
j∈Z, (α,β)∈Λ
αj+βj 6=0
|α−β|≤N+2

bjc2δ

|ω · (α− β)|
∏
i∈Z
bic−δ(αi+βi). (4.9)

By the diophantine condition (3.4) we have

J0 ≤ γ−4N sup
j∈Z, (α,β)∈Λ
αj+βj 6=0
|α−β|≤N+2

( bjc2∏
i∈Zbicαi+βi

)δ∏
i∈Z

(
(1 + |αi − βi|2)〈i〉2

)τ
.

By Lemma A.7 we only have to consider the case in which (A.17) holds. Recalling that |α|+ |β| = N + 2,
d ≤ 4N, ζ ≥ (36N)2, we can apply Lemma A.8. The bound (A.22) implies the estimate (4.4). �

5. A BIRKHOFF NORMAL FORM STEP

Notations. Let r > r′ > 0, σ, s > 0, ζ, p > 0, K� 1 and 1 ≤ N ≤ K− 1. In the following we shall write

w = w(s, p) (resp. w = w(p)) and w′ = w(s+ σ, p) (resp. w′ = w′(p+ ζ)) . (5.1)

We consider an Hamiltonian function of the form

H = Dω +
N−1∑
d=1

Z(d) +
K∑

d=N

R(d) +R(≥K+1) , (5.2)
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where Dω is in (2.28) and
Z(d) ∈ Kr(hw) ∩H(d) , 1 ≤ d ≤ N− 1 ,

R(d) ∈ Hr(hw) ∩H(d) , N ≤ d ≤ K ,

R(≥K+1) ∈ Hr(hw) ∩H(≥K+1) .

In the case N = 1 we assume Z(d) ≡ 0. We set

εd := |R(d)|r,w , N ≤ d ≤ K , εK+1 := |R(≥K+1)|r,w . (5.3)

Lemma 5.1. (Birkhoff normal form step). Consider the Hamiltonian H in (5.2) and fix ω ∈ Dγ . Assume
that

J?0

( K∑
d=N

εd + εK+1

)
≤ δ with δ :=

r − r′

16er
, (5.4)

where J?0 = JsE
0 (σ, N) in (4.3) (respectively J?0 = JS

0 (ζ, N) in (4.4)).
Then there exists a change of variables

Φ : Br′(hw′) → Br(hw′) , (5.5)

such that

H ◦ Φ = Dω +

N∑
d=1

Z
(d)
+ +

K∑
d=N+1

R
(d)
+ +R

(≥K+1)
+ , (5.6)

where
Z

(d)
+ ∈ Kr(hw) ∩H(d) , 1 ≤ d ≤ N ,

R
(d)
+ ∈ Hr(hw) ∩H(d) , N + 1 ≤ d ≤ K ,

R
(≥K+1)
+ ∈ Hr(hw) ∩H(≥K+1) .

Moreover the following estimates hold

Z
(d)
+ := Z(d) , 1 ≤ d ≤ N− 1 , |Z(N)

+ |r′,w′ ≤ εN , (5.7)

|R(p)
+ |r′,w′ ≤ εp +

∑
j≥2

(j−1)N+N=p

εN
j!

(
εNJ

?
0

2δ

)j−1

+
∑

1≤j,d≤K
jN+d=p

1

j!

(
εNJ

?
0

2δ

)j
|Z(d)|r,w (5.8)

+
∑

1≤j≤K
N≤d≤K
jN+d=p

εd
j!

(
εNJ

?
0

2δ

)j
, N + 1 ≤ d ≤ K ,

|R(≥K+1)
+ |r′,w′ ≤ εK+1 + 2

K∑
d=N

(
εNJ

?
0

2δ

)[ K+1−d
N ]

εd + 2

(
εNJ

?
0

2δ

)K+1

(|Z|r,w + εN) . (5.9)

Finally, for any σ] ≥ 0, ζ] ≥ 0, setting w] := w(s + σ + σ], p) (resp. w] := w(p + ζ + ζ])) assume the
further conditions

J̃0
?
( K∑

d=N

εd + εK+1

)
≤ δ , (5.10)

where J̃0
?

= JsE
0 (σ], N) in (4.3) (respectively J̃0

?
= JS

0 (ζ], N) in (4.4)). Then

Φ∣∣Br′ (hw] ) : Br′(hw]) → Br(hw]) ,

sup
u∈Br′ (hw] )

|Φ(u)− u|h
w]
≤ rJ̃0

?
|R(N)|r,w .

(5.11)
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Proof. Recalling (5.2) we define

Z+ :=
N∑

d=1

Z
(d)
+ , Z

(d)
+ := Z(d) , 1 ≤ d ≤ N− 1 , Z

(N)
+ := ΠKR

(N) . (5.12)

By (5.12), (5.3), (4.2) and (2.41) we deduce that Z+ ∈ Kr(hw) ∩H(≤N) and satisfies the bound (5.7). Let

S := L−1
ω (ΠRR

(N)) (5.13)

be the unique solution of the homological equation LωS = {S,Dω} = ΠRR
(N). By Proposition 4.1 we

have that S ∈ Rr(hw′) ∩H(N) and satisfies the estimate

|S|r,w′ ≤ J?0 |R(N)|r,w
(5.3)
≤ J?0 εN , (5.14)

where J?0 = JsE
0 (σ, N) in (4.3) (respectively J?0 = JS

0 (ζ, N) in (4.4)). We now apply Lemma 2.15 with
(r, w) (r′, w′) and ρ := r − r′. Note that (5.4) and (5.14) imply (2.42). Setting Φ := Φ1

S we have that the
conjugated Hamiltonian reads

H ◦ Φ = Dω +
N−1∑
d=1

Z(d) + ΠKR
(N) + {Dω, S}+ ΠRR

(N) + (eLS − id−{·, S})Dω

+ (eLS − id)(
N−1∑
d=1

Z(d) +R(N)) + eLS
( K∑
d=N+1

R(d) +R(≥K+1)
)

(5.13),(5.12)
= Dω + Z+ +R+ ,

where

R+ := −
∞∑
j=2

(LS)j−1

j!
ΠRR

(N)

+ (eLS − id)(
N−1∑
d=1

Z(d) +
K∑

d=N

R(d) +R(≥K+1)) +
K∑

d=N+1

R(d) +R(≥K+1) .

Therefore we have

R+ :=

K∑
p=N+1

R
(p)
+ +R

(≥K+1)
+ ,

R
(p)
+ := R(p) +

∑
j≥2

jN+N=p

(LS)j−1

j!
ΠRR

(N) +
∑

1≤j,d≤K
jN+d=p

(LS)j

j!
Z(d) +

∑
1≤j≤K
N≤d≤K
jN+d=p

(LS)j

j!
R(d)

(5.15)

and R(≥K+1)
+ defined by difference. Moreover by, the explicit formulæ (5.15), Lemma 2.15, bounds (5.14),

(2.41), the smallness assumption (5.4), Remark 2.14 and the monotonicity property (see Proposition 2.9) we
get R+ ∈ Rr′(hw′) ∩H(>N) which satisfies (5.8)-(5.9).
Finally, let us assume (5.10). By Proposition 4.1 let S] = L−1

ω ΠRR
(N) in Rr(hw]) be the solution of the

homological equation LωS] = ΠRR
(N) on Br(hw]) ⊆ Br(hw′) for any w] ≥ w′. Since S and S] solve the

same linear equation on Br(hw]), we have that

S] = S∣∣Br(hw] ) .
By Proposition 4.1 we get

|S|r,w] ≤ J̃0
?
|R(N)|r,w . (5.16)
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We now apply Lemma 2.15 with (r, w) (r, w]) and ρ := r − r′. Note that (5.10) and (5.16) imply (2.42).
Then (5.11) follows by (2.43) and (5.16). �

6. THE ITERATIVE SCHEME

Here we apply repeatedly Lemma 5.1. Let r̄, s0, p > 0, 0 < γ < 1, fix a natural number K ≥ 1 and define
w0 := w(s0, p) (resp. w0 := w(p)). Consider a Hamiltonian H such that H −Dω ∈ Hr̄(hw0) satisfying

H := Dω +R0 , R0 =

K∑
d=1

R
(d)
0 +R

(≥K+1)
0 ,

R
(d)
0 ∈ Hr̄(hw0) ∩H(d) , R

(≥K+1)
0 ∈ Hr̄(hw0) ∩H(≥K+1) ,

(6.1)

where Dω is in (2.28), ω ∈ Dγ (see (3.4)). Consider the constant C > 0 provided by Proposition 4.1 and
define

r?0 := min

{
r̄, (

4K+3|R0|r̄,w0
r̄

J?K32eK)−1

}
, ? ∈ {sE, S} ,

JsE
K := γ−4K exp

(
e
K2C
s0

)
, JS

K := γ−4K exp
(
C212K3

)
.

(6.2)

Remark 6.1. Without loss of generality we can always assume that |R0|r̄,w0 ≤ 1. Indeed if |R0|r̄,w0 > 1
one can choose r̃ < r̄ such that (recall Lemma 2.13)

|R0|r̃,w0 ≤
(
r̃

r̄

)
|R0|r̄,w0 ≤ 1 .

The main result of this section is the following.

Theorem 6.2. (Birkhoff normal form). ConsiderH in (6.1) . Then, for any 0 < r0 ≤ r?0 with ? ∈ {sE, S},
there exists a symplectic map

Φ : B r0
2

(hwf ) → Br0(hwf )

sup
u∈B r0

2
(hwf )
|Φ(u)− u|hwf ≤ C?1r

2
0 ≤

r0

8
, C?1 :=

|R0|r̄,w0
r̄

J?K ,
(6.3)

where wf := w(3
2s0, p) (resp. wf = w(p + ζ) with ζ = 362

∑K
i=1 i

2) such that the following holds. The
Hamiltonian

Hf := H ◦Φ := Dω + Z + R ,

Z ∈ K r0
2

(hwf ) ∩H(≤K) , R ∈ H r0
2

(hwf ) ∩H(≥K+1) (6.4)

satisfies
|Z| r0

2
,wf
≤ C?2r

2
0 , |R| r0

2
,wf
≤ C?3r

K+1
0 (6.5)

with

C?2 :=
16eK |R0|r̄,w 4K+1

r̄2
J?K , C?3 :=

|R0|r̄,w (16eK4K+2)K

r̄K+1
(J?K )K .

The proof of Theorem 6.2 is based on the following iterative scheme.
Setting of parameters. For any 0 ≤ k ≤ K, let us recursively define:

rk = r0(1− k

2K
) , δk =

rk − rk+1

16erk
, sk = s0(1 +

k

2K
) , ζk := (36k)2

σk := s0
k

2K
, wk := w(sk, p) , (resp. wk := w(p+

k∑
i=1

ζi)) .

(6.6)
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Moreover, let us define
ε :=

(r0

r̄

)
, R0 := |R0|r̄,w0 . (6.7)

By Lemma 2.13 and Remark 6.1 we have that∣∣∣R(d)
0

∣∣∣
r0,w0

≤ εdR0 , 1 ≤ d ≤ K ,
∣∣∣R(≥K+1)

0

∣∣∣
r0,w0

≤ εK+1R0 . (6.8)

Let us introduce

Jk := JsE
0 (σk, k) , (resp. Jk := JS

0 (

k∑
i=1

ζi, k)) 0 ≤ k ≤ K , (6.9)

where JsE
0 , JS

0 are introduced in (4.3), (4.4) respectively, and assume the following smallness condition:

R04K+3JK ε ≤ δ0 . (6.10)

We now prove the following.

Lemma 6.3. (Iteration lemma). The following holds true for any 0 ≤ k ≤ K:
(S1)k there are Hamiltonians Hk of the form

Hk = Dω + Zk +Rk ,

Zk :=
∑

1≤d≤k
d even

Z
(d)
k , Rk :=

K∑
d=k+1

R
(d)
k +R

(≥K+1)
k , (6.11)

where Z0 ≡ 0, and
Z

(d)
k ∈ Krk(hwk) ∩H(d) , 1 ≤ d ≤ k

R
(d)
k ∈ Hrk(hwk) ∩H(d) , k + 1 ≤ d ≤ K ,

R
(≥K+1)
k ∈ Hrk(hwk) ∩H(≥K+1) ;

(6.12)

(S2)k one has, for 1 ≤ k ≤ K,

Jk

(
K∑

d=k

|R(d)
k−1|rk−1,wk−1

+ |R(≥K+1)
k−1 |rk−1,wk−1

)
≤ δk−1 ; (6.13)

(S3)k one has, for 1 ≤ k ≤ K,∣∣∣Z(d)
k

∣∣∣
rk,wk

≤ εdR0(4kJKδ
−1
0 )d−12d−1 , 1 ≤ d ≤ k , (6.14)∣∣∣R(d)

k

∣∣∣
rk,wk

≤ εdR0(4kJKδ
−1
0 )d−12k−1 , k + 1 ≤ d ≤ K , (6.15)∣∣∣R(≥K+1)

k

∣∣∣
rk,wk

≤ εK+1R0(4kJKδ
−1
0 )K2k ; (6.16)

(S4)k for any 1 ≤ k ≤ K there are maps Φk : Brk(hwk) → Brk−1
(hwk) such that

Hk = Hk−1 ◦ Φk . (6.17)

Moreover, for any k ≤ n ≤ K, one has

Φk : Brk(hwn) → Brk−1
(hwn) (6.18)

with

sup
u∈Brk (hwn )

|Φk(u)− u|wn ≤ rk−1R0
1

2k
JKε . (6.19)
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Proof. We reason inductively and apply iteratively Lemma 5.1. Assume that (Si)k, i = 1, . . . , 4, hold for
0 ≤ k ≤ K− 2. We claim that

Jk+1

(
K∑

d=k+1

|R(d)
k |rk,wk + |R(≥K+1)

k |rk,wk

)
≤ δk , (6.20)

which is condition (S2)k+1 (see (6.13) with k  k + 1). First of all notice that (recall (4.3), (6.6))

Jk+1 ≤ JK , ∀ 0 ≤ k ≤ K− 1 . (6.21)

By the inductive assumption (S3)k-(6.15) (see (6.11)) one can note that
K∑

d=k+1

|R(d)
k |rk,wk + |R(≥K+1)

k |rk,wk

≤
K∑

d=k+1

R0ε
d(4kJKδ

−1
0 )d−12k−1 + R0ε

K+1(4kJKδ
−1
0 )K2k

≤ 2k−1R0ε
k+1(4kJKδ

−1
0 )k

K−(k+1)∑
j=0

εj(4kJKδ
−1
0 )j + εK−k(4kJKδ

−1
0 )K−k2


(6.10)
≤ R0ε

k+1(4kJKδ
−1
0 )k2k .

Recalling (6.9), (4.3), we deduce that

Jk+1

( K∑
d=k+1

|R(d)
k |rk,wk + |R(≥K+1)

k |rk,wk
)
≤ R0ε

k+1(4kJKδ
−1
0 )k2kJk+1

≤ R0(ε4kJKδ
−1
0 )k+12k4−kδ0

(6.10)
≤ δ0

(6.6)
≤ δk ,

which proves the claim. Condition (6.20) implies the smallness assumption (5.4) by setting

εd := |R(d)
k |rk,wk , εK+1 := |R(≥K+1)

k |rk,wk .

Therefore Lemma 5.1 applies with

N, σ, r, r′, w, w′  k + 1, σk, rk, rk+1, wk, wk+1 , Z(d), R(d), R(≥K+1)  Z
(d)
k , R

(d)
k , R

(≥K+1)
k . (6.22)

Then we obtain a map Φk+1 satisfying (6.17) with k  k + 1 (see (5.5)-(5.6)). In particular the new
hamiltonian Hk+1 has the form (6.11) (with k  k + 1) for some Hamiltonians Zk+1, Rk+1. This proves
(S1)k+1. Let us check the (S3)k+1, i.e. the bounds (6.14)-(6.16) with k  k + 1. By (5.7) we have

Zk+1 =
k+1∑
d=1

Z
(d)
k+1 , Z

(d)
k+1 := Z

(d)
k , 1 ≤ d ≤ k , Z

(k+1)
k+1 := ΠKR

(k+1)
k . (6.23)

For 1 ≤ d ≤ k one has

|Z(d)
k+1|rk+1,wk+1

(6.23)
= |Z(d)

k |rk+1,wk+1

(6.14)k
≤ R0ε

d(4kJKδ
−1
0 )d−12d−1 ≤ R0ε

d(4k+1JKδ
−1
0 )d−12d−1

where the last inequality is trivial. Moreover for d = k + 1 one has

|Z(k+1)
k+1 |rk+1,wk+1

(6.23),(4.2)
≤ |R(k+1)

k |rk+1,wk+1

(6.15)k
≤ R0ε

k+1(4kJKδ
−1
0 )k2k−1 ≤ R0ε

k+1(4k+1JKδ
−1
0 )k2k .

This proves the bound (6.14) with k  k + 1 on the Hamiltonians Z(d)
k+1 with 1 ≤ d ≤ k + 1. We notice

that Zk+1 ≡ 0 when k + 1 is odd (see Remark 2.20). We now prove the estimate (6.15) with k  k + 1 on
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Rk+1. By (5.8), (5.3), (6.22), (6.9), (6.21), (6.6), and using (6.14), (6.15) and the fact that R0 ≤ 1, we get,
for any k + 2 ≤ p ≤ K,

|R(p)
k+1|rk+1,wk+1

≤ R0ε
p(4kJKδ

−1
0 )p−12k−1

+ R0

∑
j≥2

(j−1)(k+1)+(k+1)=p

εk+1(4kJKδ
−1
0 )k2k−1

j!

(
εk+1(4kJKδ

−1
0 )k2k−1JK

2δ0

)j−1

+ R0

∑
1≤j,d≤K
jN+d=p

εd(4kJKδ
−1
0 )d−12k−1

j!

(
εk+1(4kJKδ

−1
0 )k2k−1JK

2δ0

)j

+ R0

∑
1≤j≤K
N≤d≤K
jN+d=p

εd(2kJKδ
−1
0 )d−12k−1

j!

(
εk+1(2kJKδ

−1
0 )k2k−1JK

2δ0

)j

≤ R0ε
p(4kJKδ

−1
0 )p−12k−1

+ R0ε
p(4kJKδ

−1
0 )p−12k−1

∑
j≥2

1

j!

2(k−1)(j−1)

2(j−1)4k(j−1)

+ R0ε
p(4kJKδ

−1
0 )p−12k−12 ·

∑
j≥1

1

j!

2(k−1)j

2j4kj

≤ R0ε
p(4kJKδ

−1
0 )p−12k−1

(
1 +

∑
j≥2

1

j!

( 2k−1

2 · 4k
)j−1

+
∑
j≥1

1

j!

( 2k

2 · 4k
)j)

≤ R0ε
p(4kJKδ

−1
0 )p−12k−1

(∑
j≥0

1

j!

( 1

2k

)j)
≤ R0ε

p(4kJKδ
−1
0 )p−12k−1√e ≤

≤ R0ε
p(4kJKδ

−1
0 )p−12k ≤ R0ε

p(4k+1JKδ
−1
0 )p−12k ,

which is the (6.15) with k  k + 1. The estimate for the term R
(≥K+1)
k+1 follows similarly.

It remains to show the (S4)k+1, i.e. the bound (6.19) with k  k+1. By estimate (5.11) (recalling again
(6.22)) and taking k ≤ n ≤ K we get

sup
u∈Brk+1

(hwn )
|Φk+1(u)− u|wn ≤ rkJk+1|R

(k+1)
k |rk,wk

(6.15)
≤ rkJKε

k+1R0(4kJKδ
−1
0 )k2k−1 ,

which implies the thesis (6.19) using the smallness condition (6.10). �

Proof of Theorem 6.2. The condition (6.2) and the choice of ε in (6.7) imply the smallness condition
(6.10), so the iterative lemma 6.3 applies. By (5.11) we have (recall (6.6))

Φk : Brk(hwK) → Brk−1
(hwK)

with
sup

u∈Brk (hwK )
|Φk(u)− u|wK ≤ rk−1R0

1

2k
J?K ε .

Then, defining
Φ := Φ1 ◦ · · · ◦ ΦK ,
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we immediately get
Φ : B r0

2
(hwK) → Br0(hwK)

which, adding and subtracting id to each Φi with i = 1, . . . K entails

Φ− id = (Φ1 − id) ◦ Φ2 ◦ · · · ◦ ΦK + (Φ2 − id) ◦ Φ3 ◦ · · · ◦ ΦK + · · ·+ ΦK − id .

Hence we get the estimate

sup
u∈B r0

2
(hwK )
|Φ(u)− u|wK ≤ R0J

?
K ε

K−1∑
j=0

rj
2j+1

≤ r0R0J
?
K ε ,

which implies (6.3) by using the definitions of JK, ε and R0, the smallness assumption (6.2) on r0 and setting
wf = wK.

The new Hamiltonian H ◦ Φ is equal to HK given in (6.11) with k  K. We then set Z := ZK and
R := RK. The (6.4) follows. The bounds (6.5) follow by (6.14)-(6.16) recalling (6.9), (6.8), (6.7). �

7. TIMES OF STABILITY

In this section we provide the proof of our main stability results for the solutions of the equation (1.1).
The proof basically rely on a combination of the Birkhoff normal form result of Theorem 6.2 and Lemma
2.16. In view of section 2.1 we have that equation (1.1) is equivalent to (2.6). In particular, recalling (2.5),
for any (ψ0, ψ1) ∈ Hs,p+1 ×Hs,p−1 we define

u0 :=
1√
2

(
ω

1
2ψ0 + iω−

1
2ψ0

)
. (7.1)

One can notice that condition (1.17) (resp. (1.10)) implies that the function u0 in (7.1) satisfies

‖u0‖s,p ≤ δ . (7.2)

Assume now that u(t) is a solution of (2.6), with initial condition u(0) = u0, satisfying

sup
t∈[0,T0]

‖u(t)‖s,p ≤ 2δ for some T0 > 0 . (7.3)

Hence the solution (ψ(t), ∂tψ(t)) of (1.1) with initial conditions (ψ0, ψ1) satisfies the a priori bound

‖ψ(t)‖s,p+1 + ‖∂tψ(t)‖s,p−1 ≤ 4‖u(t)‖s,p ≤ 8δ , ∀ t ∈ [0, T0] ,

which implies (1.18) (resp. (1.11)).
The discussion above implies that in order to proof Theorems 1.4, 1.2 we just have to prove the claim

(7.3) on solutions of (2.6) with initial conditions satisfying (7.2) and we shall provide suitable lower bounds
on the lifespan T0 > 0.

In order to apply our abstract Birkhoff normal form result we need some preliminary results. More
precisely we shall prove that the the Hamiltonian function H in (2.7) (see also (2.12)) can be written in the
form (6.1) with

R0 := H≥3 :=

∫
T
F
(ω−1/2(u+ ū)√

2

)
dx , (7.4)

where F is the analytic function in (1.3). This is the content of the following lemma.

Lemma 7.1. Let R > 0 as in (1.3) and consider the Hamiltonian R0 in (7.4).
Case (sE). Fix s, p > 0 as in Theorem 1.4 and let (recall (1.6))

s0 :=
2

3
s , w0 := w(s0, p) . (7.5)

For any r̄ > 0 satisfying (see (2.20))
2Calg(p)r̄ < R , (7.6)
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one has that the Hamiltonian R0 in (7.4) belongs to the space Hr̄(hw0) of regular Hamiltonians (see Def.
2.3), and

|R0|r̄,w0 ≤ C(p,R)|F |Rr̄ < +∞ , C(p,R) :=
8Calg(p)

R3
. (7.7)

Case (S). Fix s = 0 and let
w0 := w(p0) , (7.8)

For any p0 > 1 and for any r̄ > 0 satisfying (recall (2.20))

Calg,M(p0)r̄ < R ,

one has that the Hamiltonian R0 in (7.4) belongs to the spaceHr̄(hw0) of regular Hamiltonians and

|R0|r̄,w0 ≤
Calg,M(p0)

R
|F |Rr̄ < +∞ . (7.9)

Proof. Let us consider the case (sE). It follows using the analyticity of the function F in (1.3) and Lemma
2.1. and reasoning as in Proposition 5.2 in [BMP20a].
By analyticity we have that

R0 =

∫
T
F
(ω−1/2(u+ ū)√

2

)
dx =

∞∑
d=3

F (d)

∫
T
(
ω−1/2(u+ ū)√

2
)ddx

=
∞∑
d=3

F (d)

2d/2

d∑
k=0

(
d

k

)∫
T
(ω−

1
2u)k(ω−

1
2 ū)d−kdx ,

hence, passing to the Fourier basis, we get

R0 =
∞∑
d=3

F (d)

2d/2

d∑
k=0

(
d

k

) ∑
∑k
i=1 ji=

∑d
p=k+1 jp

C(d)(j1, . . . , jd)uj1 · · ·ujk ūjk+1
· · · ūjd

where the coefficients C(d)(j1, . . . , jd) are symmetric in ji, i = 1, . . . , d, and have the form

C(d)(j1, . . . , jd) :=
d∏
i=1

ω−
1
2 (ji)

(2.1)
=

d∏
i=1

1
4
√
|ji|4 + m

≤ 1 . (7.10)

In view of (2.6) we now compute the first component of the vector field XR0 . We have

X
(j)
R0

:= −i∂ūjR0 = −i

∞∑
d=3

F (d)

2d/2

d∑
k=0

(
d

k

)
(d− k)a(d,k)(j) ,

a(d,k)(j) :=
∑

∑k
i=1 ji−

∑d−1
p=k+1 jp=j

C(d)(j1, . . . , j)uj1 · · ·ujk ūjk+1
· · · ūjd−1

.

where we used the symmetry of the coefficients C(d)(j1, . . . , j). Notice that

|XR0(u)|w(s,p) ≤ |XR0(u)|w(s,p) ≤
∞∑
d=0

|F (d)|
2d/2

d∑
k=0

(
d

k

)
(d− k)|a(d,k)|w(s,p)

where u = (|uj |)j∈Z and for any 0 ≤ k ≤ d, d ≥ 3 we set a(d,k) := (a(d,k)(j))j∈Z. Notice moreover that

|a(d,k)(j)| ≤ |(u ? . . . u︸ ︷︷ ︸
k

? ū ? . . . ? ū︸ ︷︷ ︸
d−k−1

)j | , ∀ j ∈ Z .
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Therefore, using estimate (2.18) in Lemma 2.1, we obtain

|XR0(u)|w(s,p) ≤
∞∑
d=3

|F (d)|

2d/2

d∑
k=0

(
d

k

)
(d− k)(Calg(p))

d−2|u|d−1
w(s,p)

≤
∞∑
d=3

d2
d
2
−1|F (d)|(Calg(p))

d−2|u|d−1
w(s,p) ≤ 4

∞∑
d=3

|F (d)|(2Calg(p))
d−2|u|d−1

w(s,p) .

Then

|R0|r̄,w0 ≤
∞∑
d=3

|F (d)|(2Calg(p)r̄)
d−2 ,

which implies the bound (7.7) using (7.6) and the hypothesis (1.3). This proves item (i).
The case (S) in item (ii) can be proved by following almost word by word the proof of item (i) using the
estimate (2.19) instead of (2.18) in Lemma 2.1. �

7.1. Sub-exponential stability and proof of Theorem 1.4. For future convenience we set

r̄ :=
R

Calg(p)C(p,R)|F |R
, (7.11)

where C(p,R) is given in (7.7). Therefore by case sE in Lemma 7.1 we have that the HamiltonianH in (2.7)
can be written, for any K ≥ 1, in the form (6.1) with s0, w0 as in (7.5). Our aim is to apply Theorem 6.2 to
the Hamiltonian H = Dω +R0 with R0 in (7.5). Recalling the parameters in (6.6)-(6.7) we fix

r0 = 2δ , (7.12)

and

K = K(r0) :=

[(γ4s0

210C

) 1
2
( 1

28
ln ln

r̄

r0

) q−1
2

]
, (7.13)

where [·] is the integer part and where C > 0 is the absolute constant given by Proposition 4.1.

We claim that (7.12) and (1.16) implies that r0 satisfies the smallness condition (6.2) with K(r0) in (7.13)
and J∗K = JsE

K . In other words we prove that

C0 := 32e43|R0|r̄,w0K
(

4

γ4

)K

exp exp
((K2C

s0

) 1
q−1

)r0

r̄
≤ 1 .

In fact, with that choice of K, we can easily check that conditions (7.12) and (1.16) actually implies a much
stronger bound:

C0 ≤ 216|R0|r̄,w0 exp

{
exp

((
K2 24C

γ4s0

) 1
q−1

)
− ln

r̄

r0

}
(7.13)
≤ 216|R0|r̄,w0 exp

{
exp

(
2−14 ln ln

r̄

r0

)
− ln

r̄

r0

}
(7.7)
≤ 216C(p,R)|F |Rr̄ exp

{(
ln

r̄

r0

) 1
214

− ln
r̄

r0

}

≤ 216C(p,R)|F |Rr̄ exp

{
−1

2
ln

r̄

r0

}
≤ 1

where the last bound holds provided that

r0/r̄ ≤ exp 2
214

1−214 , (7.14)
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and

r0 ≤
r̄

232(C(p,R)|F |Rr̄)2

(7.11)
=

Calg(p)

228C(p,R)|F |RR
, (7.15)

are satisfied. Since r0 = 2δ and δ ≤ δsE, we have that condition (1.16) implies (7.15) if one requires

C2 = C2(p,R) ≥ 229C(p,R)R

Calg(p)
. (7.16)

Using (7.12) we notice that (1.16) implies (7.14) if one requires

C2 = C2(p,R) ≥
8Calg(p)C(p,R)

R
. (7.17)

Theorem 6.2, together with Lemma 2.16 (recall also Remark 2.19 ), implies that the solution u(t) of (2.6)
evolving from initial data satisfying (7.2) remains in the ball of radius 2δ for time t ∈ [0, T0] (i.e. the bound
(7.3) is satisfied) with (see the bound (6.5))

T0 :=
r̄K+1

8rK+1
0 |R0|r̄,wf

(16eK4K+2)−K

(γ−4K exp exp K2c/s0)K
≥ 1

8|R0|r̄,wf

r̄

r0

(
r̄
r0

)K
((

29

γ4

)K
K exp exp K2c/s0

)K .
We have to show that, thanks to (7.13) and (7.11) and the smallness of r0, the time T0 above satisfies the
bound (1.19). Actually we prove the slightly better bound

T0 ≥
1

8|R0|r̄,wf

r̄

r0
exp

1

2
ln

(
r̄

r0

)(
γ4s0

216C
ln ln

r̄

r0

) q−1
2

 .

Indeed δsE ≤ r̄/2 using (7.11) and (1.16) and taking C2(p,R) as in (7.17). Let us observe that

exp

(
K ln

r0

r̄
+ K2 ln

(
29

γ4

))(
K exp{eK2C/s0}

)K
≤ exp

(
K ln

r0

r̄

)
exp

(
K2 ln

(
29

γ4

)
+ K2eK

2C/s0

)
≤ exp

(
K ln

r0

r̄

)
exp exp

(
210C

γ4s0
K2

)
,

hence

T0 ≥
1

8|R0|r̄,wf

r̄

r0
exp

(
K ln

r̄

r0
− exp

(
210C

γ4s0
K2

))
(7.13)
≥ 1

8|R0|r̄,wf

r̄

r0
exp

([(γ4s0

210C

) 1
2
( 1

28
ln ln

r̄

r0

) q−1
2

]
ln

r̄

r0
− exp

((
1

28
ln ln

r̄

r0

)q−1
))

≥ 1

8|R0|r̄,wf

r̄

r0
exp

([(γ4s0

210C

) 1
2
( 1

28
ln ln

r̄

r0

) q−1
2

]
ln

r̄

r0
− exp

((
ln ln1/28 r̄

r0

)q−1
))

≥ 1

8|R0|r̄,wf

r̄

r0
exp

([(γ4s0

210C

) 1
2
( 1

28
ln ln

r̄

r0

) q−1
2

]
ln

r̄

r0
− exp

((
ln ln1/28 r̄

r0

)))
≥ 1

8|R0|r̄,wf

r̄

r0
exp

(
ln

r̄

r0

((γ4s0

210C

) 1
2
( 1

28
ln ln

r̄

r0

) q−1
2 − 2

))
≥ 1

8|R0|r̄,wf

r̄

r0
exp

(
1

2
ln

(
r̄

r0

)((γ4s0

218C

)1/2(
ln ln

r̄

r0

) q−1
2

))

(7.18)
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where we required that

r0 ≤
r̄

exp exp 28
, (7.19)

r0 ≤ r̄ exp exp

(
−
(222C

γ4s0

) 1
q−1

)
. (7.20)

We have that conditions (1.16) and (7.11) imply (7.19) if one requires

C2 = C2(p,R) ≥
2 exp exp{28}Calg(p)C(p,R)

R
. (7.21)

The bound (7.20) is implied by the (1.16) setting c = 3 · 215C and

C1 = C1(p,R) ≥ R

Calg(p)C(p,R)
. (7.22)

The bound (7.18), together with (7.7), implies the lower bound (1.19) by setting

C3 = C3(p,R) ≥ 16C(p,R) . (7.23)

Theorem 1.4 follows by the discussion above choosing the constant C1 as in (7.22), C3 as in (7.23), C2

satisfying (7.16), (7.17), (7.21) where Calg(p) is given in (2.20) and C(p,R) in (7.7).

7.2. Sobolev stability and proof of Theorem 1.2. In order to prove Theorem 1.2 we reason as done in
Section 7.1 and we assume that the initial condition u0 satisfies (see (1.5))

‖u0‖p := ‖u0‖0,p ≤ δ . (7.24)

Fix

K := K(p) :=

[(p− 1

2434

) 1
3

]
− 1 , p0 := p− ζ := p− 2434

K∑
i=1

i2 . (7.25)

Recall that in Theorem 1.2 we required p > 26(36)2 + 1. Then one can check that

1 ≤ c̃(p− 1)
1
3 ≤ K(p) ≤ p1/3 , c̃ :=

1

2(36)2/3
, p0 > 1 . (7.26)

For future convenience we set

r̄ :=
R

Calg,M(p0)|F |R
. (7.27)

Therefore by item (ii) in Lemma 7.1 we have that the Hamiltonian H in (2.7) can be written, for any K ≥ 1,
in the form (6.1) with w0 as in (7.8). Here again we apply Theorem 6.2 to the Hamiltonian H = Dω + R0

with R0 in (7.5). Recalling the parameters in (6.6)-(6.7) we fix

r0 = 2δ . (7.28)

We claim that (7.28) and (1.16) imply that r0 satisfies the smallness condition (6.2) with K(p) in (7.25) and
J∗K = JS

K . That is, we show that

C0 := 32e43|R0|r̄,w0K
(

4

γ4

)K

exp
(

212CK3
)r0

r̄
≤ 1 .

First, we notice that

p0 > 1 ⇒ 1 ≤ Calg,M(p0) :=
√

2

√
2 +

2p0 + 1

2p0 − 1
≤ 23 . (7.29)
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Hence
C0 ≤ |R0|r̄,w0 exp

{
219C ln(1/γ)K3

}r0

r̄
(7.9),(7.27),(7.25)

≤ |F |R
R

exp
{

221C ln(1/γ)p
}
r0 ≤ 1 ,

provided that

r0 ≤
R

|F |R
exp

{
− 221C ln(1/γ)p

}
.

The last inequality follows from (7.28) and (1.9), taking

c ≥ 221C . (7.30)

In view of Theorem 6.2 and Lemma 2.16 we have that the solution u(t) of (2.6) evolving from initial data
satisfying (7.24) remains in the ball of radius 2δ for time t ∈ [0, T0] with (recall the estimate (6.5) and JS

K in
(6.2))

T0 :=
r̄K+1

8rK+1
0 |R0|r̄,wf

(16eK4K+2)−K

(γ−4K exp(212CK3))K
.

Observe that

T0 ≥
1

8|R0|r̄,w
r̄

r0

(
r̄

r0

)K 1

[exp
(
214C ln(1/γ)K3

)
]K

(7.9),(7.27)
≥ R

8Calg(p0)|F |R
1

r0

(
r̄

r0

)K 1

[exp
(
214C ln(1/γ)K3

)
]K

≥ R

|F |R
1

r0

(
r̄

r0

)K 1

26[exp
(
214C ln(1/γ)K3

)
]K
,

since p ≥ p0 and (7.29) holds. We also remark that condition (1.9) with (7.27)-(7.28) implies that δS ≤ r̄/4.
Finally, by (7.26) one has

T0 ≥
R

|F |R
1

r0

(
δS
δ

)c̃(p−1)1/3 1

26[exp
(
p214C ln(1/γ)

)
]p

≥ R

|F |R
1

r0

(
δS
δ

)c̃(p−1)1/3 1

[exp
(
p215C ln(1/γ)

)
]p
.

Setting c = max{2(36)2/3, 221C}, we get the thesis.

7.3. Sobolev stability optimization and proof of Corollary 1.3. Let us fix δ such that

0 < δ ≤ δ̄ := δS exp
{
− b ln(1/γ)

}
(7.31)

where

b := max
{

24c2

(
1

48c

) 10
9

, 24c2
[
26(36)2

]5/3}
, (7.32)

and let us consider

p = p(δ) = 1 +

(
1

24c2 ln(1/γ)
ln
(δS
δ

))3/5

(7.33)

where c > 0 is the absolute constant given by Theorem 1.2 and δS given in (1.9).
In order to prove Corollary 1.3 we reason as above and we assume that that

‖u0‖p := ‖u0‖0,p ≤ δ .
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Our aim is to apply Theorem 1.2. We shall verify that condition (1.9) holds for δ small enough. First notice
that (7.33) implies

δ = δS exp
{
− 24c2(p− 1)

5
3 ln(1/γ)

}
. (7.34)

Then smallness condition (1.9) translates in proving that

exp{c ln(1/γ)
[
p− 24c(p− 1)5/3

]
} ≤ 1 ⇔ p− 24c(p− 1)5/3 ≤ 0 ,

recalling that 0 < γ < 1, which is true as long as

p = 1 +

(
1

24c2 ln(1/γ)
ln
(δS
δ

))3/5

≥ 1 +
( 1

48c

) 2
3 , ⇔

ln(δS/δ) ≥ 24c2

(
1

48c

) 10
9

ln(1/γ) .

This follows by (7.31)-(7.32). With similar computations we can check that (7.31)-(7.32), together with
(7.33), yield p = p(δ) > 1 + 26(36)2. Hence,Theorem 1.2 applies, guaranteeing time of stability of the
form

T0 ≥
R

2|F |Rδ

(
δS
δ

) 1
c
(p−1)1/3

exp
{
− p2c ln(1/γ)

}
(7.34)
=

R

2|F |Rδ
exp

{
24c(p− 1)2 ln(1/γ)− p2c ln(1/γ)

}
≥ R

2|F |Rδ
exp

{
c ln(1/γ)

(
24(p− 1)2 − p2

)}
≥ R

2|F |Rδ
exp

{
c(p− 1)2 ln(1/γ)

}
(7.33)
≥ R

2|F |Rδ
exp

{c(ln(1/γ))−1/5)

(24c2)6/5
(ln(δS/δ))

1+ 1
5

}
,

which is the stated bound (1.15).

APPENDIX A. TECHNICAL LEMMATA

We collect some technical lemmata.

Lemma A.1. Consider the function

λ(x) := (log(2 + x))q , 1 < q ≤ 2 , x > 0 . (A.1)

Then, there exists a constant 1 ≤ κ ≤ 5/4 such that for any integer N ≥ 4 and x2 ≥ x3 ≥ · · · ≥ xN ≥ 1,
N∑
`=2

λ(x`) ≥ λ
( N∑
`=2

x`

)
+ c

N∑
`=3

λ(x`) , with c := 1− 1

κ
≥ 0 . (A.2)

Proof. First of all we notice that the function λ is sub-linear i.e.

λ(x+ y) ≤ λ(x) + λ(y) , ∀x, y ∈ N+ . (A.3)

Recall (1.6) and that 〈x+ y〉 ≤ 〈x〉+ 〈y〉 and set

F (x, y) := (ln(2 + x+ y))q − (ln(2 + x))q , ∀x, y ∈ R , x, y ≥ 0 .

To obtain (A.3) it is sufficient to show that, for any y ∈ R, y ≥ 1, one has

F (x, y) ≤ (ln(2 + y))q , ∀x ∈ R , x ≥ 1 . (A.4)



SUB-EXPONENTIAL STABILITY FOR THE BEAM EQUATION 33

We claim that for fixed y ≥ 1 the function [1,+∞] 3 x 7→ F (x, y) is decreasing. Then (A.4) follows since
F (0, y) ≤ (ln(2 + y))q. We have

∂xF (x, y) = q

{
(ln(2 + x+ y))q−1

2 + x+ y
− (ln(2 + x))q−1

2 + x

}
,

hence ∂xF (x, y) = 0 for some x ≥ 1 if and only if

g(x, y) =
(ln(2 + x))q−1

2 + x
, (A.5)

where

g(x, y) :=
(ln(2 + x+ y))q−1

2 + x+ y
.

The right hand side of the equation (A.5) does not depend in y ∈ R. One can check (using also that
1 < q ≤ 2) that for fixed x, the function y 7→ g(x, y) is decreasing if y ≥ 1. Hence (A.5) cannot be
satisfied, and, on the other hand, one has

g(x, y) <
(ln(2 + x))q−1

2 + x
, x, y ≥ 1 ,

which implies ∂xF (x, y) < 0 and hence the claim. Then (A.4) holds true. We claim that there is a constant
1 ≤ κ ≤ 5/4 such that

xλ(1) ≥ κλ(x) , ∀x ≥ 1 , (A.6)

λ′(x) ≥ κλ′(2x) , ∀x ≥ 1 , (A.7)

xλ(2) ≥ κλ(2x) , ∀x ≥ 1 . (A.8)

By using (A.1) one has that conditions (A.6), (A.7), (A.8) are equivalent to

κ ≤ min
i=1,2,3

{
inf
x≥1

h1(x), inf
x≥1

h2(x), inf
x≥1

h3(x)
}
, (A.9)

setting

h1(x) := x
( log(3)

log(2 + x)

)q
, h2(x) :=

2 + 2x

2 + x

( log(2 + x)

log(2 + 2x)

)q−1
, h3(x) := x

( log(4)

log(2 + 2x)

)q
.

Notice that

h′1 =
( log(3)

log(2 + x)

)q[
1− qx

2 + x

1

log(2 + x)

]
,

h′3 =
( log(4)

log(2 + 2x)

)q[
1− 2qx

2 + 2x

1

log(2 + 2x)

]
,

h′2 =
1

(2 + x)2

( log(2 + x)

log(2 + 2x)

)q−1
[
2− (q− 1)

( 4 + 2x

ln(2 + 2x)
− 2 + 2x

ln(2 + x)

)]
.

Consider the function h1(x). One can note that

h′1(x) ≥ 0 ⇔ qx ≤ (2 + x) ln(2 + x) ⇔ 1 ≤ 1

q
ln(2 + x) +

2

2 + x
,

which is true for x ≥ 1, since 1 < q ≤ 2. Hence minh≥1 h1(x) ≥ 1. With similar computations one can
check that the constant κ in (A.9) can be fixed as κ = 1. Then (A.6), (A.7), (A.8) hold.
We are now in position to prove (A.2). Let 1 ≤ N0 ≤ N such that

xN0+1 = . . . = xN = 1 , xN0 ≥ 2 .



34 ROBERTO FEOLA AND JESSICA ELISA MASSETTI

Let N1 := N −N0 ≥ 0. Define

g(x2, x3, . . . , xN0) :=

N0∑
`=2

λ(x`)− λ
(
N1 +

N0∑
`=2

x`

)
− c

N0∑
`=3

λ(x`) + (1− c)N1λ(1) .

In order to prove (A.2) we have to show that g ≥ 0. If N0 = 1 we have that

g = −λ(N − 1) + (1− c)(N − 1)λ(1)
(A.6)
≥ [(1− c− 1

κ
)(N − 1)]λ(1) ≥ 0 .

Assume now that N0 ≥ 2. We have

∂x2g = λ′(x2)− λ′
(
N1 +

N0∑
`=2

x`

)
≥ 0 , (A.10)

since λ′(x) is decreasing for x ≥ 2. If N0 = 2 we have that

g(x2) ≥ g(2) = λ(2)− f(N) + (1− c)(N − 2)λ(1)

(A.3)
≥ −λ(N − 2) + (1− c)(N − 2)λ(1)

(A.6)
≥ (1− c− 1

κ
)(N − 2)λ(1) ≥ 0 .

Assume now that N0 ≥ 3. Then, since x2 ≥ x3, by (A.10) we get

g(x2, x3, . . . , xN0) ≥ g(x3, x3, . . . , xN0)

= (2− c)λ(x3)− λ
(
N1 + 2x3 +

N0∑
`=4

x`

)
+ (1− c)

N0∑
`=4

λ(x`) + (1− c)N1λ(1)

=: g3(x3, . . . , xN0) .

Proceeding analogously, since λ′ is decreasing and positive, we get

∂x3g3(x3, . . . , xN0) = 2
((

1− c

2

)
λ′(x3)− λ′

(
N1 + 2x3 +

N0∑
`=4

x`

))
≥ 2

((
1− c

2

)
λ′(x3)− λ′(2x3)

) (A.7)
≥ 2

(
1− c

2
− 1

κ

)
λ′(x3) ≥ 0 .

(A.11)

Let us note that by (A.3) and (A.6) we have

λ(N + 1) ≤ λ(5) +

(
1 +

N − 5

κ

)
λ(1) , ∀N ≥ 4 .

Then, if N0 = 3, and recalling that κ ≤ 5/4 we get

g3(x3)
(A.11)
≥ g3(2)

= (2− c)λ(2)− λ(N + 1) + (1− c)(N − 3)λ(1)

≥ (2− c)λ(2)− λ(5)−
(

1 +
N − 5

κ

)
λ(1) + (1− c)(N − 3)λ(1)

(A.8)
≥
(

2− c− 5

2κ

)
λ(2) +

(
(1− c)(N − 3)− 1− N − 5

κ

)
λ(1)

(A.6)
≥
(4− 2c

κ
− 5

κ2
+ (1− c)(N − 3)− 1− N − 5

κ

)
λ(1) ≥ 0 ,
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by definition of c. Otherwise, for N0 ≥ 4 we get, since x3 ≥ x4,

g3(x3, x4, . . . , xN0)
(A.11)
≥ g3(x4, x4, . . . , xN0)

= (3− 2c)λ(x4)− λ
(
N1 + 3x4 +

N0∑
`=5

x`

)
+ (1− c)

N0∑
`=5

λ(x`) + (1− c)N1λ(1)

=: g4(x4, . . . , xN0)

Proceeding in this way we obtain by induction, for 3 ≤ n ≤ N0 functions

gn = gn(xn, . . . , xN0)

:=
(
(n− 1)− (n− 2)c

)
λ(xn)− λ

(
N1 + (n− 1)xn +

N0∑
`=n+1

x`

)

+ (1− c)
N0∑

`=n+1

λ(x`) + (1− c)N1λ(1) ,

with
gn−1(xn−1, . . . , xN0) ≥ gn(xn, . . . , xN0) , ∀xn−1 ≥ xn .

Indeed, since

∂xngn(xn, . . . , xN0) =

=
(
(n− 1)− (n− 2)c

)
λ′(xn)− (n− 1)λ′

(
N1 + (n− 1)xn +

N0∑
`=n+1

x`

)
≥ (n− 1)

[(
1− n− 2

n− 1
c

)
λ′(xn)− λ′(2xn)

]
(A.7)
≥ (n− 1)

(
1− n− 2

n− 1
c− 1

κ

)
λ′(xn) ≥ 0 ,

we have that for every xn ≥ xn+1

gn(xn, xn+1, . . . , xN0) ≥ gn(xn+1, xn+1, . . . , xN0) = gn+1(xn+1, . . . , xN0) .

In conclusion we get

g(x2, x3, . . . , xN0) ≥ gN0(xN0)

=
(
(N0 − 1)− (N0 − 2)c

)
λ(xN0)− λ

(
N −N0 + (N0 − 1)xN0

)
+ (1− c)(N −N0)λ(1)

with ∂xN0
gN (xN0) ≥ 0. Then, recalling that we are in the case N0 ≥ 4, we get

gN0(xN0) ≥ gN0(2) =

=
(
(N0 − 1)− (N0 − 2)c

)
λ(2)− λ(N +N0 − 2) + (1− c)(N −N0)λ(1)

(A.3)
≥ (N0 − 1)λ(2)− c(N0 − 2)λ(2)− λ(2N0 − 2)− λ(N −N0) + (1− c)(N −N0)λ(1)

(A.8),(A.6)
≥

[(
1− 1

κ

)
(N0 − 1)− c(N0 − 2)

]
λ(2) +

(
1− c− 1

κ

)
(N −N0)λ(1)

= cλ(2) ≥ 0 .

This complete the proof of (A.2). �
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Remark A.2. From the proof of Lemma A.1 actually we can deduce that, if λ(x) is defined as in (A.1), one
can choose the constant κ = 1 in (A.6)-(A.9). This means that the constant c in (A.2) can be chosen to be
0. However, we state it in this more general form to make it transparent also for a different choice of λ(x),
provided it is sublinear and satisfies conditions (A.6)-(A.9).

Lemma A.3 (Lemma C.1 in [BMP20a]). For p, β > 0 and x0 ≥ 0 we have that

max
x≥x0

xpe−βx =

{
(p/β)pe−p if x0 ≤ p/β ,
xp0e
−βx0 if x0 > p/β .

Lemma A.4. Let x1 ≥ x2 ≥ . . . ≥ xN ≥ 2. Then∑
1≤`≤N x`∏

1≤`≤N
√
x`
≤
√
x1 +

4
√
x1
.

Proof. By induction over N . The result is obvious for N = 1. Let assume it for N and show it for N + 1.
We have ∑

1≤`≤N+1 x`∏
1≤`≤N+1

√
x`
≤

(
∑

1≤`≤N x`) + xN+1

(
∏

1≤`≤N
√
x`)
√
xN+1

≤
(
√
x1 +

4
√
x1

)
1

√
xN+1

+

√
xN+1√

2
.

since x1 ≥ x2 ≥ . . . ≥ xN ≥ 2 implies
∏

1≤`≤N
√
x` ≥

√
2. It remains to prove that(

√
x1 +

4
√
x1

)
1

√
xN+1

+

√
xN+1√

2
≤
√
x1 +

4
√
x1
.

Denoting t :=
√
x1 and s :=

√
xN+1, the above inequality is equivalent to

f(t, s) := 2t2s−
√

2ts2 + 8s− 2t2 − 8 ≥ 0

for
√

2 ≤ s ≤ t. Since f is a concave function of s we have that

f(t, s) ≥ min{f(t,
√

2), f(t, t)} .

It is immediate to see that

min
t≥
√

2
f(t,
√

2) = 7
√

2− 9 > 0 , min
t≥
√

2
f(t, t) = 12

√
2− 16 > 0 ,

showing that f(t, s) > 0 for
√

2 ≤ s ≤ t and concluding the proof. �

In the following it will be convenient to use the following way of reordering of the indexes j ∈ Z
appearing in the Hamiltonian (2.21).

Definition A.5. Consider a vector v = (vi)i∈Z vi ∈ N, |v| <∞.
(i) We denote by n̂ = n̂(v) the vector (n̂l)l∈I (where I ⊂ N is finite) which is the decreasing rearrangement
of

{N 3 h > 1 repeated vh + v−h times} ∪ {1 repeated v1 + v−1 + v0 times}
(ii) Define the vector m = m(v) as the reordering of the elements of the set

{j 6= 0 , repeated |uj | times} ,

where D <∞ is its cardinality, such that |m1| ≥ |m2| ≥ · · · ≥ |mD| ≥ 1.
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Remark A.6. We observe that the number N := |α| + |β| is the cardinality of n̂ and that, by momentum
conservation, there exists a choice of σi = ±1, 0 such that∑

l

σln̂l = 0 , (A.12)

with σl 6= 0 if n̂l 6= 1. Hence,

n̂1 ≤
∑
l≥2

n̂l , (A.13)

Indeed, if σ1 = ±1, the inequality follows directly from (A.12); if σ1 = 0, then n̂1 = 1, hence n̂l = 1 ∀l.

Given α 6= β ∈ NZ, with |α| + |β| < ∞ we consider m = m(α − β) and n̂ = n̂(α + β). If we denote
by D the cardinality of m and N the one of n̂ we have

D + α0 + β0 ≤ N , (A.14)

(|m1|, . . . , |mD|, 1, . . . , 1︸ ︷︷ ︸
N−D times

) ≤ (n̂1, . . . n̂N ) . (A.15)

Set σl = sign(αml − βml). For every function g defined on Z we have that∑
i∈Z

g(i)|αi − βi| = g(0)|α0 − β0|+
∑
l≥1

g(ml) ,∑
i∈Z

g(i)(αi − βi) = g(0)(α0 − β0) +
∑
l≥1

σlg(ml) .
(A.16)

Lemma A.7. For all (α, β) ∈M (see (2.26)) the following holds.
(i) If ∑

i

(αi − βi)|i|2 ≤ 10
∑
i

|αi − βi| , (A.17)

then we have ∑
i

|αi − βi|λ(
√
〈i〉) ≤ 63

∑
l≥3

λ(n̂l) ≤
63

κ

(∑
i

(αi + βi)λ(〈i〉)− 2λ(〈j〉)

)
, (A.18)

where λ is in (1.6) and ∏
i

(1 + |αi − βi| 〈i〉) ≤ e27N6
N∏
l=3

n̂τ0l . (A.19)

where N = |α|+ |β|.
(ii) If on the contrary (A.17) does not hold then

|ω · (α− β)| ≥ 1 , (A.20)

where ω is given in (3.1).

Proof. Let us prove item (i). Inequality A.19 is contained in [BMP20a, Lemma 7.1] so we send the reader
there for the related proof. For inequality (A.18) we proceed as follows. We claim that, given g defined on
Z and non negative, even and not decreasing on N, if α 6= β one has∑

i∈Z
g(i)|αi − βi| ≤ 2g(m1) +

∑
l≥3

g(n̂l) . (A.21)
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Indeed, by (A.16) we note that∑
i∈Z

g(i)|αi − βi| = g(0)|α0 − β0|+
∑
l≥1

g(ml)

≤ g(1)(α0 + β0) + 2g(m1) +
∑
l≥3

g(ml) .

Hence (A.21) follows by (A.14) and (A.15). Applying (A.21) with g(x) = f(
√
x), we have∑

i

|αi − βi|g(〈i〉) ≤ 2g(m1) +
∑
l≥3

g(n̂l) ≤ 2g(31
∑
l≥3

n̂2
l ) +

∑
l≥3

g(n̂l)

≤ 62
∑
l≥3

g(n̂2
l ) +

∑
l≥3

g(n̂l) ≤ 63
∑
l≥3

λ(n̂l) ,

which implies the first inequality in (A.18). The second one follows by (A.2).
We now show item (ii). Notice that∣∣∣√i4 +m− i2

∣∣∣ ≤ m

2i2
≤ 1 , m ∈ [1, 2] , i ∈ Z .

Then, by triangular inequality, we have∣∣∣∣∣∑
i∈Z

(αi − βi)
√
i4 +m

∣∣∣∣∣ ≥
∣∣∣∣∣∑
i∈Z

(αi − βi)i2
∣∣∣∣∣−
∣∣∣∣∣∑
i∈Z

(αi − βi)
(√

i4 +m− i2
)∣∣∣∣∣

≥ 10
∑
i

|αi − βi| −
∑
i

|αi − βi| ≥ 1 ,

which is (A.20). �

Lemma A.8. Fix N ≥ 1, δ ≥ (36N)2, τ ≤ 36N2 and d ≥ 4N. Then one has

J := sup
j∈Z, (α,β)∈A

( bjc2∏
i∈Zbicαi+βi

)δ∏
i∈Z

(
(1 + |αi − βi|2)〈i〉2

)τ ≤ 2δ−1(46e27)72N26δ . (A.22)

where A ⊆ Λ is the set of indexes (α, β) such that (A.17) holds and

|α|+ |β| = N + 2 , αj + βj 6= 0 , |α− β| ≤ N + 2 .

Proof. By (A.19) (recall Definition A.5) toghether with |α|+ |β| = N + 2 and d ≤ 4N we get

J ≤ sup
αj+βj 6=0
|α−β|≤N+2

( bjc2∏
i∈Zbicαi+βi

)δ(
e27τ (N + 2)6τ

)2(N+2∏
`=3

n̂
15
2
τ

`

)2

,

with n̂ = n̂(α+ β). We claim that

N + 2 ≤ 4

N+2∏
l=3

bn̂lc
1

4 ln 2 . (A.23)

Indeed if N = 0, the inequality is trivial. The case N ≥ 1 follows by Lemma A.4. Recalling Def. A.5 we
have ∏

i

bicαi+βi =
∏
l≥1

bn̂lc . (A.24)

Then

sup
j,α,β

αj+βj≥1

bjc2∏
ibicαi+βi

≤ bn̂1c2∏
l≥1bn̂lc

=
bn̂1c∏
l≥2bn̂lc

≤
∑

l≥2bn̂lc∏
l≥2bn̂lc

=
1∏

l≥3bn̂lc
+

∑
l≥3bn̂lc∏
l≥2bn̂lc

,
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where the last inequality holds by momentum conservation. Recall that τ ≤ 36N2 and δ ≥ (36N)2. Then,
by (A.23) and by the fact that (a+ b)δ ≤ 2δ−1(aδ + bδ) for a, b ≥ 0, δ ≥ 1, one has

J ≤ 2δ−1

(
1∏

l≥3bn̂lcδ
+

(
∑

l≥3bn̂lc)δ∏
l≥2bn̂lcδ

)
(46e27)72N2

∏
l≥3

bn̂lcδ/2

≤ 2δ−1(46e27)72N2

(
1 +

(
∑

l≥3bn̂lc)δ

bn̂2cδ
∏
l≥3bn̂lcδ/2

)

≤ 2δ−1(46e27)72N2

(
1 +

(bn̂3c1/2 + 4)δ

bn̂2cδ

)
,

where we used Lemma A.4. Then the thesis follows. �

Proof of Proposition 2.9. In all that follows we shall use systematically the fact that our Hamiltonians
preserve the momentum and are zero at the origin. These facts imply that |α|+ |β| ≥ 1.
Case sE) Let us start by proving the bound (2.37). It follows by (2.36) in Lemma 2.8 provided that (recall
Remark 2.7)

C0 := sup
j∈Z, α,β∈NZ,
αj+βj 6=0,∑
i i(αi−βi)=0

c
(j)
r,w′(α, β)

c
(j)
r,w(α, β)

<∞ ,

where w′ = w(p, s+ σ) and where w(p, s) is the weight defined in (2.14). We actually show that C0 is equal
to 1. By direct computation

c
(j)
r,w′(α, β)

c
(j)
r,w(α, β)

= exp
(
− σ

(∑
i

λ(〈i〉)(αi + βi)− 2λ(〈j〉)
))

. (A.25)

By momentum conservation, inequality (A.13) holds, which together with the sub-linearity of λ and the
definition of n̂ gives the following chain of inequalities, for all α, β in

∑
∗ such that αj + βj 6= 0:∑

i

λ(〈i〉)(αi + βi)− 2λ(〈j〉) ≥
∑
i

λ(〈i〉)(αi + βi)− 2λ(n̂1)

≥
∑
l≥1

λ(n̂l)− λ(n̂1)− λ(
∑
l≥2

n̂l)

≥
∑
l≥2

λ(n̂l)− λ(
∑
l≥2

n̂l) ≥ c
∑
l≥3

λ(n̂l) ≥ 0 ,

where the last inequality follows from (A.2). This concludes the proof.
Case S) In order to prove the bound (2.38) we follows the ideas in the proof of Proposition 6.3 in [BMP20a]
where the norm | · |r,w(p) (see Def. 2.3) with w(p) in (2.15) is denoted by ‖ · ‖r,p. Again in view of (2.36) in
Lemma 2.8 we only have to prove that (recall (2.33))

sup
j∈Z, α,β∈NZ,
αj+βj 6=0,∑
i i(αi−βi)=0

c
(j)
r,w′(α, β)

c
(j)
r,w(α, β)

= sup
j∈Z, α,β∈NZ,
αj+βj 6=0,∑
i i(αi−βi)=0

(
bjc2∏

i∈Zbicαi+βi

)p′
1 , (A.26)

where w′ = w(p+ p′) and where w(p) is the weight defined in (2.15).
We first show that the inequality holds in the case j = 0,±1. Indeed we have∏

i

bicαi+βi ≥
∏
i

2αi+βi = 2
∑
i αi+βi ≥ 4 ,
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since
∑

i αi + βi ≥ 2.
Consider now the case |j| = bjc ≥ 2. Since αj + βj ≥ 1, the inequality (A.26) follows by showing that

sup
j,α,β

|j|∏
i 6=jbicαi+βi

≤ 1 . (A.27)

By momentum conservation we have

|j| ≤
∑
i 6=j
|i|(αi + βi) ≤

∑
i 6=j
bic(αi + βi) .

Then (A.27) follows by showing that

sup
j,α,β

∑
i 6=jbic(αi + βi)∏
i 6=jbicαi+βi

≤ 1 ,

where we can restrict the sum and the product to the indexes i such that αi + βi ≥ 1. The latter bound
follows by the fact that, given xk ≥ 1, ∑

2≤k≤n kxk∏
2≤k≤n k

xk
≤ 1 ,

as one can prove by induction oven n and recalling that nx ≥ nx for n ≥ 2, x ≥ 1. �
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