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ABSTRACT. We develop an elementary method to give a Lipschitz estimate for the min-
imizers in the problem of Herglotz’ variational principle proposed in [17] in the time-
dependent case. We deduce Erdmann’s condition and the Euler-Lagrange equation sep-
arately under different sets of assumptions, by using a generalized du Bois-Reymond
lemma. As an application, we obtain a representation formula for the viscosity solution
of the Cauchy problem for the Hamilton-Jacobi equation

Dtu(t, x) +H(t, x,Dxu(t, x), u(t, x)) = 0

and study the related Lax-Oleinik evolution.

1. INTRODUCTION

1.1. Introduction. A basic problem of calculus of variations is to minimize the action
functional ∫ b

a

L(s, ξ(s), ξ̇(s)) ds

over the set of absolutely continuous curves ξ connecting two points x, y ∈ Rn. It has been
studied up to now for almost three hundred years. Beyond the issue of the existence of min-
imizers, much of the attention in the calculus of variations has been devoted to necessary
conditions for optimality. Another essential point of the analysis is the Lipschitz regular-
ity of minimizers. This property has many applications, for instance to Euler-Lagrange
equations, where it can be used to exclude the Lavrentiev phenomenon (see, for instance,
[10] for a survey on this topic). The Lipschitz regularity of minimizers is the subject of an
extensive literature (see, for instance, [23, 1, 52, 25, 21, 11, 22]).

This paper is devoted to the generalized variational principle proposed by Gustav Her-
glotz in 1930 ([36, 37]). Such a result generalizes classical variational principles by defin-
ing a functional whose extrema are sought by a differential equation.

More precisely, let L ∈ C2(R×Rn×Rn×R,R) and ξ : [a, b]→ Rn be any piecewise
C1 curve. The functional uξ is defined in an implicit way by the ordinary differential
equation

(1.1) u̇ξ(s) = L(s, ξ(s), ξ̇(s), uξ(s)), s ∈ [a, b],

with uξ(a) = u ∈ R, for b > a. The so-called Herglotz’ variational principle is to seek an
extremal ξ of the functional

u[ξ] := uξ(b)− u =

∫ b

a

L(s, ξ(s), ξ̇(s), uξ(s)) ds,
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where uξ is determined by (1.1). We call ξ is an extremal of u[ξ] if d
dε

∣∣∣
ε=0

u[ξ+εη] = 0 for

arbitray piecewise C1 curve η such that η(a) = η(b) = 0. Herglotz’ variational principe
gurantees that any C2 extremal of the functional u[ξ] must satisfy the so-called Herglotz
equation

(1.2)
d

ds
Lv = Lx + LuLv.

Herglotz reached the idea of the generalized variational principle through his work on con-
tact transformations and their connections with Hamiltonian systems and Poisson brackets.
The reader can find more information on the problem and its rather wide connections in
[17] (see also [35, 32, 33]) and the references therein. However, to our knowledge, there
is no rigorous approach to this problem in a modern setting including the existence and
regularity results.

1.2. Assumptions on L. Now, we impose our assumptions on the Lagrangian L. Let
L = L(t, x, v, r) : R × Rn × Rn × R → R be a function of class C1 such that the
following standing assumptions are satisfied:
(L1) L(t, x, ·, r) is strictly convex for all (t, x, r) ∈ R× Rn × R.
(L2) There exist two superlinear functions θ0, θ0 : [0,+∞) → [0,+∞) and two L∞loc-

functions c0, c1 : R→ [0,+∞), such that

θ0(|v|) + c1(t) > L(t, x, v, 0) > θ0(|v|)− c0(t), (t, x, v) ∈ R× Rn × Rn.

(L3) There exists an L∞loc-function K : R→ [0,+∞) such that

|Lr(t, x, v, r)| 6 K(t), (t, x, v, r) ∈ R× Rn × Rn × R.

(L4) There exists two L∞loc-functions C1, C2 : R→ [0,∞) such that

|Lt(t, x, v, r)| 6 C1(t) + C2(t)L(t, x, v, r), (t, x, v, r) ∈ R× Rn × Rn × R.

There are various conditions that may replace (L4). We will mainly focus on the fol-
lowing substitution of (L4):
(L4’) There exist two L∞loc-functions C1, C2 : R → [0,∞) such that for all (t, x, v, r) ∈

R× Rn × Rn × R

max{|Lx(t, x, v, r)|, |Lv(t, x, v, r)|} 6 C1(t) + C2(t)L(t, x, v, r).

Remark 1.1. If a < b are fixed and L is restricted on [a, b]×Rn ×Rn ×R, then the L∞loc-
functions c0(t), c1(t),K(t), C1(t), C2(t) appear in our assumptions on L can be chosen as
constants, say c0, c1,K,C1, C2 (we also set c1 = 0 for convenience). In fact, we can also
assume C1 ∈ L1 in condition (L4) and (L4’) respectively.

1.3. Herglotz’ variational principle. Fix x, y ∈ Rn, a < b and u ∈ R. Set

Γa,bx,y = {ξ ∈W 1,1([a, b],Rn) : ξ(a) = x, ξ(b) = y}.

For any given ξ ∈ Γa,bx,y , we consider the Carathéodory equation

(1.3)

{
u̇ξ(s) = L(s, ξ(s), ξ̇(s), uξ(s)), a.e. s ∈ [a, b],

uξ(a) = u.

We define the action functional

(1.4) J(ξ) :=

∫ b

a

L(s, ξ(s), ξ̇(s), uξ(s)) ds,
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where ξ ∈ Γa,bx,y and uξ is uniquely determined by (1.3) and Proposition A.1. Our purpose
is to minimize J(ξ) over

A = Aa,b,ux,y = {ξ ∈ Γa,bx,y : (1.3) admits an absolutely continuous solution uξ}.

Notice that A 6= ∅ because it contains all piecewise C1 curves connecting x to y. It is not
hard to check that, for each r ∈ R,

A = A′ := {ξ ∈ Γa,bx,y : s 7→ L(s, ξ(s), ξ̇(s), r) belongs to L1([a, b])}.

In fact, what we are studying is a variational problem under a very special non-holonomic
constraint. The readers can refer to, for instance, [33]. Our work is essentially motivated
by the recent works [53, 17, 56].

Remark 1.2. If we replace the same Lagrangian L in both the action functional defined
in (1.4) and the constraint in (1.3) by two distinct Lagrangians L1 and L2, the original
Herglotz’ problem become a much more difficult variational problem with non-holonomic
constraint. This is a possible way to understand the variational nature of the relevant prob-
lem of Hamilton-Jacobi systems (see, for instance, [27, 47, 43, 39, 40]).

Proposition 1.3. Fix x, y ∈ Rn, b > a and u ∈ R. Under conditions (L1)-(L3), the
functional

A 3 ξ 7→ J(ξ) =

∫ b

a

L(s, ξ(s), ξ̇(s), uξ(s)) ds,

where uξ is determined by (1.3), admits a minimizer.

The proof of Proposition 1.3 is given in Appendix B (see [17] for the time-independent
case) under relaxed conditions (L1◦)-(L3◦).

1.4. Erdmann condition and Herglotz equation. From the technical point of view, this
is the main part of this paper. Since the action functional J is essentially defined in an
implicit way, to our knowledge, all the methods in the standard references such as [23], [1]
or [25] can not be applied directly. In the previous paper [17], due to summability issues,
we solved this problem under restrictive growth conditions on L for the autonomous case.
In this paper, appealing to additional technical tools, we solve this problem as follows:
(1) We improve the classical du Bois-Reymond lemma in the calculus of variations prov-

ing that such a lemma holds even if the test functions are selected in a restricted space.
More precisely, suppose f, g ∈ L1([a, b]), δ ∈ L∞([a, b]) and δ(s) > 0 for almost all
s ∈ [a, b]. Set the family of test functions as Ω = {β ∈ L∞([a, b]) :

∫ b
a
β(s) ds =

0, |β| 6 δ, a.e.}. We will show, if∫ b

a

f(s)bβ(s) + g(s)β(s) ds = 0, β ∈ Ω,

where bβ(s) :=
∫ s
a
β(r) dr for β ∈ Ω, then there exists a continuous representative

g̃ of g such that g̃ is absolutely continuous on [a, b] and g̃′(s) = f(s) for almost all
s ∈ [a, b].

(2) We have to deal with the problem under various sets of conditions separately. If condi-
tion (L1)-(L3) together with (L4) are satisfied, we will adopt the method of [1] based
on reparameterization. Without loss of generality we set [a, b] = [0, t] for t > 0. For
any measurable function α : [0, t] → [1/2, 3/2] satisfying

∫ t
0
α(s) ds = t, we define

τ(s) =
∫ s

0
α(r) dr for s ∈ [0, t]. Note that τ : [0, t]→ [0, t] is a bi-Lipschitz map.
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Now, let ξ ∈ Γ0,t
x,y be a minimizer of J , and α ∈ Ω as above. We define the

reparameterization η of ξ by η(τ) = ξ(s(τ)) where s(τ) is the inverse of τ(s). It
follows that η̇(τ) = ξ̇(s(τ))/α(s(τ)). Let uη be the unique solution of (1.3) with
initial condition uη(0) = u. Then we have that

J(ξ) 6 J(η) =

∫ t

0

L(τ, η(τ), η̇(τ), uη(τ)) dτ

=

∫ t

0

L(τ(s), ξ(s), ξ̇(s)/α(s), uξ,α(s))α(s) ds

where uξ,α solves

u̇ξ,α(s) = L(τ(s), ξ(s), uξ,α(s), ξ̇(s)/α(s))α(s), uξ,α(0) = u.

Define the functional Λ : Ω→ R by

Λ(α) = uξ,α(t)

with uξ,α as above. We write α = 1 + β. We should verify

0 =
d

dε
Λ(1 + εβ)|ε=0 =

∫ b

a

{
E · β − e−

∫ s
a
Ludr Lt(s, ξ, ξ̇, uξ) · bβ

}
ds,

whereE(s) = e−
∫ s
a
Ludr ·

{
Lv(s, ξ(s), ξ̇(s), uξ(s)) · ξ̇(s)− L(s, ξ(s), ξ̇(s), uξ(s))

}
,

to obtain the Erdmann condition. From technical point of view, we need validate the
convergence by using Lebesgue’s theorem. That means we need check the required
summability issues. This problem is solved by using our conditions (L1), (L3) and
(L4) and the restriction of β ∈ Ω. Now, invoking our generalized du Bois-Reymond
lemma, we obtain the Erdmann condition

(1.5)
d

ds
E(s) = −e−

∫ s
a
LudrLt(s), a.e. s ∈ [0, t].

(3) If conditions (L1)-(L3) together with (L4’) are satisfied, we use the standard variation
ξε = ξ+εη. Also for the summability difficulty, we restrict our η ∈ Ω. One can deduce
the Herglotz equation (1.2) on [a, b] almost everywhere by using the generalized du
Bois-Reymond lemma.

If L is of class C2, then any minimizer ξ of (1.4) is as smooth as L and ξ satisfies
Herglotz equation (1.2) on [a, b] where uξ is of class C2 and satisfies Carathéodory ODE
(1.3). Let H be the associated Hamiltonian defined by

H(t, x, p, r) = sup
v∈Rn
{p · v − L(t, x, v, r)}, t ∈ R, (x, v) ∈ Rn × Rn, r ∈ R.

Then H is also of class C2 and satisfies certain standard conditions.
Set p(s) = Lv(s, ξ(s), ξ̇(s), uξ(s)). Then the arc (ξ, p, uξ) satisfies the following Lie

equation

(1.6)


ξ̇ = Hp(s, ξ, p, uξ),

ṗ = −Hx(s, ξ, p, uξ)−Hu(s, ξ, p, uξ)p, s ∈ [a, b],

u̇ξ = p · ξ̇ −H(s, ξ, p, uξ).

Equation (1.6) is a special kind of contact system. The readers can also recognize (1.6)
as the system of characteristics. This system is widely studied in mathematics (see, for
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instance, [4, 28] for general information and [51, 55, 54, 46, 57, 20] especially on connec-
tions to Aubry-Mather theory and Hamilton-Jacobi equations), mechanics and mathemati-
cal physics (see, for instance, [7, 8, 45] and [49, 38, 50, 44] for Nosé-Hoover dynamics).

1.5. Hamilton-Jacobi equations of contact type. As an application, this paper estab-
lishes a connection between Herglotz’ variational problem and the Hamilton-Jacobi equa-
tion

(HJ)

{
Dtu(t, x) +H(t, x,Dxu(t, x), u(t, x)) = 0

u(0, x) =φ(x)
x ∈ Rn, t > 0,

the solution of which is given by the related Lax-Oleinik evolution.
We suppose L is of class C1 satisfying conditions (L1)-(L3) together with (L4) (resp.

(L4’), with H being the associated Hamiltonian. Fix x, y ∈ Rn, t2 > t1 and u ∈ R. We
define

hL(t1, t2, x, y, u) := inf
ξ∈At1,t2x,y

∫ t2

t1

L(s, ξ(s), ξ̇(s), uξ(s)) ds,

where uξ is determined by the associated Carathéodory equation. The function hL is called
the fundamental solution of (HJ).

To study (HJ) for a wider class of the initial data. We suppose that φ is a real-valued
function on Rn which is lower semi-continuous and (κ1, κ2)-Lipschitz in the large (see
Definition 3.3). The main result is that

u(t, x) = inf
y∈Rn
{φ(y) + hL(0, t, y, x, φ(y))}

is finite-valued and it is a viscosity solution of (HJ). We also introduce the Lax-Oleinik
evolution in this context and discuss the related dynamic programming principle. A sys-
tematic approach to this problem from Lagrangian formalism will be our task in the future.

Example 1.4. Let V be a smooth real-valued function on Rn × R, λ ∈ R and let

L(s, x, v, r) = L0(s, x, v)− λr,

where L0 = 1
2 |v|

2 − V (x, t). Then the associated Herglotz equation, i.e.,

ẍ+ λẋ+∇xV (x, t) = 0,

is a Duffing-type equation, which is rather widely studied in many fields such as mechan-
ics, nonlinear physics and engineering (see, for instance, [48]). Recall that the associated
Hamiltonian has the form H = H0(s, x, p) + λr where H0 is the Fenchel-Legendre dual
of L0. This model is also closely related to discounted Hamilton-Jacobi equations in PDE
and calculus of variations and optimal control [2, 3, 18, 34, 26, 41, 42, 57, 20].

The paper is organized as follows: In Section 2, we give a detailed proof of the Erdmann
condition and Herglotz equation based on our generalized du Bois-Reymond lemma under
various kind of conditions. Then we obtain the expected Lipschitz estimates. In Section
3, we apply Herglotz’ variational principle to Hamilton-Jacobi equation (HJ). We have
three appendices. In Appendix A, We collect useful material from analysis and differential
equations. The Main part of Appendix B is composed of the details of the proofs of a
Tonelli-like existence result and some necessary a priori estimates under a series of suitably
weaker conditions. In Appendix C, we explain how to move Herglotz’ variational principle
to manifolds.
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2. NECESSARY CONDITIONS AND LIPSCHITZ ESTIMATES

The main purpose of this section is to give a Lipschitz estimate of any minimizer ξ
of (1.4) and to derive some necessary conditions such as the generalized Euler-Lagrange
equation (Herglotz equation) and Erdmann condition. Unlike the autonomous case studied
in [17], we will deal with the problem under various kind of conditions. It is worthing
noting that
– one can deduce the Erdmann condition for the “energy function” directly under the

conditions (L1)-(L3) together with (L4);
– one can also deduce the Herglotz equation directly under the conditions (L1)-(L3) to-

gether with (L4’)
A key tool is the following lemma of du Bois-Reymond type (see Theorem 2.1). By us-
ing such a result, one can get the required Lipschitz estimate after having derived either
Erdmann condition or Herglotz equation.

2.1. A generalized du Bois-Reymond lemma.

Theorem 2.1 (du Bois-Reymond lemma). Suppose f, g ∈ L1([a, b]), δ ∈ L∞([a, b]) and
δ(s) > 0 for almost all s ∈ [a, b]. Set

Ω = {β ∈ L∞([a, b]) :

∫ b

a

β(s) ds = 0, |β| 6 δ, a.e.}.

If

(2.1)
∫ b

a

f(s)bβ(s) + g(s)β(s) ds = 0, β ∈ Ω,

where bβ(s) :=
∫ s
a
β(r) dr for β ∈ Ω, then there exists a continuous representative g̃ of g

such that g̃ is absolutely continuous on [a, b] and g̃′(s) = f(s) for almost all s ∈ [a, b].

Proof. Without loss of generality, we suppose that δ ∈ L∞([a, b]) and δ(s) > 0 for all
s ∈ [a, b].

Suppose first that f ≡ 0. Let β ∈ L∞([a, b]), ‖β‖∞ 6 1, and
∫ b
a
β ds = 0. Set

A+ = {β > 0}, A− = {β < 0}.
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For any n > 1, by Lusin’s theorem, there exists a compact set En ⊂ [a, b] such that
|En| > (b− a)− 1/n and the restriction of δ on En is continuous. Thus,

(2.2) Nn := min{δ(s) : s ∈ En} > 0.

Set A±n = A± ∩ En. Consider the measure µ(E) =
∫
E
|β| ds which is absolutely contin-

uous with respect to Lebesgue measure. We remark that g ∈ L1([a, b], µ). Therefore, for
any ε > 0 there exists σε > 0 such that for any measurable subset E ⊂ [a, b] we have that

(2.3)
∫
E

|β| ds < σε implies
∫
E

|gβ| ds =

∫
E

|g| dµ < ε/2.

Fix ε > 0 and let σ = σε. Without loss of generality, we suppose that
∫
A+
n
|β| ds >∫

A−n
|β| ds1. The other possibility that

∫
A+
n
|β| ds <

∫
A−n
|β| ds can be dealt with in a

similar way. Then, by (2.3), there exists nε ∈ N such that for all n > nε we have that

0 <

∫
A+
n

|β| ds−
∫
A−n

|β| ds < σ,

and

(2.4)
∫

[a,b]\En
|g| ds < ε/2.

Now, define ψ(s) =
∫ s
a
|β| · 1A+

n
dr. Then ψ(b) >

∫
A−n
|β| ds and ψ(a) = 0. Taking

sn = sup{s ∈ [a, b] : ψ(s) <
∫
A−n
|β| ds}, we have that∫ sn

a

|β(r)| · 1A+
n

(r) dr =

∫
A−n

|β(s)| ds,

and, for n > nε we have that

(2.5)
∫ b

sn

|β| · 1A+
n
dr =

∫
A+
n

|β| ds−
∫
A−n

|β| ds < σ.

Define

βn(s) =

{
β(s), s ∈ Jn := (A+

n ∩ [a, sn]) ∪· A−n ;

0, otherwise,

where ∪· stands for the union of two disjoint set. ThenNnβn ∈ Ω withNn defined in (2.2).
Next, suppose f ≡ 0. Then, in light of (2.1), we have that

(2.6)
∫ b

a

gβn ds = 0.

Notice that En = Jn ∪· (A+
n ∩ (sn, b]), or equivalently, [a, b] \ Jn = ([a, b] \En)∪ (A+

n ∩
(sn, b]). Therefore, invoking (2.6), (2.4), (2.5) and (2.3) and recalling that the integral of
gβn vanishes by our assumption, we conclude that for n > nε∣∣∣∣∣

∫ b

a

gβ ds

∣∣∣∣∣ 6
∣∣∣∣∫
Jn

gβ ds

∣∣∣∣+

∣∣∣∣∣
∫

[a,b]\Jn
gβ ds

∣∣∣∣∣ 6
∣∣∣∣∣
∫ b

a

gβn ds

∣∣∣∣∣+

∫
[a,b]\Jn

|gβ| ds

6
∫

[a,b]\En
|gβ| ds+

∫ b

sn

|gβ| · 1A+
n
ds

< ε.

1If the two integrals are equal, we go directly to βn below.
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Since ε is arbitrary we conclude that (2.1), in the case of f ≡ 0, holds for any β ∈
L∞([a, b]) such that ‖β‖∞ 6 1 and

∫ b
a
β ds = 0. Now, our conclusion is a consequence

of the standard du Bois-Reymond lemma (see, for instance, [19, Lemma 6.1.1]).
Finally, to treat the case of f 6≡ 0, let F (s) =

∫ s
a
f(r) dr. Then F ′ = f almost

everywhere on [a, b]. Notice that bβ(a) = bβ(b) = 0 for any β ∈ Ω. Then, by (2.6), for
any β ∈ Ω we obtain that

0 =

∫ b

a

f(s)bβ(s) + g(s)β(s) ds

=

∫ b

a

d

ds
(F (s)bβ(s)) ds+

∫ b

a

(g(s)− F (s))β(s) ds

=

∫ b

a

(g(s)− F (s))β(s) ds.

By the first step, we conclude g−F is a.e. equal to some constant c0. So, g̃ = F + c0. �

2.2. Erdmann condition.

Theorem 2.2 (Erdmann condition). Suppose (L1)-(L4) are satisfied. Let ξ ∈ Γa,bx,y be a
minimizer of (1.4) with uξ determined by (1.3). Set∫ s

a

Ludr =

∫ s

a

Lu(r, ξ(r), ξ̇(r), uξ(r))dr

and define

E(s) := e−
∫ s
a
Ludr ·

{
Lv(s, ξ(s), ξ̇(s), uξ(s)) · ξ̇(s)− L(s, ξ(s), ξ̇(s), uξ(s))

}
= e−

∫ s
a
Ludr · E0(s)

for almost all s ∈ [a, b]. Then E has a continuous representation Ē such that Ē is abso-
lutely continuous on [a, b] and

(2.7)
d

ds
Ē(s) = −e−

∫ s
a
LudrLt(s)

for almost all s ∈ [a, b], where Lt(s) = Lt(s, ξ(s), ξ̇(s), uξ(s)).

Proof. We divide the proof into several steps. Without loss of generality, we suppose the
time interval is [0, t] with t = b− a.

Step I: Reparameterization. We follow the approach from [21]. For any measurable
function α : [0, t] → [1/2, 3/2] satisfying

∫ t
0
α(s) ds = t (the set of all such functions α

is denoted by Ω), we define

τ(s) =

∫ s

0

α(r) dr, s ∈ [0, t].

Note that τ : [0, t]→ [0, t] is a bi-Lipschitz map and its inverse s(τ) satisfies

s′(τ) =
1

α(s(τ))
, a.e. τ ∈ [0, t].

Now, given ξ ∈ Γ0,t
x,y as above and α ∈ Ω, define the reparameterization η of ξ by η(τ) =

ξ(s(τ)). It follows that η̇(τ) = ξ̇(s(τ))/α(s(τ)). Let uη be the unique solution of (1.3)



HERGLOTZ’ VARIATIONAL PRINCIPLE 9

with initial condition uη(0) = u. Then we have that

J(ξ) 6 J(η) =

∫ t

0

L(τ, η(τ), η̇(τ), uη(τ)) dτ

=

∫ t

0

L(τ(s), ξ(s), ξ̇(s)/α(s), uξ,α(s))α(s) ds

where uξ,α solves

(2.8) u̇ξ,α(s) = L(τ(s), ξ(s), uξ,α(s), ξ̇(s)/α(s))α(s), uξ,α(0) = u.

By a direct calculation, for all α ∈ Ω and almost all s ∈ [0, t], we obtain

u̇ξ,α − u̇ξ =L(τ, ξ, ξ̇/α, uξ,α)α− L(s, ξ, ξ̇, uξ)

=L(τ, ξ, ξ̇/α, uξ,α)α− L(τ, ξ, ξ̇/α, uξ)α

+ L(τ, ξ, ξ̇/α, uξ)α− L(s, ξ, ξ̇, uξ)

= L̂αu (uξ,α − uξ) + (L(τ, ξ, ξ̇/α, uξ)α− L(s, ξ, ξ̇, uξ))

and uξ,α(0)− uξ(0) = 0, where

L̂αu(s) =

∫ 1

0

Lu
(
τ(s), ξ(s), ξ̇(s)/α(s), uξ(s) + λ(uξ,α(s)− uξ(s))

)
α(s) dλ.

By solving the Carathéodory equation above, we conclude that

(2.9) uξ,α(s)− uξ(s) =

∫ s

0

e
∫ s
σ
L̂αudr(L(τ, ξ, ξ̇/α, uξ)α− L(σ, ξ, ξ̇, uξ)) dσ

and uξ,α(t)− uξ(t) > 0 for all α ∈ Ω.

Step II: Summability after reparameterization. For α ∈ [1/2, 3/2] we define

Φ1(s, α) := L(s, ξ(s), ξ̇(s)/α, uξ(s))α− L(s, ξ(s), ξ̇(s), uξ(s)).

For almost all s, by continuity, there exists δ1(s) ∈ (0, 1/2] such that

−1 6 Φ1(s, α)− Φ1(s, 1) 6 1, ∀α ∈ [1− δ1(s), 1 + δ1(s)].

We define a set-valued map G : [0, t]⇒ R by

[0, t] 3 s 7→ G(s) = {δ > 0 : Φ1(s, [1− δ, 1 + δ]) ⊂ Φ1(s, 1) + [−1, 1]},

and for each k ∈ N a set-valued map Gk : [0, t]⇒ R by

dom (Gk) 3 s 7→Gk(s)

= {δ > 1/k : Φ1(s, [1− δ, 1 + δ]) ⊂ Φ1(s, 1) + [−1, 1]}.
By a standard measurable selection theorem (see, for instance, [22]), for each k, there
exists a measurable selection gk : dom (Gk) → R such that gk(s) ∈ Gk(s) for all s ∈
[0, t] ∩ dom (Gk). Notice that we can assume that the sequence {gk} is nondecreasing
and converges to a measurable selection g of G as k → ∞. Thus, we can assume δ(·) is
measurable and δ(s) > 0 for almost all s ∈ [0, t]. We conclude that, if α ∈ Ω satisfies
|α(s)− 1| 6 δ(s) almost all s ∈ [0, t], then

(2.10) L(s, ξ(s), ξ̇(s)/α(s), uξ(s))α(s) ∈ L1([0, t]).

Set

Ω0 = {α ∈ Ω : |α(s)− 1| < δ(s) a.e s ∈ [0, t]}
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For any M > 0 we define EM = {s ∈ [0, t] : ξ̇(s) exists and |ξ̇(s)| 6M}. We choose M
such that |EM | > 0 and |EcM | > 0 and set βM = |EM | · 1EcM − |E

c
M | · 1EM . Notice that

α = 1 + εβM satisfies the summability condition (2.10) for small ε > 0 even if we cannot
ensure 1 + εβM ∈ Ω0.

Fix s ∈ [0, t] such that ξ̇ exists and α ∈ Ω0. Given a ∈ R we define f(λ) = L(s +

λa, ξ(s), ξ̇(s)/α(s), uξ(s)) for λ ∈ [0, t]. Without loss of generality, we suppose f(λ) > 0
for all λ ∈ [0, t] by Proposition A.4 and condition (L2). Invoking condition (L4) we obtain
that for all λ ∈ [0, 1]

f ′(λ) =Lt(s+ λa, ξ(s), ξ̇(s)/α(s), uξ(s)) · a

6 [C1 + C2L(s+ λa, ξ(s), ξ̇(s)/α(s), uξ(s))] · a = [C1 + C2f(λ)] · a
6C1|a|+ C2|a|f(λ).

Applying Gronwall’s inequality we have that for all λ ∈ [0, 1]

f(λ) 6 eC2|a|λf(1) + C1|a|
∫ λ

0

eC2|a|(λ−s) ds < eC2|a|(f(1) + C1|a|).

It follows that

(2.11) L(s+ ε(τ(s)− s), ξ(s), ξ̇(s)/α(s), uξ(s)) is bounded by a function in L1([0, t])

for any ε ∈ [0, 1] provided α ∈ Ω0 or α = 1 + εβM .

Step III: A necessary condition. Fix 0 6= β ∈ L∞([0, t]) such that 1 + β ∈ Ω0. For any
ε ∈ R such that |ε| 6 1 we have that 1 + εβ ∈ Ω0 ⊂ Ω. Let γ(s) =

∫ s
0
β(r) dr. Define

the functional Λ : Ω→ R by

Λ(α) = uξ,α(t)

with uξ,α defined in (2.8). Since Λ(1 + εβ) > Λ(1) for |ε| 6 1, we have that d
dεΛ(1 +

εβ)|ε=0 = 0 if the derivative exists. Thus, for ε > 0, by (2.9),

(2.12) 0 6
Λ(1 + εβ)− Λ(1)

ε
=

∫ t

0

e
∫ t
s
L̂εudrλε(s) ds,

where L̂εu = L̂1+εβ
u and

(2.13) λε(s) :=
L(s+ εγ, ξ, ξ̇/(1 + εβ), uξ)(1 + εβ)− L(s, ξ, ξ̇, uξ)

ε
.

Set

lε(s) := Lv(s, ξ, ξ̇/(1 + εβ), uξ) · ξ̇/(1 + εβ)− L(s, ξ, ξ̇/(1 + εβ), uξ).

For convenience we take out the variable s on right side of the inequalities above. We
claim that

(2.14) 0 =
d

dε
Λ(1 + εβ)|ε=0 =

∫ t

0

e
∫ t
s
Ludr

{
l0 · β − Lt(s, ξ, ξ̇, uξ) · γ

}
ds.

Step IV: On the summability. By convexity we have that

L(s, ξ, ξ̇/(1 + εβ), uξ)− L(s, ξ, ξ̇, uξ)

6 − Lv(s, ξ, ξ̇/(1 + εβ), uξ) · {ξ̇ − ξ̇/(1 + εβ)}

= − εβLv(s, ξ, ξ̇/(1 + εβ), uξ) · ξ̇/(1 + εβ).
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It follows that
λε 6 − β{Lv(s, ξ, ξ̇/(1 + εβ), uξ) · ξ̇/(1 + εβ)− L(s, ξ, ξ̇/(1 + εβ), uξ)}

+ β{L(s+ εγ, ξ, ξ̇/(1 + εβ), uξ)− L(s, ξ, ξ̇/(1 + εβ), uξ)}

+
1

ε
(L(s+ εγ, ξ, ξ̇/(1 + εβ), uξ)− L(s, ξ, ξ̇/(1 + εβ), uξ))

= − β · lε + β · bε +
bε
ε
,

(2.15)

where

bε = L(s+ εγ, ξ, ξ̇/(1 + εβ), uξ)− L(s, ξ, ξ̇/(1 + εβ), uξ).

In order to validate the integrand on the right side of (2.12), we need to focus on the
summability of λε. We observe that

L(s+ εγ, ξ, ξ̇/(1 + εβ), uξ)− L(s, ξ, ξ̇/(1 + εβ), uξ) =

∫ 1

0

L̂t(λ, s) dλ · εγ,

where for λ ∈ [0, 1] we denote

L̂t(λ, s) := Lt(s+ λεγ, ξ, ξ̇/(1 + εβ), uξ)

Due to condition (L4), we have that
1

ε

∣∣∣L(τ, ξ, ξ̇/(1 + εβ), uξ)− L(s, ξ, ξ̇/(1 + εβ), uξ)
∣∣∣

6 |γ| ·
∫ 1

0

C1 + C2L(s+ λεγ, ξ, ξ̇/(1 + εβ), uξ) dλ.

Thus bε(s)/ε is bounded by an L1-function by (2.11).
In view of Proposition A.2 (a), we have that

lε > −L(s, ξ, 0, uξ) > −θ0(0)− c1 −KF (t, |y − x|/t).

For any β ∈ Ω0 and ε ∈ [0, 1], we rewrite λε(s), lε(s) and bε(s) as λβε (s), lβε (s) and bβε (s)
respectively.

Set β+ = β · 1{β>0} and β− = −β · 1{β<0}, then

β = β+ − β−, and β± > 0.

By (2.15) we have that

λβε (s) + β+(s)lβε (s)− β(s)bβε (s)− bβε (s)

ε
6 β−(s)lβε (s).

Now, observe that β+(s)lβε (s) = β+(s)lβ
+

ε (s) and β−(s)lβε (s) = β−(s)lβ
−

−ε (s). Then the
inequalities above can recast as follows

(2.16) λβε (s) + β+(s)lβ
+

ε (s)− β(s)bβε (s)− bβε (s)

ε
6 β−(s)lβ

−

−ε (s).

Lemma A.2 (a) ensures that ε 7→ lβ
−

ε is decreasing on [−1, 1] and we conclude that

(2.17) β−lβ
−

−ε 6 β
−lβ

−

−1 ∀ε ∈ (0, 1).

By Lemma A.2 (b), we obtain

β−lβ
−

−ε =β−{Lv(s, ξ, ξ̇/(1− εβ−), uξ) · ξ̇/(1− εβ−)− L(s, ξ, ξ̇/(1− εβ−), uξ)}

6 (κβ
−

ε )−1L(s, ξ, ξ̇/(1− β−), uξ)− ((κβ
−

ε )−1 + β−)L(s, ξ, ξ̇/(1− εβ−), uξ)
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where (κβ
−

ε )−1 = 1−β−
1−ε . In view of (2.11), (2.16) and the fact that (κβ

−

ε )−1 is bounded,

we conclude that β−lβ
−

−ε ∈ L1([0, t]) for all ε ∈ (0, 1] uniformly.

Step IV: Erdmann condition. We rewrite Lt(s) = Lt(s, ξ(s), ξ̇(s), uξ(s)). Recalling
that for almost all s ∈ [0, t] we have that

lim
ε→0+

bβε (s) = 0, lim
ε→0+

bβε (s)

ε
= Lt(s) · γ(s).

Thus, integrating (2.16), by Lebesgue’s theorem we obtain∫ t

0

e
∫ t
s
Ludr{l0(s)β+(s)− Lt(s)γ(s)} ds 6

∫ t

0

e
∫ t
s
Ludrl0(s)β−(s)ds.

Therefore,
∫ t

0
e
∫ t
s
Ludr{l0 ·β−Lt ·γ} ds 6 0 and (2.14) follows since β ∈ Ω0 is arbitrary.

Now, observe that the primitive µ(s) :=
∫ s

0
β(r)dr gives a one-to-one correspondence

between Ω0 and the set

Ω1 = {µ : [0, t]→ R : µ is Lipschitz continuous with µ(0) = µ(t) = 0, µ′ ∈ Ω0}.

Thus, (2.14) can be recast as follows

0 = −e
∫ t
0
Ludr

∫ t

0

E(s)µ′(s)− e−
∫ s
0
LudrLt(s)µ(s) ds ∀µ ∈ Ω1.

So, (2.7) follows by the generalized du Bois-Reymond lemma 2 (Theorem 2.1). �

2.3. Herglotz equation.

Theorem 2.3 (Herglotz equation). Suppose conditions (L1)-(L3) and (L4’) are satisfied.
Let ξ ∈ Γa,bx,y be a minimizer of (1.4) with uξ determined by (1.3). Then, the function
s 7→ Lx(s, ξ(s), ξ̇(s), uξ(s)) is absolutely continuous on [a, b] and (ξ, uξ) satisfies the
Carathéodory equation (1.3) and the Herglotz equation

d

ds
Lv(s, ξ(s), ξ̇(s), uξ(s))

=Lx(s, ξ(s), ξ̇(s), uξ(s)) + Lu(s, ξ(s), ξ̇(s), uξ(s))Lv(s, ξ(s), ξ̇(s), uξ(s))
(2.18)

for almost all s ∈ [a, b].

Proof. Let ξ ∈ Γa,bx,y be a minimizer of (1.4) where uξ is determined uniquely by (1.3). For
any ε ∈ R and any Lipschitz function η ∈ Γa,b0,0, we set ξε(s) = ξ(s) + εη(s). Let uξε be
the associated unique solution of (1.3) with respect to ξε, i.e., uξε satisfies

(2.19)

{
u̇ξε(s) = L(s, ξε(s), ξ̇ε(s), uξε(s)), a.e. s ∈ [a, b],

uξε(0) = u.

It is clear that ξε ∈ Γa,bx,y and J(ξ) 6 J(ξε). Combining (2.19) and (1.3) we have that

u̇ξε − u̇ξ =L(s, ξε, ξ̇ε, uξε)− L(s, ξ, ξ̇, uξ)

= {L(s, ξε, ξ̇ε, uξε)− L(s, ξε, ξ̇ε, uξ)}+ {L(s, ξε, ξ̇ε, uξ)− L(s, ξ, ξ̇, uξ)}

= L̂εu(uξε − uξ) + {L(s, ξε, ξ̇ε, uξ)− L(s, ξ, ξ̇, uξ)},

2By (2.11), the previous steps of the proof can also be applied to βM . This shows that (2.14) holds for βM
and this leads to the summability of l0 as well as E. This allows us to use Theorem 2.1.
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where

L̂εu(s) =

∫ 1

0

Lu(s, ξε(s), ξ̇ε(s), uξ(s) + λ(uξε(s)− uξ(s))) dλ.

It follows that

uξε(s)− uξ(s) =

∫ s

a

e
∫ s
σ
L̂εudr(L(s, ξε, ξ̇ε, uξ)− L(s, ξ, ξ̇, uξ)) dσ.

Recalling that J(ξε) = uξ(t), we obtain

(2.20) 0 6
J(ξε)− J(ξ)

ε
=

∫ b

a

e
∫ b
s
L̂εudr · L(s, ξε, ξ̇ε, uξ)− L(s, ξ, ξ̇, uξ)

ε
ds.

Now, similarly to Step II of the proof of Theorem 2.2, by using the measurable selection
theorem, there exists δ ∈ L∞([a, b]), with δ > 0 a.e., such that, if |η(s)| 6 δ(s) for almost
all s ∈ [a, b], then L(s, ξε, ξ̇ε, uξ) is bounded by an L1-function uniformly for |ε| 6 1.
Invoking condition (L4’), we conclude that Lx(s, ξε, ξ̇, uξ) is also bounded by an L1-
function uniformly for |ε| 6 1. By convexity we have that

L(s, ξ, ξ̇, uξ)− L(s, ξ, ξ̇−1, uξ) 6 Lv(s, ξ, ξ̇, uξ) · η̇ 6 L(s, ξ, ξ̇1, uξ)− L(s, ξ, ξ̇, uξ).

It follows that Lv(s, ξ, ξ̇, uξ) · η̇ ∈ L1([a, b]). Now, we can assume that Lv(s, ξ, ξ̇ε, uξ) · η̇
is bounded by an L1-function for all |ε| 6 1.

Fix η ∈ Γa,b0,0 such that |η(s)| 6 δ(s) for almost all s ∈ [0, t]. We claim that

(2.21)
d

dε
J(ξε) = 0 =

∫ b

a

e
∫ b
s
Ludr · {Lx · η + Lv · η̇} ds.

By convexity, we have that

Lv(s, ξ, ξ̇, uξ) · η̇ 6
L(s, ξ, ξ̇ε, uξ)− L(s, ξ, ξ̇, uξ)

ε
6 Lv(s, ξ, ξ̇ε, uξ) · η̇.

Moreover,∣∣∣∣∣L(s, ξε, ξ̇ε, uξ)− L(s, ξ, ξ̇ε, uξ)

ε

∣∣∣∣∣ 6 |η|
∫ 1

0

|Lx(s, ξε + λ(ξε − ξ), ξ̇ε, uξ)| dλ

Taking the limit in (2.20) as ε → 0+, then (2.21) follows by Lebesgue’s theorem. Thus,
(2.18) follows by Theorem 2.1 provided Lv(s, ξ(s), ξ̇(s), uξ(s)) ∈ L1([a, b]) which is
guaranteed by condition (L4’). �

Remark 2.4. It is also useful to rewrite the Herglotz equation is the form

(2.22)
d

ds
e−

∫ s
a
Lu(r) drLv(s, ξ(s), ξ̇(s), uξ(s)) = e−

∫ s
a
Lu(r) drLx(ξ(s), ξ̇(s), uξ(s)),

where Lu(s) = Lu(s, ξ(s), ξ̇(s), uξ(s)).

2.4. Lipschitz estimates. In this section, we will prove the Lipschitz estimates for the
minimizer ξ of (1.4).

Theorem 2.5. Suppose conditions (L1)-(L3) are satisfied together with either (L4) or
(L4’). Let u ∈ R and R > 0 be fixed. Then there exists a continuous function F =
Fu,R : [0,+∞) × [0,+∞) → [0,+∞), with F (t, r) nondecreasing in both variables
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and superlinear with respect to r, such that for any given b > a and x, y ∈ Rn, with
|x− y| 6 R, every minimizer ξ ∈ Γa,bx,y for (1.4) satisfies

ess sup
s∈[a,b]

|ξ̇(s)| 6 F (b− a,R/(b− a)).

Proof. We consider two cases, one for each of the different assumptions of the theorem.

Case I: We assume conditions (L1)-(L3) together with (L4).

Let ξ ∈ Γa,bx,y be a minimizer of (1.4), for α > 0. Set

lξ(s, α) = α · L(s, ξ(s), ξ̇(s)/α, uξ(s))

and recall E0 = Lv(s, ξ, ξ̇, uξ) · ξ̇ −L(s, ξ, ξ̇, uξ). Simple computations show that lξ(s, ·)
is convex and

d

dα

∣∣∣∣
α=1

lξ(s, α) = −E0(s).

Choosing s0 ∈ [a, b] such that |ξ̇(s0)| = ess infs∈[a,b] |ξ̇(s)| by convexity, we have that

−E0(s0) > sup
α<1

lξ(s0, 1)− lξ(s0, α)

1− α

Recall that |uξ| is bounded by F1(b− a,R/(b− a)) and ess infs∈[a,b] |ξ̇(s)| is bounded by
F2(b − a,R/(b − a)) by Proposition A.4. For convenience, we drop the variables in the
functions F1 and F2, and also Fi in the following text.

Taking α = 1
2 , by (L2)-(L3) we conclude that

−E0(s0) > 2(lξ(s0, 1)− lξ(s0, 1/2)) = 2(L(s0, ξ(s0), ξ̇(s0), uξ(s0))− lξ(s0, 1/2))

> − 2c0 − 2KF1 − L(s0, ξ(s0), 2ξ̇(s0), uξ(s0))

> − 2c0 − 3KF1 − L(s0, ξ(s0), 2ξ̇(s0), 0)

> − 2c0 − 3KF1 − θ0(2|ξ̇(s0)|)− c1
> − 2c0 − 3KF1 − θ0(2F2)− c1 := −F3.

We rewrite Lt(s) = Lt(s, ξ(s), ξ̇(s), uξ(s)) and Lu(s) = Lu(s, ξ(s), ξ̇(s), uξ(s)). Then,
by Erdmann’s condition (2.7) we obtain that for almost all s ∈ [a, b],

E(s) =E(s0)−
∫ s

s0

e−
∫ τ
a
LudrLt(τ) dτ 6 e−

∫ s0
a

LudrE0(s0) +

∫ b

a

e−
∫ τ
a
Ludr|Lt(τ)| dτ

6 eK(b−a)F3 + eK(b−a)

∫ b

a

|Lt(s)| ds.

By (L4) we conclude that

E(s) 6 eK(b−a)F3 + eK(b−a)

∫ b

a

{
C1 + C2L(s, ξ(s), ξ̇(s), uξ(s))

}
ds

6 eK(b−a)
{
F3 + C1(b− a) + C2F4

}
:= F5,

where
∫ b
a
L(s, ξ(s), ξ̇(s), uξ(s)) ds is bounded by F4 by Proposition A.4. Therefore, we

have that, for almost all s ∈ [a, b],

(2.23) E0(s) = e
∫ s
a
LudτE(s) 6 eK(b−a)F5 := F6.
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Now, let s be such that ξ̇(s) exists and (2.23) holds. By convexity, we have that

L(s, ξ(s), ξ̇(s)/(1 + |ξ̇(s)|), uξ(s))− L(s, ξ(s), ξ̇(s), uξ(s))

> ((1 + |ξ̇(s)|)−1 − 1) · 〈Lv(s, ξ(s), ξ̇(s), uξ(s)), ξ̇(s)〉

> ((1 + |ξ̇(s)|)−1 − 1) · (L(s, ξ(s), ξ̇(s), uξ(s)) + F6).

It follows that

L(s, ξ(s), ξ̇(s), uξ(s))

6L(s, ξ(s), ξ̇(s)/(1 + |ξ̇(s)|), uξ(s))(1 + |ξ̇(s)|) + F6|ξ̇(s)|.

Let C = sups∈[a,b],|v|61 L(s, ξ(s), v, uξ(s)) and observe that, by (L2) and Proposition
A.4,

C 6 sup
s∈[a,b],|v|61

{L(s, ξ(s), v, 0) +K|uξ(s)|} 6 θ0(1) + c1 +KF1 := F7.

It follows that

L(s, ξ(s), ξ̇(s), uξ(s)) 6 F7 + (F6 + F7)|ξ̇(s)|.
Therefore, invoking Proposition A.4, we obtain

(F6 + F7 + 1)|ξ̇(s)| − (θ∗0(F6 + F7 + 1) + c0)

6 θ0(|ξ̇(s)|)− c0 6 L(s, ξ(s), ξ̇(s), 0) 6 L(s, ξ(s), ξ̇(s), uξ(s)) +K|uξ(s)|

6F7 + (F6 + F7)|ξ̇(s)|+KF1.

This leads to

|ξ̇(s)| 6 (θ∗0(F6 + F7 + 1) + c0) + F7 +KF1 := F8,

which completes the proof of Case I.

Case II: We suppose conditions (L1)-(L3) together with (L4’) are satisfied.

This case is much easier than Case I. Again, we choose s0 ∈ [0, t] such that

|ξ̇(s0)| = ess inf
s∈[a,b]

|ξ̇(s)| 6 F1.

By Corollary A.4, ξ(s) is contained in B(x, (b− a)F2) and |uξ(s)| is bounded by F3. Set

F4 = max{|Lv(s0, y, v, r)| : |y − x| 6 (b− a)F2, |v| 6 F1, |r| 6 F3}.

By solving Herglotz’ equation in the form (2.22) we have that, for any s ∈ [a, b],

e−
∫ s
a
LudτLv(s, ξ(s), ξ̇(s), uξ(s))

= e−
∫ s0
a

LudτLv(s0, ξ(s0), ξ̇(s0), uξ(s0)) +

∫ s

s0

e−
∫ τ
a
LudrLx dτ

By condition (L4’) we conclude that, for almost s ∈ [a, b],

|Lv(s, ξ(s), ξ̇(s), uξ(s))|

6 e2K(b−a)F4 + e2K(b−a)

∫ b

a

|Lx(s, ξ(s), ξ̇(s), uξ(s))| ds

6 e2K(b−a)F4 + e2K(b−a)

∫ b

a

{
C1 + C2L(s, ξ(s), ξ̇(s), uξ(s))

}
ds

6 e2K(b−a)
{
F4 + C1(b− a) + C2F5

}
:= F6.

(2.24)
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Now, let H be the Hamiltonian associated with L. Set

F7 = max{|Hp(s, y, p, r)| : |y − x| 6 (b− a)F2, |p| 6 F6, |r| 6 F3}.

Then, for any s ∈ [a, b] such that ξ̇(s) exists and (2.24) is satisfied, we obtain that

|ξ̇(s)| = |Hp(s, ξ(s), Lv(s, ξ(s), ξ̇(s), uξ(s)), uξ(s))| 6 F7.

This completes the proof of Case II. �

Corollary 2.6. Theorem 2.3 holds under the assumptions (L1)-(L4) or (L1)-(L3) and (L4’).
In particular, Herglotz equation (2.18) holds true.

Proof. Due to Theorem 2.5, we have the uniform bound of ξ̇(s) for almost all s ∈ [0, t].
Along the proof of Theorem 2.2, there is no summability difficulty since the Lipschitz
estimates, and Erdmann condition (2.7) can be obtained directly by Step V in the proof of
Theorem 2.2. Now, the proof of the theorem is similar to but simpler than that of Theorem
2.3 because of our Lipschitz estimates. �

Corollary 2.7. The minimal curve ξ of (1.4) is of class C1 as well as uξ.

Proof. Let N be the set of zero Lebesgue measure where ξ̇ does not exist. For t̄ ∈ [a, b],
choose a sequence {tk} ∈ [a, b] \N such that tk → t̄. Then ξ̇(tk) → v̄ for some v̄ ∈ Rn
(up to subsequences) and

Lv(t̄, ξ(t̄), v̄, uξ(t̄))− Lv(t1, ξ(t1), ξ̇(t1), uξ(t1))

= lim
k→∞

Lv(tk, ξ(tk), ξ̇(tk), uξ(tk))− Lv(t1, ξ(t1), ξ̇(t1), uξ(t1))

=

∫ t̄

t1

{Lx(s, ξ(s), ξ̇(s), uξ(s)) + Lu(s, ξ(s), ξ̇(s), uξ(s))Lv(s, ξ(s), ξ̇(s), uξ(s))}ds

by Herglotz equation (2.18). From the strict convexity of L it follows that the map v 7→
Lv(s, ξ(s), v, uξ(s)) is a diffeomorphism. This implies that v̄ is uniquely determined, i.e.,

lim
[0,t]\N3s→t̄

ξ̇(s) = v̄.

Now, by Lemma 6.2.6 in [19], ξ̇(t̄) exists and lim[0,t]\N3s→t̄ ξ̇(s) = ξ̇(t̄). It follows that ξ
is of class C1. In view of (1.3), uξ is also of class C1. �

The following improvement of the main results in this section is very similar to that in
[17]. We omit the proof.

Proposition 2.8. Suppose L is of class C2 and satisfies conditions (L1)-(L3) together with
(L4) or (L4’). For any fixed x, y ∈ Rn, b > a and u ∈ R, the functional J defined in (1.4)
admits a minimizer. Moreover,
(a) both ξ and uξ are of class C2 and ξ satisfies Herglotz’ equation (1.2) for all s ∈ [a, b]

where uξ is the unique solution of (1.3);
(b) the dual arc p defined by p(s) = Lv(s, ξ(s), ξ̇(s), uξ(s)) is also of class C2 and

(ξ, p, uξ) satisfies Lie equation (1.6) for all s ∈ [a, b].

3. APPLICATIONS TO HAMILTON-JACOBI EQUATIONS OF THE CONTACT TYPE

In this section, we want to explain the relations between Herglotz’ variational princi-
ple and the Hamilton-Jacobi equation (HJ). Throughout this section, we suppose that L
satisfies condition (L1)-(L3), together with (L4) or (L4’). Therefore Proposition 2.8 holds.
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3.1. Fundamental solutions and Lax-Oleinik evolution. Fix x, y ∈ Rn, t2 > t1 and
u ∈ R. Let ξ ∈ A1 := Γt1,t2x,y ∩C2([t1, t2],Rn) and let uξ be the unique C2 solution of the
ODE

(3.1)

{
u̇ξ(s) = L(s, ξ(s), ξ̇(s), uξ(s)), s ∈ [t1, t2],

uξ(t1) = u.

We define

(3.2) hL(t1, t2, x, y, u) := inf
ξ∈A1

∫ t2

t1

L(s, ξ(s), ξ̇(s), uξ(s)) ds = inf
ξ∈A1

uξ(t2)− u.

An associated variational problem of Herglotz’ type is as follows:

(3.3) h̆L(t1, t2, x, y, u) := inf
ξ

∫ t2

t1

L(s, ξ(s), ξ̇(s), wξ(s)) ds

where the infimum is taken over all ξ ∈ A1 such that a terminal condition problem of
Carathéodory equation

(3.4)

{
ẇξ(s) = L(s, ξ(s), ξ̇(s), wξ(s)), s ∈ [t1, t2],

wξ(t2) = u,

admits a (unique) solution. Invoking Proposition 2.8, the infimum in the definition of
hL(t1, t2, x, y, u) and h̆L(t1, t2, x, y, u) can be achieved.

Definition 3.1. Fix x, y ∈ Rn, t2 > t1 and u ∈ R. We call the function hL(t1, t2, x, y, u)

(resp. h̆L(t1, t2, x, y, u)) the negative (resp. positive) type fundamental solution for (HJ).

Definition 3.2 (t-dependent case). For any function φ : Rn → [−∞,+∞], we define

(Tt2
t1φ)(x) = inf

y∈Rn
{φ(y) + hL(t1, t2, y, x, φ(y))},

(T̆t2
t1φ)(x) = sup

y∈Rn
{φ(y)− h̆L(t1, t2, x, y, φ(y))},

t2 > t1, x ∈ Rn.

The operators Tt2
t1 and T̆t2

t1 are called the negative and positive type Lax-Oleinik operators,
respectively, and Tt2

t1φ and T̆t2
t1φ are called the negative and positive type Lax-Oleinik

evolution of φ, respectively.

Definition 3.3. Let (x, d) be a metric space. A function φ : X → R is called (κ1, κ2)-
Lipschitz in the large if there exists κ1, κ2 > 0 such that

|φ(y)− φ(x)| 6 κ1 + κ2d(x, y), ∀x, y ∈ X.

Example 3.4. Given φ : X → R. We have that
(i) If X is compact, it is obvious that φ is (κ1, κ2)-Lipschitz in the large if and only if φ

is bounded.
(ii) If X = Rn or any complete Riemannian manifold and φ is uniformly continuous,

then for any ε > 0 there exists Kε > 0 such that φ is (ε,Kε)-Lipschitz in the large
(see Proposition A.3).

(iii) If φ is Lipschitz with constant Lip (φ), then φ is (0,Lip (φ))-Lipschitz in the large.

Remark 3.5. We have some remarks on the operators Tt2
t1φ and T̆t2

t1φ.
– Notice that there is no extra assumption on the function φ in Definition 3.2. But, to en-

sure that Tt2
t1φ and T̆t2

t1φ are finite-valued and the infimum and supremum in Definition
3.2 can be achieved, we need more conditions.
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– In [6], the author pointed out that if φ is continuous and Lipschitz in the large, then
u(t, x) = (Tt

0φ)(x) is finite-valued for any classical time-dependent LagrangianL(t, x, v).
For more informations on functions that are Lipschitz in the large and applications to
Lax-Oleinik evolution in classical case, see [29, 15].

– Using an idea from the proof of Lemma 3.1 in [13] (see also [57] when the Lagrangian
has the form L(x, v, r)), we can show that the infimum and supremum in Definition
3.2 can be achieved if φ is lower and upper semi-continuous respectively, and (κ1, κ2)-
Lipschitz in the large. See Lemma 3.6 below.

– Moreover, if φ is lower and upper semi-continuous respectively, and (κ1, κ2)-Lipschitz
in the large, then Tt2

t1φ and T̆t2
t1φ satisfies the following Markov property:

Tt3
t2 ◦T

t2
t1 = Tt3

t1 , T̆t3
t2 ◦ T̆

t2
t1 = T̆t3

t1 ,

whenever t1 < t2 < t3. We can also have that limt→0+ Tt
0φ = φ and limt→0+ T̆t

0φ = φ
if φ is lower and upper semi-continuous respectively, and (ε,Kε)-Lipschitz in the large
for any ε > 0. Therefore, it is natural to set both Tt

t and T̆t
t (t > 0) to be the identity.

– It is useful to regard the definition of Tt2
t1 or T̆t2

t1 as a representation of marginal func-
tions. More precisely, set Fφ(t1, t2, ·, x, φ(·)) = φ(·) + hL(t1, t2, y, x, φ(·)). If the
infimum in the definition of (Tt2

t1)φ can be achieved in a compact subset S ⊂ Rn, i.e.,

(Tt2
t1)φ(x) = inf

y∈S
Fφ(t1, t2, y, x, φ(y))

then the Lipschitz and semiconcavity estimates can be obtained directly from the uni-
form Lipschitz and semiconcavity estimates for hL (see, for instance, [19, Theorem
3.4.4]). This is also a key point of our program for the study of the propagation of
singularities of viscosity solutions (see, for instance, [13, 16, 14, 12]).

Lemma 3.6. Let t2 > t1 and x ∈ Rn. If the function φ : Rn → R is lower semi-continuous
and (κ1, κ2)-Lipschitz in the large, then there exists y ∈ Rn such that (Tt2

t1φ)(x) = φ(y)+
hL(t1, t2, y, x, φ(y)). Moreover, for such a minimizer y we have

(3.5) |y − x| 6 κ1 + {c0 + θ0(0) + θ∗(κ2 + e2K(t2−t1)) + |φ(x)|C}(t2 − t1)

where C = supt>0(1− e−2Kt)/t.

Proof. Fix t2 > t1 and x ∈ Rn. For any y ∈ Rn, let ξy be a minimizer for hL(t1, t2, y, x, φ(y))
and uξy is determined by{

u̇ξy (s) = L(s, ξy(s), ξ̇y(s), uξy (s)), s ∈ [t1, t2],

uξy (t1) = φ(y).

It follows that

(3.6) u̇ξy (s) = L(s, ξy(s), ξ̇y(s), 0) + L̂u(s) · uξy (s),

where L̂u(s) =
∫ 1

0
Lu(s, ξy(s), ξ̇y(s), λuξy (s)) dλ. Solving (3.6), we obtain that

uξy (t2) = e
∫ t2
t1
L̂u dsφ(y) + e

∫ t2
t1
L̂u ds

∫ t2

t1

e
−

∫ s
t1
L̂u dτL(s, ξy(s), ξ̇y(s), 0) ds

> e
∫ t2
t1
L̂u dsφ(y) +

∫ t2

t1

e
∫ t2
s
L̂u dτ (θ0(|ξ̇y(s)|)− c0) ds

> e
∫ t2
t1
L̂u dsφ(y) + e−K(t2−t1)

∫ t2

t1

θ0(|ξ̇y(s)|) ds− c0(t2 − t1)eK(t2−t1).

(3.7)
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Let η(s) ≡ x for s ∈ [0, t] and uη satisfies{
u̇η(s) = L(s, η(s), η̇(s), uη(s)) = L(s, x, 0, uη(s)), s ∈ [t1, t2],

uη(t1) = φ(x).

Similarly, we have that

uη(t2) = e
∫ t2
t1
L̃u dsφ(x) + e

∫ t2
t1
L̃u ds

∫ t2

t1

e
−

∫ s
t1
L̃u dτL(s, x, 0, 0) ds

6 e
∫ t2
t1
L̃u dsφ(x) +

∫ t2

t1

e
∫ t2
s
L̃u dτθ0(0) ds

6 e
∫ t2
t1
L̃u dsφ(x) + θ0(0)(t2 − t1)eK(t2−t1),

(3.8)

where L̃u(s) =
∫ 1

0
Lu(s, x, 0, λuη(s)) dλ. Combining (3.7) and (3.8) we obtain that

(φ(y) + hL(t1, t2, y, x, φ(y)))− (φ(x) + hL(t1, t2, x, x, φ(x))) = uξy (t2)− uη(t2)

> e
∫ t2
t1
L̂u dsφ(y)− e

∫ t2
t1
L̃u dsφ(x) + e−K(t2−t1)

∫ t2

t1

θ0(|ξ̇y(s)|) ds

− (c0 + θ0(0))(t2 − t1)eK(t2−t1)

> − eK(t2−t1)|φ(y)− φ(x)| − (eK(t2−t1) − e−K(t2−t1))|φ(x)|

+ e−K(t2−t1)

∫ t2

t1

θ0(|ξ̇y(s)|) ds− (c0 + θ0(0))(t2 − t1)eK(t2−t1).

Set Λx = {y ∈ Rn : (φ(y) + hL(t1, t2, y, x, φ(y))) − (φ(x) + hL(t1, t2, x, x, φ(x))) 6
0}. Notice Λx is closed since φ is lower semi-continuous. Recalling that φ is (κ1, κ2)-
Lipschitz in the large, for any y ∈ Λx and any a > 0 we have that

0 > − e−K(t2−t1)(κ1 + κ2|y − x|)− (eK(t2−t1) − e−K(t2−t1))|φ(x)|

+ e−K(t2−t1) inf
ξ∈Γ

t1,t2
y,x

∫ t2

t1

θ0(|ξ̇(s)|) ds− (c0 + θ0(0))(t2 − t1)eK(t2−t1)

> − e−K(t2−t1)(κ1 + κ2|y − x|)− (eK(t2−t1) − e−K(t2−t1))|φ(x)|

+ e−K(t2−t1) inf
ξ∈Γ

t1,t2
y,x

∫ t2

t1

(a|ξ̇(s)| − θ∗(a)) ds− (c0 + θ0(0))(t2 − t1)eK(t2−t1)

> − e−K(t2−t1)(κ1 + κ2|y − x|)− (eK(t2−t1) − e−K(t2−t1))|φ(x)|+ ae−K(t2−t1)|y − x|

− (c0 + θ0(0))(t2 − t1)eK(t2−t1) − θ∗(a)(t2 − t1)e−K(t2−t1).

It follows

e−2K(t2−t1)(a− κ2)|y − x|

6κ1e
−2K(t2−t1) + |φ(x)|C(t2 − t1) + (c0 + θ0(0) + θ∗(a))(t2 − t1).

Taking a = κ2 + e2K(t2−t1), then (3.5) follows. Thus the set Λx is compact and the proof
is complete. �
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3.2. Representation formula. In this section, we want to give a representation formula
for the viscosity solution of (HJ) in the form of Lax-Oleinik evolution u(t, x) defined as
follows: for any φ : Rn → [−∞,+∞], set

u(t, x) = (Tt
0φ)(x) = inf

y∈Rn
{φ(y) + hL(0, t, y, x, φ(y))}

= inf
ξ

{∫ t

0

L(s, ξ, ξ̇, uξ) ds+ φ(ξ(0))

}
,

(3.9)

where the infimum is taken over the set

At,x = {ξ ∈W 1,1([0, t],Rn) : ξ(t) = x},
and uξ satisfies the Carathéodory equation

(3.10)

{
u̇ξ(s) = L(s, ξ(s), ξ̇(s), uξ(s)), a.e. s ∈ [0, t],

uξ(0) = φ(ξ(0)).

The following principle of dynamic programming is analogous to the classical one.

Proposition 3.7 (dynamic programming). Let (t, x) ∈ (0,+∞)×Rn and ξ ∈ At,x. Then
for any t′ ∈ [0, t] we have that

(3.11) u(t, x) 6
∫ t

t′
L(s, ξ(s), ξ̇(s), uξ(s)) ds+ u(t′, ξ(t′)),

where uξ is determined by

(3.12)

{
u̇ξ(s) = L(s, ξ(s), ξ̇(s), uξ(s)), a.e. s ∈ [t′, t],

uξ(t
′) = u(t′, ξ(t′)).

In addition, ξ ∈ At,x is a minimizer for (3.9) if and only if the equality holds in (3.11) for
all t′ ∈ [0.t].

Proof. Fix t > 0 and x ∈ Rn. Let t′ ∈ [0, t] and η : [0, t] → Rn be any absolutely
continuous function on [0.t′] such that η(t′) = ξ(t′). Set

γ(s) =

{
η(s), s ∈ [0, t′];

ξ(s), s ∈ [t′, t],

and {
u̇γ(s) = L(s, γ(s), γ̇(s), uγ(s)), a.e. s ∈ [0, t],

uγ(0) = φ(γ(0)) = φ(η(0)).

It follows that

uγ(t′) =

∫ t′

0

L(s, γ, γ̇, uγ) ds+ φ(η(0))

uγ(t) =

∫ t

t′
L(s, γ, γ̇, uγ) ds+ uγ(t′)

=

∫ t

t′
L(s, γ, γ̇, uγ) ds+

∫ t′

0

L(s, γ, γ̇, uγ) ds+ φ(η(0))

Therefore

u(t, x) 6uγ(t) 6
∫ t

t′
L(s, ξ, ξ̇, uξ) ds+

∫ t′

0

L(s, η, η̇, uη) ds+ φ(η(0)),
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where uξ and uη are the restriction of uγ on [t, t′] and [0.t′] respectively. Taking the
infimum over all η and recalling that ξ(t′) = η(t′) we obtain (3.11)

Now we turn to the proof of the last assertion. If the equality holds in (3.11) for all
t′ ∈ [0, t], then choosing t′ = 0 yielding that ξ is a minimizer for (3.9). Conversely, if ξ is
a minimizer for (3.9), by (3.11) we obtain that for all t′ ∈ [0, t]∫ t

0

L(s, ξ, ξ̇, uξ) ds+ φ(ξ(0)) =u(t, x)

6
∫ t

t′
L(s, ξ, ξ̇, uξ) ds+ u(t′, ξ(t′)),

(3.13)

where uξ is determined by (3.12). Invoking the definition of u(t′, ξ(t′)), this implies the
inequality in (3.13) is indeed an equality. It follows that the restriction of ξ on [0, t′] is a
minimizer for u(t′, ξ(t′)). �

Proposition 3.8. Let φ : Rn → R be lower semi-continuous and (κ1, κ2)-Lipschitz in the
large, and let t > 0. Then the following holds true.
(1) u(t, x) is finite-valued for all t > 0 and x ∈ Rn. Moreover the infimum in the definition

of u(t, x) is achieved by some yt,x ∈ Rn.
(2) Suppose that for any ε > 0 there exists Kε > 0 such that φ is (ε,Kε)-Lipschitz in the

large3. Then limt→0+ |yt,x − x| = 0.
(3) If φ is bounded and Lipschitz with constant Lip (φ), then there exists µ(t) > 0 such

that |yt,x − x| 6 µ(t)t for all t > 0. Moreover, one can take µ(t) = c0 + θ0(0) +
θ∗(Lip (φ) + e2Kt) + C‖φ‖∞ for some constant C > 0.

Proof. Assertion (1) is a reformulation of Lemma 3.6. For the proof of (2), set rε =
c0 + θ0(0) + c1 + θ∗(Kε + e2Kt) + |φ(x)|C. By Lemma 3.6 we conclude

|yt,x − x| 6 ε+ rεt.

This implies limt→0+ |yt,x−x| = 0. The last assertion (3) is obvious since φ is (0,Lip (φ))-
Lipschitz in the large. �

Proposition 3.9. If φ is lower semi-continuous and (κ1, κ2)-Lipschitz in the large, then
u(t, x) defined in (3.9) is a viscosity solution of (HJ).

Remark 3.10. Uniqueness results for (HJ) hold under further regularity assumptions. See,
for instance, [5, Theorem 5.2]).

Proof. Fix t > 0 and x ∈ Rn. Suppose that ϕ is a C1-function on (0,∞)× Rn such that
u−ϕ attains a local maximum at (t, x) ∈ U , a neighborhood of (t, x) in (0,∞)×Rn. For
any (t′, x′) ∈ U (t′ < t) and any C1 curve ξ ∈ Γt

′,t
x′,x, we conclude that

u(t′, ξ(t′))− ϕ(t′, ξ(t′)) 6 u(t, ξ(t))− ϕ(t, ξ(t)).

Invoking dynamic programming principle (Proposition 3.7) we obtain that

ϕ(t, ξ(t))− ϕ(t′, ξ(t′))

t− t′
6
u(t, x)− u(t′, x′)

t− t′
6

1

t− t′

∫ t

t′
L(s, ξ, ξ̇, uξ) ds

where uξ is determined by{
u̇ξ(s) = L(s, ξ(s), ξ̇(s), uξ(s)), a.e. s ∈ [t′, t],

uξ(t
′) = u(t′, ξ(t′)).

3As mentioned in Example 3.4, a uniformly continuous function on Rn is (ε,Kε) Lipschitz in the large.
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Taking the limit as t′ → t,

Dtϕ(t, x) +Dxϕ(t, x) · ξ̇(t)− L(t, x, ξ̇(t), u(t, x)) 6 0.

Since ξ is arbitrary, we conclude

Dtϕ(t, x) +H(t, x,Dxϕ(t, x), u(t, x)) 6 0.

This implies u is viscosity subsolution of (HJ).
On the other hand, since φ is lower semi-continuous and (κ1, κ2)-Lipschitz in the large,

by Proposition 3.6, there exists y ∈ Rn such that u(t, x) = φ(y) + hL(0, t, y, x, φ(y)).
Equivalently, there exists a C2 curve ξ : [0, t]→ Rn, ξ(t) = x, such that

u(t, x) = φ(ξ(0)) +

∫ t

0

L(s, ξ(s), ξ̇(s), uξ(s)) ds.

By the dynamic programming principle, we conclude that

u(t, x) =

∫ t

t′
L(s, ξ(s), ξ̇(s), uξ(s)) ds+ u(t′, ξ(t′)), ∀t′ ∈ [0, t].

In a similar way, one can show that u is viscosity supersolution of (HJ). This completes
the proof. �

APPENDIX A. SOME FACTS FROM ANALYSIS AND DIFFERENTIAL EQUATIONS

A.1. Carathéodory equations. Let Ω ⊂ Rn+1 be an open set. A function f : Ω ⊂
R× Rn → Rn is said to satisfy Carathéodory condition if
- for any x ∈ Rn, f(·, x) is measurable;
- for any t ∈ R, f(t, ·) is continuous;
- for each compact subset U of Ω, there is an integrable function mU (t) such that

|f(t, x)| 6 mU (t), (t, x) ∈ U.

A classical problem is to find an absolutely continuous function x defined on a real interval
I such that (t, x(t)) ∈ Ω for t ∈ I and satisfies the following Carathéodory equation

(A.1) ẋ(t) = f(t, x(t)), a.e., t ∈ I.

Proposition A.1 (Carathéodory). If Ω is an open set in Rn+1 and f satisfies the Carathéodory
conditions on Ω, then, for any (t0, x0) in Ω, there is a solution of (A.1) through (t0, x0).
Moreover, if the function f(t, x) is also locally Lipschitzian in x with a measurable Lips-
chitz constant, then the solution is unique.

For the proof of Proposition A.1 and more results related to Carathéodory equation (A.1),
the readers can refer to [24, 31].

A.2. Convexity. The following facts on the convexity is essentially known (see [17])
when the Lagrangian is independent of t.

Lemma A.2. Let L satisfy conditions (L1)-(L3) and s ∈ [a, b]. We conclude that
(a) The function

(A.2) f(ε) := Lv(s, x, v/(1 + ε), r) · v/(1 + ε)− L(s, x, v/(1 + ε), r)

is decreasing for ε > −1. In particular,

f(ε) > f(+∞) = −L(s, x, 0, r) > −θ0(0)−K|r|.
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(b) If ε1, ε2 > −1 and ε1 < ε2, then we have

L(s, x, r, v/(1 + ε2))

6 (κ+ 1)−1L(s, x, r, v/(1 + ε1)) + κ · (κ+ 1)−1(θ0(0) +K|r|)

and

f(ε2) 6 κ−1L(s, x, r, v/(1 + ε1))− (κ−1 + 1)L(s, x, r, v/(1 + ε2))

where κ = (ε2 − ε1)/(1 + ε1) > 0.

A.3. Uniformly continuous functions.

Proposition A.3. Let f be uniformly continuous function on Rn, then for any ε > 0 there
exists K > 0 such that

|f(x)− f(y)| 6 K|x− y|+ ε, ∀x, y ∈ Rn.

Proof. Suppose that f is uniformly continuous on Rn and fix ε > 0. Then there exists
δ > 0 such that |f(z) − f(z′)| 6 ε whenever |z − z′| 6 δ. For any x, y ∈ Rn, let
γ : [0, 1] → Rn be the straight line segment connecting x to y, and let τ > 0 such that
|x− γ(τ)| = δ. Define zk = γ(kτ), k = 0, . . . , N , where N = [ 1

τ ], the integer part of 1
τ .

Then it is clear that

|zk − zk+1| = δ, k = 0, . . . , N − 1, and |zN − y| 6 δ

and

|x− y| =
N−1∑
k=0

|zk − zk+1|+ |zN − y| > (N − 1)δ.

Therefore,

|f(x)− f(y)| 6
N−1∑
k=0

|f(zk+1)− f(zk)|+ |f(zN )− f(y)| 6 Nε 6 ε

δ
|x− y|+ ε.

Picking K = ε
δ , we complete the proof. �

A.4. A priori estimates and existence of minimizers. In this section, fixing real numbers
a < b, u ∈ R, R > 0 and two points x, y ∈ Rn such that |x − y| ≤ R. For convenience,
we collect some a priori estimate on the minimizer ξ for (1.4) and related solution uξ of
(1.3). The details of the estimates can be found in Appendix B.

We suppose ξ is a minimizer for (1.4) and uξ is determined by (1.3).

Proposition A.4. There exists a continuous function F : [0,+∞)× [0,+∞)→ [0,+∞)
depending on R and u continuously, with F (r1, ·) being nondecreasing and superlinear
and F (·, r2) being nondecreasing, such that

|uξ(s)| 6 F (b− a,R/(b− a)), s ∈ [a, b],∫ b

a

|L(s, ξ(s), ξ̇(s), uξ(s))| ds 6 F (b− a,R/(b− a)),

ess inf
s∈[a,b]

|ξ̇(s)| 6 F (b− a,R/(b− a)),

sup
s∈[a,b]

|ξ(s)− x| 6 (b− a)F (b− a,R/(b− a)).
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APPENDIX B. EXISTENCE RESULT AND A PRIORI ESTIMATES

To just obtain an existence result for problem (1.4) under subsidiary condition (1.3),
we can relax our conditions on L. More precisely, we suppose that L = L(t, x, v, r) :
R× Rn × Rn × R→ R is a measurable function satisfying:

(L1◦) L is measurable in t, continuous in (x, r) and strictly convex in v.
(L2◦) There exist two superlinear functions θ0, θ0 : [0,+∞) → [0,+∞) and two L∞loc-

functions c0, c1 : R→ [0,+∞), such that

θ0(|v|) + c1(t) > L(t, x, v, 0) > θ0(|v|)− c0(t), (t, x, v) ∈ R× Rn × Rn × R.

(L3◦) There exists an L∞loc-function K : R→ [0,+∞) such that

|L(t, x, v, r)− L(t, x, v, r′)| 6 K(t)|r − r′|, r, r′ ∈ R, (t, x, v) ∈ R× Rn × Rn.

Notice that L(·, ξ(·), ξ̇(·), r) is measurable if ξ is absolutely continuous under condition
(L1◦).

In this section, fixing real numbers a < b, u ∈ R, R > 0 and two points x, y ∈ Rn such
that |x − y| 6 R, we shall give some a priori estimate for solutions of the Carathéodory
equation (1.3) under condition (L1◦)-(L3◦). Then we show that the action functional J(ξ)
defined by (1.4) attains its minimum on some element in Γa,bx,y . For convenience, we set

uξ(a) = u, t = b− a.

Recalling Remark 1.1 we can take nonnegative constants c0, c1,K instead of functions
c0(·), c1(·),K(·) in our assumptions. For ε > 0,

(B.1) Aε = {ξ ∈ A : inf
η∈A

J(η) + ε ≥ uξ(b)− u}.

We denote L0(s, x, v) = L(s, x, v, 0) which is a Lagrangian satisfies the standard condi-
tions in [30].

Let ξ ∈ Aε and let uξ be determined by

(B.2) u̇ξ(s) = L(s, ξ(s), ξ̇(s), uξ(s)), s ∈ [a, b],

with uξ(a) = u. That is

u̇ξ(s) =L0(s, ξ(s), ξ̇(s)) + (L(s, ξ(s), ξ̇(s), uξ(s))− L(s, ξ(s), ξ̇(s), 0))

=L0(s, ξ(s), ξ̇(s)) + L̂ξu(s)uξ(s)

where

L̂ξu(s) =

∫ 1

0

Lu(s, ξ(s), ξ̇(s), λuξ(s)) dλ.

We remake that the function λ 7→ Lu(s, ξ(s), ξ̇(s), λuξ(s)) and s 7→ L̂ξu(s) are both
bounded and measurable by condition (L3◦). Therefore, Solving (B.2) we obtain

(B.3) uξ(s)− u = (e
∫ s
a
L̂ξu dr − 1)u+

∫ s

a

e
∫ s
τ
L̂ξu drL0(τ, ξ(τ), ξ̇(τ)) dτ.

Lemma B.1. Let ξ ∈ Aε with uξ being determined by the associated Carathéodory equa-
tion (1.3) and ε > 0. Then there exist two continuous functions F1, F2 : [0,+∞) ×
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[0,+∞)→ [0,+∞) depending on u, with Fi(r1, ·) being nondecreasing and superlinear
and Fi(·, r2) being nondecreasing for any r1, r2 > 0, i = 1, 2, such that

|uξ(s)− u| 6 tF1(t, R/t) + 2eKtε, s ∈ [a, b],∫ b

a

|L(τ, ξ(τ), ξ̇(τ), uξ(τ))|dτ 6F2(t, R/t) + 2eKt(1 +Kt)ε.
(B.4)

Moreover, one can take

F1(r1, r2) = 3cr1e
Kr1 |u|+ 2e2Kr1(θ0(r2) + c0),

F2(r1, r2) = 2c0 + (1 +Kr1)F1(r1, r2).

where Ct = sups∈(0,t]
eKs−1
s <∞.

Proof. Let ξ ∈ A. By (B.3) and condition (L2◦) and (L3◦), we obtain that for all s ∈ [a, b]

uξ(s)− u > − (eKt − 1)|u|+
∫ s

a

e
∫ s
τ
L̂ξu dr(θ0(|ξ̇|)− c0) dτ

> − (eKt − 1)|u| − c0
∫ s

a

e
∫ s
τ
L̂ξu dr dτ

> − (eKt − 1)|u| − c0teKt.

This gives the lower bound of uξ.
Now we turn to the proof of (B.4). Set ξ0(s) = x+ s(y − x)/t for any s ∈ [a, b]. Then

ξ0 ∈ A. By solving the associated Carathéodory equation again, we have that

uξ0(b)− u = (e
∫ s
a
L̂
ξ0
u dr − 1)u+

∫ s

a

e
∫ s
τ
L̂
ξ0
u drL0(τ, ξ0(τ), ξ̇0(τ)) dτ

6 (eKt − 1)|u|+ teKtθ0(R/t).

Now, suppose ξ ∈ Aε. Then uξ(b) 6 uξ0(b) + ε and this lead to

(B.5) uξ(b)− u 6 (eKt − 1)|u|+ teKtθ0(R/t) + ε.

Combining the lower bound of uξ above we obtain

(B.6) |uξ(b)− u| 6 (eKt − 1)|u|+ teKt(θ0(R/t) + c0) + ε.

By (B.3) at s = b we obtain

uξ(b)− u = (e
∫ b
a
L̂ξu dr − 1)u+

∫ b

a

e
∫ b
τ
L̂ξu drL0(τ, ξ(τ), ξ̇(τ)) dτ.

In view of (B.6) we have∫ b

a

e
∫ b
τ
L̂ξu dr|L0(τ, ξ(τ), ξ̇(τ))| dτ 6 |uξ(b)− u|+ (e

∫ b
a
L̂ξu dr − 1)|u|

6 2(eKt − 1)|u|+ teKt(θ0(R/t) + c0) + ε.

(B.7)

By solving (1.3) again we have that for all s ∈ [a, b]

uξ(b)− u = (e
∫ b
s
L̂ξu dr − 1)uξ(s) +

∫ b

s

e
∫ b
τ
L̂ξu drL0(τ, ξ(τ), ξ̇(τ)) dτ.
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Therefore, by (B.6) and (B.7) we conclude that for all s ∈ [a, b]

|uξ(s)− uξ(b)| 6 (e−
∫ b
s
L̂ξu dr − 1)|uξ(b)|+ e−

∫ b
s
L̂ξu dr ·

∫ b

s

e
∫ b
τ
L̂ξu dr|L0(τ, ξ(τ), ξ̇(τ))| dτ

6 (eKt − 1)(eKt|u|+ teKt(θ0(R/t) + c0) + ε)

+ eKt · (2(eKt − 1)|u|+ teKt(θ0(R/t) + c0) + ε)

= 3(eKt − 1)eKt|u|+ 2te2Kt(θ0(R/t) + c0) + 2eKtε

which completes the proof of (B.4).
In view of (B.4) and condition (L2◦) and (L3◦) we have that∫ b

a

|L0(s, ξ, ξ̇)|ds 6
∫ b

a

(L0(s, ξ, ξ̇) + 2c0) ds

6 2c0t+ uξ(b)− u+K

∫ b

a

|uξ| ds

6 2c0t+ F1(t, R/t) + 2eKtε+Kt(F1(t, R/t) + 2eKtε)

= 2c0t+ (1 +Kt)F1(t, R/t) + 2eKt(1 +Kt)ε.

This completes the proof of the second inequality in (B.4). �

Lemma B.2. Let ξ ∈ Aε and ε > 0. Then there exists a continuous functionF : [0,+∞)×
[0,+∞) → [0,+∞) depending on u, with F (r1, ·) being nondecreasing and superlinear
and F (·, r2) being nondecreasing for any r1, r2 > 0, such that∫ t

0

|ξ̇(s)| ds 6 tF (t.R/t) + 2eKt(1 + tK)ε.

Moreover, the family {ξ̇}ξ∈Aε is equi-integrable.

Proof. By (L2◦) and (L3◦), we obtain

uξ(b)− u

=

∫ b

a

L(s, ξ(s), ξ̇(s), uξ(s)) ds >
∫ b

a

{L0(s, ξ(s), ξ̇(s))−K|uξ(s)|} ds

>
∫ b

a

{θ0(|ξ̇(s)|)− c0 −K|uξ(s)|} ds

>
∫ b

a

{|ξ̇(s)| −K|uξ(s)| − (c0 + θ∗0(1))} ds.

(B.8)

In view of Lemma B.1 and (B.8), we obtain that∫ b

a

|ξ̇(s)| ds 6
∫ b

a

K|uξ(s)| ds+ t(c0 + θ∗0(1)) + uξ(b)− u

6 tK(tF1(t, R/t) + 2eKtε) + t(c0 + θ∗0(1))

+ (tF1(t, R/t) + 2eKtε)

6 tF2(t.R/t) + 2eKt(1 + tK)ε.

Now we turn to proof of the equi-integrability of the family {ξ̇}ξ∈Aε . Since θ0 is a
superlinear function, for any α > 0 there exists Cα > 0 such that r 6 θ0(r)/α for
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r > Cα. Thus, for any measurable subset E ⊂ [a, b], invoking (L2), (L3) and Lemma B.1,
we have that∫
E∩{|ξ̇|>Cα}

|ξ̇|ds 6 1

α

∫
E∩{|ξ̇|>Cα}

θ0(|ξ̇|)ds 6 1

α

∫
E∩{|ξ̇|>Cα}

{L0(s, ξ, ξ̇) + c0} ds

6
1

α

∫
E∩{|ξ̇|>Cα}

{L(s, ξ, ξ̇, uξ) +K|uξ(s)|+ c0(s)} ds

6
1

α

∫ b

a

{L(s, ξ, ξ̇, uξ) +K|uξ(s)|+ c0(s)} ds

6
1

α

{
(uξ(b)− u) + tK(tF1(t, R/t) + 2eKtε+ |u|) + c0t

}
6

1

α

{
((tF1(t, R/t) + 2eKtε)) + tK(tF1(t, R/t) + 2eKtε+ |u|) + c0t

}
:=

1

α
F3(ε, t, R/t)

Therefore, we conclude that∫
E

|ξ̇|ds 6
∫
E∩{|ξ̇|>Cα}

|ξ̇|ds+

∫
E∩{|ξ̇|6Cα}

|ξ̇|ds 6 1

α
F3(ε, t, R/t) + |E|Cα.

Then, the equi-integrability of the family {ξ̇}ξ∈Aε follows since the right-hand side can be
made arbitrarily small by choosing α large and |E| small, and this proves our claim. �

Proposition B.3. The functional

A 3 ξ 7→ J(ξ) =

∫ b

a

L(s, ξ(s), ξ̇(s), uξ(s)) ds,

where uξ is determined by (1.3), admits a minimizer.

Remark B.4. Notice that we can rewrite the functional J as

(B.9) J(ξ) = (e
∫ b
a
L̂ξu dr − 1)u+

∫ b

a

e
∫ b
τ
L̂ξu drL0(τ, ξ(τ), ξ̇(τ)) dτ

in spirit of (B.3) and the fact J(ξ) = uξ(b) − u. We set µξ(s) := e
∫ b
s
L̂ξu dr. Therefore

J(ξ) = J1(ξ) + J2(ξ) where

J1(ξ) = (µξ(a)− 1)u, J2(ξ) =

∫ b

a

µξ(τ)L0(τ, ξ(τ), ξ̇(τ)) dτ.

Proof. Fix x, y ∈ Rn, b > a and u ∈ R. Consider any minimizing sequence {ξk} for J ,
that is, a sequence such that J(ξk)→ inf{J(ξ) : ξ ∈ A} as k →∞. We want to show that
this sequence admits a cluster point which is the required minimizer. Notice there exists an
associated sequence {uξk} given by (1.3) in the definition of J(ξk). The idea of the proof
is standard but a little bit different from the classical proof of Tonelli’s existence theorem.

First, notice that Lemma B.2 implies that the sequence of derivatives {ξ̇k} is equi-
integrable. Since the sequence {ξ̇k} is equi-integrable, by the Dunford-Pettis Theorem
there exists a subsequence, which we still denote by {ξ̇k}, and a function η∗ ∈ L1([a, b],Rn)

such that ξ̇k ⇀ η∗ in the weak-L1 topology. The equi-integrability of {ξ̇k} implies that the
sequence {ξk} is equi-continuous and uniformly bounded. Invoking the Ascoli-Arzela the-
orem, we can also assume that the sequence {ξk} converges uniformly to some absolutely
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continuous function ξ∞ ∈ Γa,bx,y . For any test function ϕ ∈ C1
0 ([a, b],Rn),∫ b

a

ϕη∗ds = lim
k→∞

∫ b

a

ϕξ̇kds = − lim
k→∞

∫ b

a

ϕ̇ξkds = −
∫ b

a

ϕ̇ξ∞ds.

By the du Bois-Reymond lemma (see, for instance, [19, Lemma 6.1.1]), we conclude that
ξ̇∞ = η∗ almost everywhere. In View of Remark B.4 and condition (L3), we also have that
the sequence {µξk} is bounded and equi-continuous. Therefore, µξk converges uniformly
to µξ as k →∞ by taking a subsequence if necessary.

We recall a classical result (see, for instance, [11, Theorem 3.6] or [9, Section 3.4]) on
the sequentially lower semicontinuous property on the functional

L1([a, b],Rm)× L1([a, b],Rn) 3 (α, β) 7→ F(α, β) :=

∫ b

a

L(α(s), β(s)) ds.

One has that if (i) L is lower semicontinuous; (ii) L(α, ·) is convex on Rn, then the func-
tional F is sequentially lower semicontinuous on the space L1([a, b],Rm)×L1([a, b],Rn)
endowed with the strong topology onL1([a, b],Rm) and the weak topology onL1([a, b],Rn).

Now, let

L(µξk(s), ξk(s), ξ̇k(s)) := µξk(s)L0(s, ξk(s), ξ̇k(s))

with αξk(s) = (µξk(s), ξk(s)) and βξk(s) = ξ̇k(s). Then J2 is lower semi-continuous in
the topology mentioned above. The lower semi-continuity of J1 is obvious (in fact, J1 is
continuous). Therefore, ξ∞ ∈ A is a minimizer of J and this completes the proof of the
existence result. �

Corollary B.5. There exists a continuous function F : [0,+∞)× [0,+∞)→ [0,+∞) de-
pending on u, with F (r1, r2) nondecreasing in both variables and superlinear with respect
to r2, such that every minimizer ξ ∈ A for (1.4) satisfies∫ b

a

|ξ̇(s)| ds 6 tF (t, R/t)

and

ess inf
s∈[a,b]

|ξ̇(s)| 6 F (t, R/t), sup
s∈[a,b]

|ξ(s)− x| 6 tF (t, R/t).

Proof. The first assertion is a direct consequence of Lemma B.2. The last two inequalities
follow from the relations

ess inf
s∈[a,b]

|ξ̇(s)| 6 1

t

∫ b

a

|ξ̇(s)| ds, and |ξ(s)− x| 6
∫ b

a

|ξ̇(s)| ds,

together with the first assertion. �

APPENDIX C. HERGLOTZ’ VARIATIONAL PRINCIPLE ON MANIFOLDS

In this section, we try to explain, under the assumptions (L1)-(L4), how to move the
Herglotz’ generalized variational principle to a closed, connected n-dimensional smooth
manifold M without boundary. We continue to use the notations u, t,K, c0 defined in
Appendix B.

Once and for all, we fix a auxiliary Riemannian metric g on M and denote dg the
distance induced by g. First, we notice that conditions (L1)-(L4) can be adapt to L :
R× TM × R→ R, only differences are:
– (L1) is restated as L(t, x, ·, r) is strictly convex on TxM for any fixed (t, x, r);
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– the norms on Rn is replaced by | · |g defined by g.

Let {(Bi,Φi)} be a C2 atlas for M . Assume that {Bi}Ni=1 is a finite open cover of M ,
where Φi : Bi → Dn is a C2-diffeomorphism for each i ∈ {1, . . . , N} and Dn denotes
the n-dimensional unit disc. Thus Φ−1

j ◦Φi : Bi ∩Bj → Bi ∩Bj is a C2-diffeomorphism
for each pair i, j. Let L(t, x, v, r) be a Lagrangian that satisfies (L1)-(L3) together with
(L4) or (L4’), for fixed i, let B = Bi and Φ = Φi : B → Dn be a corresponding local
coordinate, then

(Φ, dΦ) : TB → Dn × Rn

defines a local trivialization of TB and LΦ : R× Dn × Rn × R→ R defined as

LΦ(t, x̄, v̄, u) = L(t,Φ−1(x̄), dΦ−1(x̄)v̄, u), (x̄, v̄) ∈ Dn × Rn, u ∈ R

is a representation of L in (B,Φ). By the local representation performed above, Herglotz’
generalized variational principle for L restricted on some local chart (B,Φ) is equivalent
to that for LΦ on [a, b]×Dn ×Rn ×R→ R if Φ is a bi-Lipschitz homeomorphism and a
C2-diffeomorphism.

From now on, we fix a, b ∈ R. Let x, y ∈ M and u ∈ R, choosing ξ ∈ Γa,bx,y(M), we
consider the Carathéodory equation

(C.1)

{
u̇ξ(s) = L(s, ξ(s), ξ̇(s), uξ(s)), a.e. s ∈ [a, b],

uξ(a) = u.

Similarly, we define the action functional

(C.2) J(ξ) :=

∫ b

a

L(s, ξ(s), ξ̇(s), uξ(s)) ds,

where ξ ∈ Γa,bx,y(M) and uξ is defined in (C.1). Our purpose is to minimize J(ξ) over

A(M) = {ξ ∈ Γa,bx,y(M) : (C.1) admits an absolutely continuous solution uξ}.

Notice that A(M) 6= ∅ because it contains all piecewise C1 curves connecting x to y.
Moreover, (L2) implies that any ξ ∈ A(M) is absolutely continuous, thus has finite length.

For a fixed κ > 0, assume that y ∈ Bκt(x) and that η ∈ A(M) is a minimizer of the
action functional η 7→ J(η). It is obvious that the estimates performed on Rn carry over to
the manifold case, then there exist constants C1(κ, a, b) > 0, C(u, a, b, κ) > 0 such that

(C.3) η(s) ∈ BC1t(x) for s ∈ [a, b], |η̇(s)|g 6 C1, sup
s∈[a,b]

|uη(s)| 6 C.

The second inequality holds since we only use quantitative derivatives like Lu, Lt in the
deduction of Erdmann condition and it can be carried over to the manifold case.

To begin the construction, we notice that there is r > 0 such that for all x ∈ M ,
the geodesic ball Br(x) is bi-Lipschitz, C2 diffeomorphic to Dn (some rescaling of Φ =

exp−1
x shall give this diffeomorphism). We set κ = diam(M)

t ,C1(κ, a, b)+1 := C2(κ, a, b).

Local case: Assume 2C2t < r and x, y ∈ B r
2
(x0) for some x0 ∈ M . By the discussion

above, Herglotz’ variational principle for L restricted on the local chart (Br(x0),Φ) is
equivalent to that for LΦ, satisfying all aforementioned assumptions, defined on [a, b] ×
Dn × Rn × R→ R. Thus, by denoting

B(M) = {η ∈ A(M) : η(s) ∈ Br(x) for all s ∈ [a, b]},



30 PIERMARCO CANNARSA, WEI CHENG, LIANG JIN, KAIZHI WANG, AND JUN YAN

we can claim that

inf
A(M)

J(ξ) = inf
B(M)

J(ξ)

and they admit the same minimizers: by applying (C.3) for any minimizer η,

dg(η(s), x0) 6 dg(η(s), x) + dg(x, x0)

6
∫ b

a

|η̇(s)|g ds+ dg(x, x0) 6 C1 · t+
r

2
< r,

We could formulate the conclusions from Section 2 and Appendix B into the following

Proposition C.1. Assume 2C2t < r and x, y ∈ B r
2
(x0) for some x0 ∈ M, Φ : B :=

Br(x0)→ Dn is a local chart at x0, then
(a) The functional

A(M) 3 ξ 7→ J(ξ) =

∫ b

a

L(s, ξ(s), ξ̇(s), uξ(s)) ds,

where uξ is determined by (C.1) admits a minimizer on A(B).

(b) Let ξ ∈ A(B) be a minimizer of J , then there is a function F = Fu,B : [0,+∞) ×
[0,+∞)→ [0,+∞), with F (·, r) being nondecreasing for any r > 0, such that

|uξ(s)| 6 tF (a, b, κ) +G(t)|u| := C(u, a, b, κ), s ∈ [a, b]

where G(t) > 0 is also nondecreasing in t.

(c) Let ξ ∈ A(B) be a minimizer of J , then there is a function F = Fu,B : [0,+∞) ×
[0,+∞)→ [0,+∞), with F (·, r) is nondecreasing for any r > 0, such that

ess sup
s∈[a,b]

|ξ̇(s)| 6 F (a, b, κ) := C1(a, b, κ).

(d) If L is of class C2, then for any minimizer ξ for (C.2) we have
1) Both ξ and uξ are of class C2 and ξ satisfies Herglotz equation (2.18) in local

charts for all s ∈ [a, b] where uξ is the unique solution of (C.1);
2) Let p(s) = Lv(s, ξ(s), ξ̇(s), uξ(s)) be the dual arc, then p is also of class C2

and we conclude that (ξ, p, uξ) satisfies Lie equation (1.6) in local charts for all
s ∈ [a, b].

General case: This is just the standard “broken geodesic” argument. Let {(Bi,Φi)}Ni=1

be an atlas of M such that Bi = B r
2
(xi) and {xi}16i6N forms a r

2 -net on M . Without
loss of generality, we assume that x ∈ B1 and y ∈ BN . Let ξ ∈ A(M) be a minimizer
which is necessarily to be C1-Lipschitz as the a priori estimate shown. Then, there exists
a partition a = t0 < t1 < t2 < · · · < tk−1 < tk = b such that 0 6 tj+1 − tj 6 r

2C2
and

zj = ξ(tj) and zj+1 = ξ(tj+1) are contained in the same Bi. Thus applying Proposition
C.1, as a minimizer of J on Γ

tj ,tj+1
zj ,zj+1 , ξ|[tj ,tj+1] falls in Br(xi), which reduce the problem

to the local case. For each j, we define

hjL(tj , tj+1, zj , zj+1, uj) = inf
ξj

∫ tj+1

tj

L(s, ξj(s), ξ̇j(s), uξj (s)) ds,

where ξj is an absolutely continuous curve constrained in Br(xi) connecting zj to zj+1

and uξj is uniquely determined by (1.3) with initial condition uj . Now we consider the
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problem

(C.4) g(a, b, x, y, u) := inf

k∑
j=1

hjL(tj , tj+1, zj , zj+1, uj),

where the infimum is taken over partitions a = t0 < t1 < t2 < · · · < tk−1 < tk = b with
tj+1 − tj ∈ [0, r

2C2
], zj , zj+1 ∈ M contained in the some Bi and uj ∈ R. Due to Propo-

sition C.1 (b), {uj} can be constrained in a compact subset of R depending only on u, x, y
and t. Therefore the infimum in (C.4) can be attained. Thanks to the local semiconcavity
of the fundamental solution hjL, hjL is differentiable at each minimizer which leads to the
fact

hL(a, b, x, y, u) = g(a, b, x, y, u).

Proposition C.2. The conclusion of Proposition C.1 holds for any connected and closed
C2 manifold M for all a < b.
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