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Abstract: The unsteady and random character of turbulent flow motion is a key aspect of the
multidimensional modeling of internal combustion engines (ICEs). A typical example can be found
in the prediction of the cycle-to-cycle variability (CCV) in modern, highly downsized gasoline direct
injection (GDI) engines, which strongly depends on the accurate simulation of turbulent in-cylinder
flow structures. The current standard for turbulence modeling in ICEs is still represented by the
unsteady form of Reynold-averaged Navier Stokes equations (URANS), which allows the simulation
of full engine cycles at relatively low computational costs. URANS-based methods, however, are only
able to return a statistical description of turbulence, as the effects of all scales of motion are entirely
modeled. Therefore, during the last decade, scale-resolving methods such as large eddy simulation
(LES) or hybrid URANS/LES approaches are gaining increasing attention among the engine-modeling
community. In the present paper, we propose a scale-resolving capable modification of the popular
RNG k–ε URANS model. The modification is based on a detached-eddy simulation (DES) framework
and allows one to explicitly set the behavior (URANS, DES or LES) of the model in different zones
of the computational domain. The resulting zonal formulation has been tested on two reference
test cases, comparing the numerical predictions with the available experimental data sets and with
previous computational studies. Overall, the scale-resolved part of the computed flow has been
found to be consistent with the expected flow physics, thus confirming the validity of the proposed
simulation methodology.

Keywords: internal combustion engines; turbulence modeling; RNG; scale-resolving simulation;
cycle-to-cycle variability

1. Introduction

The idea of merging the unsteady Reynolds-averaged Navier Stokes (URANS) and large eddy
simulation (LES) techniques for turbulence modeling is not conceptually new [1] and, at present,
is generally considered a mature and robust option for some engineering areas, such as turbomachinery
and aerospace applications [2,3]. More recently, this class of methods has started receiving more
attention from the internal combustion engine (ICE) modeling community [4–12], because of the
need for an alternative to standard LES scale-resolving approaches. In fact, although LES has already
emerged as a powerful tool for capturing cycle-to-cycle variability (CCV) phenomena and other
instantaneous flow features [13–19], there are still some unresolved issues that limit its wider usage
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for the design and optimization of reciprocating engines. More specifically, a well-resolved LES
would require an extremely fine near-wall mesh, high-order numerical schemes, small time steps
(even without combustion) and high-quality computational cells across the whole domain involved
in the simulation [13]. Additionally, a significant number of simulated cycles are usually required to
extract reliable engine statistics, which makes LES practically unfeasible for industry-grade routine
calculations. Therefore, URANS/LES hybrids are being explored as a possible solution for keeping
adequate scale-resolving capabilities in the key areas of the computed flow, but mitigating at the same
time some of the aforementioned concerns.

One of the most successful hybrid methodologies comes from the application of the
detached-eddy-simulation (DES) principle [1,20], which introduces a LES-type scale-resolving potential
into a classical, URANS-based modeling foundation. In a series of previous works [10–12], we have
already assessed DES-type reformulations of a particular URANS closure called k–g, which was
originally developed for external aerodynamics predictions [21–24]. As a result of the encouraging
results obtained, in the present work, we have decided to evaluate a similar reformulation of the RNG
k–ε model [25], which is often referred to as the de facto standard for the URANS-based simulation of
reciprocating engines [26]. Section 2 of the paper is dedicated to the description of the steps required for
the model modification, while Section 3 is devoted to the analysis of the here-considered engine-like
test cases, which include a stationary intake valve configuration and a reference piston/cylinder
assembly. Conclusions and future work proposals are drawn in Section 4.

2. Zonal-DES Reformulation of the RNG k–ε Model

2.1. Derivation of the Zonal-DES Form

The standard, compressible form of the RNG k–ε URANS model consists of the following transport
equations for k and ε:

ρ
∂k
∂t

+∇ · (ρUk) = ρ (P − ε) +∇ ·
[(

µt

σk
+ µ

)
∇k
]

(1)

ρ
∂ε

∂t
+∇ · (ρUε) = ρ

ε

k
(Cε1P − Cε2ε)− ρR + Cε3ρε (∇ ·U) +∇ ·

[(
µt

σε
+ µ

)
∇ε

]
(2)

where the dynamic turbulent viscosity is given by:

µt = ρCµ
k2

ε
(3)

and

R = Cµη3 (1− η/η0)

1 + ζη3
ε2

k
; η = |E| k

ε
(4)

with |E| being the magnitude of the mean rate-of-strain tensor, while Cµ, Cε1, Cε2, σk, σε, ζ and η0 are
all standard closure constants. The third right-hand-side (RHS) term in Equation (2) accounts for the
effects of velocity compression/dilatation on the turbulence dissipation rate and, for realistic engine
flows with fuel sprays and combustion, is usually set according to the expression developed by Han
and Reitz [26]. In the present work, a simpler choice was made, assuming Cε3 equal to −0.33 [27].

A DES model can be obtained from a two-equation URANS closure through a simple modification
of the turbulent kinetic-energy sink term Sk, namely [28],

Sk,RANS = ρε = ρ
k3/2

lRANS

; lRANS =
k3/2

ε
(5)

Sk,DES = FDESSk,RANS ; FDES = max
(

lRANS

CDES ∆
, 1
)

(6)
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where ∆ is a spatial filter parameter, usually related to the local grid spacing, and CDES ≈ O(1).
We note that the FDES expression is general and can be applied to any URANS model, provided that
the lRANS form is adapted accordingly. Replacing Sk,RANS with Sk,DES generates a standard seamless DES
model, where the switching between a RANS-type and a LES-type turbulent viscosity formulation is
entirely managed by the model itself. Seamless DES is very efficient in external flows with massive
separations [20], whereas its effective application to complex internal flows needs a significant number
of adaptations and improvements compared to the baseline formulation shown above. In such cases,
a somewhat simpler alternative is represented by the “zonal-DES” (ZDES) approach [29–31], in which
different parts of the computational domain are marked a priori by the user as URANS, LES or DES.
Our zonal rearrangement of the FDES function consists of:

F∗
DES

= Cz1FDES + (1− Cz1) FZDES (7)

FZDES = Cz2 + (1− Cz2)

(
lRANS

CDES ∆

)
(8)

where Cz1 and Cz2 are two switching parameters that might be alternatively equal to 0 or 1. Table 1
shows all the possible modes of operation produced by F∗

DES
, depending on the different Cz1 and

Cz2 combinations.

Table 1. Different modes of the ZDES formulation determined by the Cz1 and Cz2 values.

Cz1 Cz2 Simulation Type Mode

0 1 URANS A
1 1/0 DES B
0 0 LES C

2.2. CDES Constant Calibration

The ZDES model described above has been implemented within the OpenFOAM open-source
technology (-dev version, OpenFOAM Foundation [32]), which is based on a collection of C++
object-oriented libraries and tools for computational fluid dynamics (CFD). Similarly to other
open-source and commercial CFD solutions aimed at ICE modeling [33–35], the OpenFOAM numerical
framework is essentially built on top of a second-order, pressure-based finite-volume methodology.

In any DES-type model, the CDES constant should be able to provide, in combination with the
grid-dependent filter length scale ∆, a consistent turbulence energy decay as it operates in LES mode.
To determine the optimal CDES value, energy decay tests have been performed on a homogeneous
incompressible turbulence box case, which mimics the experimental measurements of Comte-Bellot
and Corrsin [36]. Calculations were carried out on a domain made of 643 hexhaedral cells, using the
mode C (pure LES) of the RNG k–ε model and assuming the cubic root of the cell volume as a
spatial filter. The velocity field was initialized through the generalized spectral function found in [37],
while temporal integration was performed with a second-order three-point implicit backward scheme.
For momentum convection, a low-dissipation filtered central differencing (FCD) scheme [38] was
adopted. For k and ε being strictly positive quantities, their convective fluxes were interpolated using
a second-order bounded linear upwind (LU) scheme.

The results from the CDES calibration are shown in Figure 1. The predicted three-dimensional
energy spectra are assessed at two reference simulation times (t = t1 and t = t2), which correspond to
the two measuring stations in the experiments of Comte-Bellot and Corrsin. Apparently, the optimal
value of CDES is located between 0.65 and 0.5, thus producing CDES = 0.55 as the default option for all
the subsequent simulations.
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Figure 1. Three-dimensional energy spectra obtained with the pure LES mode of the RNG k–ε model,
for different CDES values: (a) t = t1; (b) t = t2.

3. Results and Discussion

3.1. Fixed Intake Valve

In spite of its relative simplicity, this case is quite popular among engine CFD
modelers [7,10–12,39–41], because of its close resemblance to an actual engine intake flow. Figure 2a
sketches the domain configuration, while Table 2 contains the dimensional parameters and flow
conditions used for the simulations’ setup. Table 3 collects the main features of the two computational
grids adopted in the present study (meshes 1 and 2), which were generated through the OpenFOAM
built-in snappyHexMesh tool.

The reference experimental flow configuration is essentially incompressible (Ma < 0.2); thus the
compression/dilatation term in Equation (2) was completely neglected for this case. At the open
boundaries, velocity-inlet and pressure-outlet boundary conditions were applied. The momentum flux
at the walls was modeled through Spalding’s nonlinear function [42], while for k and ε, a switching
wall function formulation was used [43]. Both standard RANS and ZDES simulations were performed,
whereas for ZDES, a mode A/mode C interface was placed at the first separation point upstream of the
valve seat (see Figure 2b,c). For momentum convection, the LU scheme was used wherever URANS
was applied (mode A), and the FCD scheme was adopted for LES (mode C). No synthetic turbulence
generation methods were implemented at the URANS/LES interface, which was in the spirit of the
original ZDES methodology [29].

(a) (b) (c)

Figure 2. Details of the fixed intake valve case: (a) geometrical parameters; (b) axial section of mesh 1
with the ZDES modes subdivision; (c) axial section of mesh 2 with the ZDES modes subdivision.
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Table 2. Dimensions and flow parameters for the fixed intake valve simulation setup.

Parameter Value

Valve stem diameter (Ds) 16 mm
Intake duct diameter (Di) 34 mm
Cylinder diameter (Dc) 120 mm
Valve head diameter (Dv) 40 mm
Intake duct length (Li) 140 mm
Cylinder length (Lc) 300 mm
Valve lift (Ll) 10 mm
Inlet bulk velocity (Ub) ≈60 m/s
Inlet bulk Reynolds number (Reb) ≈3 × 104

Table 3. Main parameters of the computational grids for the fixed intake valve case.

Parameter Mesh 1 Mesh 2

Total cell number 0.98× 106 5.9× 106

Grid type unstructured unstructured
Minimum bulk cell length 1.1 mm 0.56 mm
Maximum bulk cell length 4.5 mm 4.5 mm
Skewness (max) 3.93 4.07
Non-orthogonality (max/avg) 69.2/5.7 deg 69.3/3.2 deg
y+ (max) ≈55 ≈45

3.1.1. Mean Velocity and Root-Mean-Square Fluctuations

Axial time-averaged velocities and root-mean-square (RMS) axial velocity fluctuations were
analyzed at x = 20 mm and x = 70 mm from the head of the cylinder. Converged RANS solutions
were used to initialize the ZDES runs, and an initial transient of two flow-through times was considered
before starting the statistical monitoring of the resolved fields. The monitoring lasted for an additional
five flow-through times, in order to guarantee a sufficient level of statistical convergence. During the
unsteady simulations, the maximum convective Courant-Friedrichs-Lewy (CFL) number was limited
to 2. We note that steady RANS profiles are marked as RNR, while time-resolved ZDES predictions
are marked as RNZ. An additional 1 or 2 suffix is added to distinguish between predictions obtained
with mesh 1 or mesh 2. All results are compared with laser Doppler anemometry (LDA) experimental
measurements taken from [39].

Figure 3 displays time-averaged and RMS profiles at x = 20 mm. Mean velocity predictions
obtained with mesh 1 show some departures from the experimental values, both for RANS and ZDES.
The former better describes the characteristic peak located approximately at r/Rc = 0.55, whereas the
latter is more accurate in the outer recirculation region. On mesh 2, the ZDES results exhibit a very good
accordance with the experiments, while there is no clear improvement for RANS. RMS fluctuations
were only evaluated for ZDES, as RANS results would have been entirely derived from the modeled
turbulent kinetic energy and thus inherently affected by the local isotropy assumption. Figure 3b
shows how the scale-resolving capabilities of the ZDES formulation are already significant for the
coarser mesh case, confirming also a consistent sensitivity to grid refinement for the resolved part of
the flow.

Figure 4 refers to the second considered measuring section, placed at x = 70 mm. At this
distance from the head, the mean flow development is dominated by a large central recirculation zone.
Mean velocity profiles are well predicted by ZDES, even with the coarser mesh 1 option. The RANS
form of the RNG k–ε model is not able to reproduce the velocity “flattening” close to the cylinder axis,
irrespective of the mesh refinement level. Regarding RMS fluctuations, ZDES outcomes from both
meshes are still relatively close to each other, with only a slightly higher amount of resolved flow
content for mesh 2.
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Figure 3. Mean and RMS profiles at x = 20 mm: (a) mean axial velocity; (b) RMS axial velocity fluctuation.
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Figure 4. Mean and RMS profiles at x = 70 mm: (a) mean axial velocity; (b) RMS axial velocity fluctuation.

3.1.2. Flow Structures and Axial Pressure Development

The resolution level of ZDES simulations can be qualitatively assessed through the visualization of
instantaneous snapshots of pressure isosurfaces, as shown in Figure 5. The characteristic ring-shaped
structures generated by the annular jet flow, which have already also been detected in [39], are evident.
The mesh 2 pressure isosurface snapshot presents smaller structures with higher vorticity intensities,
thus suggesting a broader range of resolved turbulence scales.

For such a flow configuration, the in-cylinder axial pressure development can be divided into four
stages [39,40]: a sudden pressure drop induced by the intake jet acceleration, with a minimum located
around x/Rc ≈ 0.25; a pressure peak at x/Rc ≈ 0.75, as a result of the jet impingement on the wall;
a second, weaker, pressure drop at x/Rc ≈ 1, originated by the jet rebound; the final pressure recovery,
which ends up at about x/Rc ≈ 2.5. As for the isosurfaces in Figure 5, axial profiles are presented
in Figure 6 in terms of the nondimensional pressure coefficient Cp = 2(p− pout)/ρU2

b , where pout is
the reference pressure value at the cylinder outlet, ρ is the reference (constant) fluid density and Ub is
the inlet bulk velocity. Neither RANS profiles properly capture the initial drop; they overestimate the
pressure peak and produce too slow a recovery after the jet rebound. Conversely, ZDES computations
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on mesh 1 return a more consistent description of all the four stages mentioned above. Moving to
mesh 2, the agreement between ZDES and the experiments becomes remarkable.

(a)

(b)

Figure 5. Annular flow structures’ visualization through instantaneous pressure coefficient isosurfaces
(Cp = −0.1), colored by vorticity magnitude |Ω|: (a) coarse grid; (b) fine grid.
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Figure 6. In-cylinder pressure coefficient development along the axial direction.

3.2. Reciprocating Piston/Cylinder Assembly

Figure 7a and Table 4 show the geometry and dimensions of the piston/cylinder assembly,
which follows the experimental configuration found in [44]. The piston motion is purely sinusoidal,
with the piston coordinate zp and linear velocity Up given by:

zp(t) = −2c +
S
2

sin (Ωt) ; Up(t) = Ω
S
2

cos (Ωt) (9)
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with Ω = 2πn/60. Each motion cycle lasts for 360 crank angle degrees and is made of an intake
and an exhaust stroke. A single, coaxial valve is fixed in the open position, so that no effective
volumetric compression or expansion occurs. The true computational domain includes also a large
plenum upstream of the intake duct (not shown in Figure 7a), which was implemented to avoid
complex boundary conditions at the valve gap. A moving-mesh strategy was used to accommodate
the piston motion, on the basis of a point-stretching concept [32,45,46]. The domain was divided into
two regions: a fixed-mesh zone, which extended up to z = −c/3 mm, and the true moving-mesh
zone, which covered the remaining part of the in-cylinder volume (see Figure 7b). Differently from
the fixed intake valve case, a block-structured topology was chosen, in order to optimize the grid
quality and to effectively control cell stretching in the moving-mesh region. Table 5 shows the key
features of the mesh, while Figure 7c shows a visual snapshot of the valve region and of the ZDES
modes’ distribution.

(a) (b)

(c)

Figure 7. Details of the piston/cylinder assembly: (a) geometrical parameters; (b) moving mesh
arrangement; (c) axial section of the mesh with the ZDES modes subdivision.

In spite of the very small density variations, a compressible solver formulation was used for this
case, to test the proposed ZDES formulation in a more realistic, ICE-oriented computational framework.
Subiterations were added to stabilize the pressure–velocity coupling algorithm, while the maximum
acoustic CFL number was limited to 0.9. Additionally, the linear upwind stabilized transport (LUST)
scheme [7,12,46,47] was used for momentum convection instead of FCD, because of its ability to damp
out spurious density oscillations in compressible solvers [38]. The rest of the numerical setup was kept
similar to that shown for the steady intake valve case.
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Table 4. Dimensions and flow parameters for the piston/cylinder simulation setup.

Parameter Value

Valve stem diameter (Ds) 6 mm
Intake duct minimum diameter (Dim) 41.6 mm
Intake duct maximum diameter (DiM) 66 mm
Cylinder diameter (Dc) 75 mm
Valve head diameter (Dv) 33.6 mm
Intake duct length (Li) 40 mm
Piston stroke (S) 60 mm
Clearance at TDC (c) 30 mm
Fluid Air at standard condition
Piston turning speed (n) 200 rpm

Table 5. Main parameters of the computational grid for the piston/cylinder case.

Parameter Value

Cell number (total/in-cylinder) 1.81/1.28 × 106

Grid type Block-structured
Axial cell length (in-cylinder) 0.2–0.7 mm
Radial cell length (in-cylinder) 0.4 mm
Azimuthal cell length (in-cylinder) 0.4–2.5 mm
Skewness (max) 1.08
Non-orthogonality (max/avg) 39.9/8 deg
y+ (max) ≈10

3.2.1. Mean Velocity and RMS Fluctuations

To accelerate the statistical convergence of ZDES runs, a combination of azimuthal and ensemble
averaging (known also as total averaging) was employed. Previous works have shown that the
application of total averaging is able to reduce the cycle count required for convergence up to the order
of ≈10 [12,46]. In our case, 12 cycles were computed, and the first two of them were discarded from
the statistical analysis in order to minimize the effects of the initial conditions.

Figures 8–10 compare numerical and experimental [44] profiles of the averaged axial velocity for
θ = 36◦, θ = 90◦ and θ = 144◦, at different z distances from the head of the cylinder. Direct numerical
simulation (DNS) data from [46] are also included in the analysis. For θ = 36◦, the intake flow is in
a free-jet configuration rather than a wall-impinging configuration. At this crank angle, averaged
velocity predictions from the RNG k–ε ZDES model are in fairly good agreement with the experiments
and reference DNS data. The θ = 90◦ value is considered the most challenging crank angle to
simulate for this specific geometry, as a result of the hollow jet reaching its maximum speed and being
deflected by the cylinder wall, with the subsequent generation of complex three-dimensional structures.
At z = 20 mm, the ZDES profile is qualitatively consistent with the experiments and DNS, but the
velocity magnitudes are too low both in the inner (upward-directed) and outer (downward-directed)
part of the flow. The results at z = 30 mm are very interesting: on the one hand, DNS is apparently
not able to fully reproduce the expected velocity profile, particularly in the near-wall region; on the
other hand, predictions from ZDES reproduce the experimental measurements well. For θ = 144◦,
the picture is again similar to that shown for θ = 90◦ and at z = −20 mm, with too low an averaged
axial velocity magnitude returned by ZDES over the whole cylinder radius.

RMS axial velocity fluctuations are compared in Figures 11–13. For θ = 36◦ and z = −10 mm,
ZDES captures the typical double-peak shape well, but the peak intensities are underestimated with
respect to DNS and the experiments. At z = −20 mm, axial fluctuation intensities predicted by ZDES
are fairly accurate in the 0.5 < r/Rc < 0.75 range, while they appear underestimated elsewhere.
The issues related to the θ = 90◦ configuration are confirmed by Figure 12, which shows a significant
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deficit of resolved axial fluctuations for r/Rc > 0.5. Moving to θ = 144◦, the deficit seems to be largely
recovered, particularly at z = −20 mm, while it still persists at z = −30 mm and for 0.5 < r/Rc < 0.75.

Overall, the ZDES results are in reasonable agreement with DNS, given also the relative simplicity
of the proposed modeling approach. The reasons for the discrepancies between the two numerical
data sets are most likely linked to the transitional (i.e., not fully turbulent) nature of the flow for this
particular configuration, which is quite difficult to predict with standard LES-type models [45,46].
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Figure 8. Radial distribution of the averaged axial velocity <U> at θ = 36◦: (a) z = −10 mm;
(b) z = −20 mm.
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Figure 9. Radial distribution of the averaged axial velocity <U> at θ = 90◦: (a) z = −20 mm;
(b) z = −30 mm.
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Figure 10. Radial distribution of the averaged axial velocity <U> at θ = 144◦: (a) z = −20 mm;
(b) z = −30 mm.
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Figure 11. Radial distribution of the RMS axial velocity fluctuation uprime at θ = 36◦: (a) z = −10 mm;
(b) z = −20 mm.
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Figure 12. Radial distribution of the RMS axial velocity fluctuation uprime at θ = 90◦: (a) z = −20 mm;
(b) z = −30 mm.
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Figure 13. Radial distribution of the RMS axial velocity fluctuation uprime at θ = 144◦: (a) z = −20 mm;
(b) z = −30 mm.

3.2.2. Flow Structures and Cycle-to-Cycle Variability

Instantaneous snapshots of the in-cylinder resolved flow content during an intake stroke are
shown in Figure 14. For θ = 36◦, the ring-shaped rolling structure generated by the accelerating
intake jet is clearly distinguishable. For θ = 90◦, the jet impingement and deflection produce an
upward-directed stream of flow structures in the inner part of the cylinder, whereas the initial
axisymmetric shear layer is still partially visible. The θ = 144◦ configuration is characterized by
a pressure rise due to the piston slow-down towards the bottom dead center (BDC), while a wide
range of resolved scales covers the entire in-cylinder volume. For this case, CCV was evaluated as is
already shown in [12,46], through the definition of the volume-averaged velocity magnitude:

|Vavg| (θ) =
1

Σc

∫
Σc
|V| (x, y, z, θ) dΣ (10)

with Σc being the in-cylinder volume and V being the velocity vector. The trend of |V|avg over
six consecutive cycles is shown in Figure 15a. The results from ZDES are superimposed to
wall-adapting local eddy viscosity (WALE) LES results from [46]. The overall cycle trends are
comparable, but with higher |V|avg peaks for ZDES. Figure 15b focuses on the intake stroke variability,
evidencing a significant amount of CCV for the peak values, which are located approximately at 95◦ for
both ZDES and reference LES data. Figure 16 adds some basic statistical information about the |V|avg

peaks. Notably, the cycle-averaged peak value predicted by ZDES is about 10% higher compared to
LES, while the relative peak variability across cycles is similar.

(a) (b) (c)

Figure 14. Q-criterion realization of the in-cylinder flow structures during an intake stroke: (a) θ = 36◦;
(b) θ = 90◦; (c) θ = 144◦.
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Figure 15. Details of CCV in terms of the volume-averaged in-cylinder velocity magnitude:
(a) evolution of six consecutive cycles; (b) intake stroke variability.
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Figure 16. Statistical analysis of the |V|avg peak value over 20 consecutive cycles: (a) cycle-averaged
peak value; (b) cycle-averaged percentage deviation of the peak value.

4. Conclusions

The present work is mainly aimed at the assessment of a ZDES-type modification of the RNG k–ε

turbulence model, for the CFD simulation of ICEs. The analysis was based on two canonical test cases,
a steady intake valve configuration and a reciprocating piston/cylinder assembly.

The results from the fixed intake valve case highlight the significant level of improvement
offered by the proposed ZDES formulation, compared to the standard URANS RNG k–ε form.
More specifically, mean flow parameters are predicted with better accuracy, and a remarkable
scale-resolving capability is evidenced in the key regions of the flow, even on relatively coarse
computational grids. Furthermore, such capability has been achieved without the need for complex
turbulence-generating boundary conditions.

The results from the reciprocating flow case are less clear to interpret. The proposed ZDES model
was able to return a rich resolved flow content in the LES-treated part of the domain, but not all of the
flow characteristics were properly captured. An explanation for this might come from the relatively
low speed regime of the piston/cylinder assembly, which cannot be regarded as a fully turbulent
flow configuration. This is in contrast with the LES mode calibration process of any DES/ZDES
approach, which is commonly made on boxes of isotropic, high-Reynolds-number turbulence, as for
any standard Smagorinsky-type algebraic LES formulation. Moreover, the lack of synthetic turbulence
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injection at the URANS-to-LES interface is generally assumed to be acceptable only if the upcoming
flow momentum is sufficiently strong to promote the fast growth of resolved flow instabilities.

On the basis of the above considerations, we argue that the proposed modification of the RNG
k–ε model should be further evaluated under more realistic, high-speed engine flow conditions,
including the coupling with additional submodels for spray injection and combustion. Effects of the
specific wall treatment should be also considered, as this aspect was not thoroughly investigated in the
present work.

Acknowledgments: The authors would like to thank Federico Piscaglia for providing accurate geometrical
parameters and reference data for the poppet valve and piston/cylinder assembly cases. All the RNG k–ε
(RANS and ZDES) simulations were performed on the Zeus HPC facility, at the University of Naples ”Parthenope”.
The Zeus facility has been realized through the Italian Government Grant PAC01 00119 MITO—Informazioni
Multimediali per Oggetti Territoriali, with Elio Jannelli as the Scientific Responsible. This research has been
partially supported by the Italian Ministry Program PRIN, grant no. 20154EHYW9: Combined numerical
and experimental methodology for fluid structure interaction in free surface flows under impulsive loading,
with Chiara Biscarini as the principal investigator.

Author Contributions: Vesselin Krassimirov Krastev and Giacomo Falcucci designed and performed the
numerical simulations reported in the paper; Luca Silvestri performed statistical post-processing of the numerical
results with ad hoc designed Python tools; Vesselin Krassimirov Krastev wrote the paper.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

BDC Bottom dead center
CCV Cycle-to-cycle variability
CFD Computational fluid dynamics
CFL Courant–Friedrichs–Lewy number
DES Detached-eddy simulation
DNS Direct numerical simulation
FCD Filtered central differencing
ICE Internal combustion engine
LDA Laser Doppler anemometry
LES Large-eddy simulation
LUST Linear upwind stabilized transport
RANS Reynolds-averaged Navier–Stokes equations
RMS Root-mean-square
RNG Re-normalization group
TDC Top dead center
URANS Unsteady-RANS
WALE Wall-adaptive local eddy viscosity
ZDES Zonal-DES
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