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#### Abstract

We develop regression methods for inference on conditional quantiles of time-to-transition in multistate processes. Special cases include survival, recurrent event, semicompeting, and competing risk data. We use an ad hoc representation of the underlying stochastic process, in conjunction with methods for censored quantile regression. In a simulation study, we demonstrate that the proposed approach has a superior finite sample performance over simple methods for censored quantile regression, which naively assume independence between states, and over methods for competing risks, even when the latter are applied to competing risk data settings. We apply our approach to data on hospital-acquired infections in cirrhotic patients, showing a quantile-dependent effect of catheterization on time to infection.
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## 1 | INTRODUCTION

Traditional survival models (eg, Cox regression) are able to deal with a single or composite endpoint. However, in some studies, several endpoints are present. For instance, in a breast cancer trial, possible outcomes include disease-free survival, local recurrence, distant metastasis, or death. In such cases, separate analyses are sometimes carried out for each of the endpoints. These separate analyses can be biased ${ }^{1}$ and they fail to reveal the relations between different types of events. ${ }^{2,3}$ In recent years, multistate models (MSMs) ${ }^{1}$ have gained a prominent role in clinical and epidemiological studies. ${ }^{4-8}$ MSMs are an extension of the classical survival model for analyzing complex time-to-event problems with multiple endpoints. Compared to models with a single or a composite endpoint, MSMs have several advantages. First of all, they remove potential sources of bias. ${ }^{1}$ Secondly, etiological aspects of different phases of the disease can be studied. Analysis of competing states is possible, such as different causes of death or competing therapy outcomes or a sequence of states such as disease recurrences. Finally, from a predictive point of view, prognosis from MSMs can be more accurate than from the standard model with one single endpoint. ${ }^{1,9}$ However, existing MSMs are typically based on strong assumptions and the classical hazard-based interpretation of the results may be difficult.

Quantile regression $(\mathrm{QR})^{10}$ is a nonparametric alternative to classical location-shift models, which aims at modeling the impact of covariates on quantiles of a response variable. QR has become a successful analytic method in many fields of science because of its ability to draw inferences about individuals that rank below or above the population conditional mean. The ranking within the conditional distribution of the outcome can be considered as a natural index of individual latent characteristics, which cause heterogeneity at the population level. ${ }^{11}$ This is particularly relevant in survival analysis since treatments may have different (even opposite) effects on different quantiles. Moreover, the conditional median is an excellent alternative to the conditional mean when the error is skewed. This advantage is of particular relevance if we consider that the mean (and other moments) may not even be identified with censored data, while quantiles of some order can always be estimated (as long as not all observations are censored).

The literature on QR methods for survival data is quite varied. There are proposals to estimate censored QR parameters using a modified Kaplan-Meier estimator, ${ }^{12}$ martingale-based estimating equations, ${ }^{13}$ as well as weighted estimating
equations. ${ }^{14-17}$ Recently, data augmentation ${ }^{18}$ and a modification of the check loss function ${ }^{19}$ for censoring have been proposed. More in general, time-to-event data comprise possibly complex settings, such as recurrent events, competing risks, and semicompeting risks. Individuals may experience the same, nonterminal event multiple times (recurrent events). Competing risks arise when different types of events are possible, and they are all terminal, while semicompeting risks have two event: one terminal and one nonterminal. QR approaches have been developed for such scenarios. ${ }^{20-26}$

In this work, we are interested in QR for discrete state-space continuous-time stochastic processes, a class of multistate processes. ${ }^{1,27}$ In our setting, there are a number of states (eg, healthy, transplanted, graft failed, and dead) and individuals jump from a given state to another. Jumps occur at random times, with probabilities that depend on a set of covariates. When an individual jumps to a particular state, unrealized transitions to alternative states are considered to be censored. In our analytic approach, we allow for the following: (i) the exclusion of particular observation times if these are related to transitions that are not of interest; (ii) one or more absorbing states, that is, terminal states which, once reached, cannot be departed from (eg, death); (iii) states to which transitions are impossible (eg, from healthy to graft failure); and (iv) repeated measures on the same subjects who visit the same state multiple times. With $r$ considered both conditional and marginal models to deal with repeated measures in QR. ${ }^{28}$ In the former category, we find random effects models, either linear ${ }^{29-33}$ or nonlinear, ${ }^{34,35}$ which, however, can be computationally demanding. In the marginal models category, the weighted approach ${ }^{36}$ is perhaps the easiest to implement. Ignoring dependency is nonetheless a successful strategy. ${ }^{24}$ This strategy is linked to marginal modeling ${ }^{37}$ and leads to a consistent estimator under quite general assumptions. ${ }^{38,39}$ Copula models have also been used in QR modeling with time-to-event data. ${ }^{23,25}$

In summary, we develop an approach to QR to model time-to-transition following a first-jump representation of the data, via censored QR. Our methods are general, as they can be applied to different multistate processes including, but not limited to, recurrent events, competing risks, and semicompeting risks, and they can be implemented using readily available software. In a simulation study, we show that our estimator has excellent properties in terms of mean squared error for both predictions and parameters. Notably, our estimator outperforms existing QR methods for competing risk, even when the latter is applied to the analysis of competing risk data. We also formally discuss assessment of homogeneity assumptions ("state merging"). This procedure implies that all the transitions from (or to) states within the same group are assumed to result from the same process, with equal probability. In order to test this assumption, we derive a Wald-type test statistic. Our proposal is motivated by an application to risk modeling for hospital-acquired infections and related deaths in Italian cirrhotic patients. Using a retrospective database of 870 patients, some of whom experienced multiple hospitalizations, we estimate quantiles of time-to-infection and time-to-death associated with catheterization and paracentesis, after adjusting for potential confounders. Our results indicate that catheterization reduces the time-to-infection (ie, increases the risk of early infection) and that the magnitude of the effect increases with quantile level, while there is weak evidence supporting the negative effect of paracentesis.

The rest of this paper is organized as follows. In the next section, we present our methodology and discuss related issues, including homogeneity constraints and testing. In Section 3, we report the results of a simulation study and, in Section 4, the analysis of the data example. Some concluding remarks are given in Section 5.

## 2 | METHODS

## 2.1 | Model and estimation

Let $X_{t}, t \geq 0$, be a discrete state-space continuous-time stochastic process with state-space $\{1, \ldots, s\}$ and $s \geq 2$. The classical framework of MSMs is based on time-dependent transition probabilities and cannot be linked directly to QR given that these probabilities do not form a cumulative distribution function (CDF). However, one can represent the stochastic process $X_{t}$ according to first hitting times. Suppose state $m$ is not an absorbing state and let $T_{m}=\inf \{t \geq 0$ : $\left.X_{t} \neq m, X_{0}=m\right\}$ be the random variable that defines the time at first jump from state $m$. Also, let $U_{j}$ denote the sequence of states that the continuous time Markov chain visits (regardless of dwelling times), with $U_{0}$ being the initial state. Then, due to the Markov homogeneity assumptions, the stochastic process is completely specified by

$$
\begin{equation*}
F_{m j}(t)=\operatorname{Pr}\left(T_{m} \leq t, U_{1}=j \mid U_{0}=m\right)=\operatorname{Pr}\left(T_{m j} \leq t\right), \quad \text { for } t>0 \tag{1}
\end{equation*}
$$

where $T_{m j}$ is the time to transition from state $m$ to state $j, m=1, \ldots, s$, and $j \neq m$.

| From state | To state | Initial time | Final time | $\widetilde{\mathbf{T}}_{\mathbf{1 2}}$ | $\boldsymbol{\Delta}_{\mathbf{1 2}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 0 | 3.4 | 3.4 | 1 |
| 2 | 1 | 3.4 | 5 | NA | NA |
| 1 | 3 | 5 | 5.8 | $\infty$ | 0 |
| 3 | 1 | 5.8 | 6.2 | NA | NA |
| 1 | 2 | 6.2 | 8 | 1.8 | 1 |
| 2 | 1 | 8 | 8.5 | NA | NA |
| 1 | 0 | 8.5 | 10 | 1.5 | 0 |

TABLE 1 Hypothetical transition history for a subject, where the transition of interest is from state 1 to state 2 . State 0 indicates censoring

For practical purposes, we do not work directly with $T_{m j}$. Instead, we define the variable $T_{m j}^{*}=T_{m j}$ if the transition is to state $j$ and $T_{m j}^{*}=\infty$ if transition is to some other state. When the follow-up is closed in state $m$, then we have an (independent) censoring time $C_{m}$, with $C_{m}=\infty$ if a transition occurs. Hence, the variables relevant to the analysis are $\widetilde{T}_{m j}=\min \left(T_{m j}^{*}, C_{m}\right)$ and $\Delta_{m j}=I\left(T_{m j}^{*}<C_{m}\right)$. Moreover, let $Z=\left(Z_{1}, Z_{2}, \ldots, Z_{p}\right)^{\prime}$ denote a $p \times 1$ vector of predictors. We can now introduce the conditional (on $Z$ ) quantile function

$$
Q_{m j}(\tau \mid Z)=\inf \left\{t: \operatorname{Pr}\left(T_{m j}^{*} \leq t, U_{1}=j \mid Z, U_{0}=m\right) \geq \tau\right\}
$$

$\tau \in(0,1)$, which is the left inverse of the conditional $\operatorname{CDF} \operatorname{Pr}\left(T_{m j}^{*} \leq t, U_{1}=j \mid Z, U_{0}=m\right)$. To make explicit the relationship between $Q_{m j}(\tau \mid Z)$ and $Z$ for a given $\tau$, we specify a transformation model of the kind

$$
\begin{equation*}
Q_{m j}(\tau \mid Z)=g_{m j}\left\{\alpha(\tau)+Z^{\prime} \beta_{m j}(\tau)\right\} \tag{2}
\end{equation*}
$$

where $g_{m j}(\cdot)$ is a known monotone link function, $\alpha(\tau)$ is a quantile-specific intercept, and $\beta_{m j}(\tau)=$ $\left(\beta_{m j 1}(\tau), \beta_{m j 2}(\tau), \ldots, \beta_{m j p}(\tau)\right)^{\prime}$ is a $p \times 1$ vector of quantile-specific regression coefficients. The $k$ th element of $\beta_{m j}(\tau)$ is denoted with $\beta_{m j k}(\tau), k=1, \ldots, p$, and can be interpreted as the change in the $\tau$ th quantile of $T_{m j}^{*}$, on the scale of $g_{m j}(\cdot)$, when $Z_{k}$ is incremented by one unit and all other predictors are held fixed. To simplify interpretation of parameters, the same link function will be specified for any $m$ and $j$, although in principle, one can use different transformations.

In summary, suppose the transition of interest is from state $m$ to state $j$. Transitions from the state of interest $m$ to any other state $h \neq j$ are replaced with an infinite duration time and censored. Transitions from any state $h \neq m$ are removed from the current estimation set. On the other hand, repeated transitions from $m$ to $j$ enter the estimation set as multiple events. To fix the ideas, consider a subject with observation history as in Table 1, and suppose transitions from state 1 to state 2 are of interest. It is clear that, even if the subject has seven transitions, three of those are excluded from the estimation set and only two of those qualify as an event.
The conditional quantiles $Q_{m j}(\tau \mid Z)$, as well as the marginal quantiles $Q_{m j}(\tau)$, can be estimated by means of any method for censored quantile regression, which sets the framework of the ensuing inferential approach. In the remainder of this paper, we rely on Portnoy's ${ }^{12}$ estimator, which, in turn, is based on a direct extension of Kaplan-Meier-type estimators. Similarly, there exist a variety of approaches to deal with repeated measurements as briefly summarized in our introductory remarks. In Sections 3 and 4, we relied on the consistency of the estimator, ${ }^{38,39}$ which essentially correspond to Karlsson's ${ }^{36}$ approach with uniform weights. This is linked to a marginal modeling approach for repeated measures. In our simulation study, we did try several other weight specifications, all of which performed somewhat poorly in terms of mean squared error (results not shown). We speculate that weight estimation entails loss of efficiency. In the remainder of this paper, by "multistate quantile regression" (MSQR) estimator, we mean the estimator of the parameters in (2) that relies on the combination of first-hitting times representation of the data, uniform weights, and Portnoy's ${ }^{12}$ estimation.

Finally, the implementation of the proposed methods necessitates defining an interval of estimable $\tau$ 's as, in practice, the data provide limited information to the QR estimator. To our knowledge, this problem has not yet been formally tackled in the literature of quantiles for censored data. While it is beyond the scope of this paper to develop a general approach, we propose the following ad hoc strategy. Empirical cumulative probabilities are estimated for different covariate configurations (this requires discretizing continuous covariates as appropriate). An upper bound for the range of estimable quantiles can be defined as the smallest upper bound of the stratified cumulative probability curves. On the other hand, the lower bound can be selected as the minimal quantile for which all stratified cumulative probability curves are not clearly following a model different than (2). A similar approach has already been explored for competing risk QR. ${ }^{21}$

## 2.2 | Homogeneity constraints and testing

In multistate modeling, merging two or more states into a single one is a common practice. This is done either because the differences between specific states are practically irrelevant or considered to be of little scientific interest, or to obviate lack of a sufficient number of events for some transitions. As a result, covariate effects are assumed to be homogeneous across certain transitions.
Homogeneity constraints are usually tested through likelihood ratio statistics. ${ }^{40}$ However, in our setting, we prefer Wald-type tests based on parameter estimates, with the inverse Fisher information replaced by an estimate of the covariance matrix. We chose this approach since several nonparametric methods for censored quantile regression are not even associated with a likelihood, and even working likelihoods do not usually arise from the data-generating mechanism. Another reason for our preference is that, to be computed, our test statistics only require fitting the unconstrained model. The constrained model is fitted if the test does not lead to rejection of the null hypothesis of homogeneity.
We want to test the null hypothesis $H_{0}: \beta_{m_{1} j_{1} k_{1}}(\tau)=\cdots=\beta_{m_{r} j_{r} k_{r}}(\tau)$ for some $r \geq 2$, where $\beta_{m_{h} j_{h} k_{h}}(\tau)$ is the regression coefficient associated with the predictor $Z_{k_{h}}$ for transition from state $m_{h}$ to $j_{h}$. Note that we allow for testing homogeneity of coefficients associated both with the same ( $k_{1}=k_{2}=\cdots=k_{r}$ ) or with different (at least one $k_{h}$ is different than the other ones) predictors. We define the test statistic

$$
\begin{equation*}
W_{h}=\frac{\left\{\widehat{\boldsymbol{\beta}}_{m_{h} j_{h} k_{h}}(\tau)-\widehat{\beta}_{m_{r} j_{2} k_{r}}(\tau)\right\}^{2}}{s_{h h}+s_{r r}+2 s_{h r}}, \quad h=1, \ldots, r-1, \tag{3}
\end{equation*}
$$

where $S_{a b}$ denotes the $a b$ th element of the $r \times r$ variance-covariance matrix $S=\operatorname{cov}\left\{\widehat{\beta}_{m_{1} j_{1} k_{1}}(\tau), \ldots, \widehat{\beta}_{m_{r} j_{r}, k_{r}}(\tau)\right\}$. Note that the particular choice of $\widehat{\beta}_{m_{r} j_{r} k_{r}}$ to obtain the $r-1$ contrasts is arbitrary. We consider the statistic

$$
W=\sum_{h=1}^{r-1} W_{h},
$$

which, under the null hypothesis, is approximately $\chi_{r-1}^{2}$. Finally, we propose estimating $S$ by block-bootstrap. More specifically, a sample of size $n$ is drawn with replacement from the current data. When the $i$ th subject is sampled, their entire transition history is included in the new sample. Sampling and estimation of parameters for all transitions and quantiles of interest is repeated a large number of times and the parameter's covariance estimate is obtained as the sample covariance of the bootstrap estimates.
Partial homogeneity constraints are also easily tackled in our framework. By partial homogeneity, we mean the situation in which only the effect of certain covariates is homogeneous across multiple transition types, while other effects are heterogeneous. In order to estimate a model under partial homogeneity constraints, we pool observations relating to all transitions of interest, and treat them as if they were the same transition. Successively, we include interactions between unconstrained effects and transition-type indicators in the regression model.

## 3 | SIMULATION STUDY

In this section, we investigate the finite-sample properties of our proposed multistate quantile regression (MSQR) estimator. The data were generated ( $B=1000$ replications) under two scenarios: a competing risk scenario and a more general multistate scenario. Each scenario was considered with either three or five states and the error was generated from either a log-normal or a Weibull distribution. A summary of the settings used is given in Table 2. A detailed description of the data generating mechanisms in each scenario is given in the following.

TABLE 2 Summary of the settings used for the competing risks and multistate scenarios. For each scenario, there are 2 cardinalities of state sets, 2 error distributions, and 4 combinations of $\gamma$ and $c_{u}$, for a total of $2 \times 2 \times 4=16$ distinct cases

| Number of states | Competing risks |  |  | Multistate |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3 |  |  | 3 |  |  |  |
| Absorbing states | \{2, 3\} |  | ,4,5\} |  |  | \{3\} |  |
| Error | Log-normal or Weibull |  |  | Log-normal or Weibull |  |  |  |
| $\gamma$ | -1 0 | -1 | 0 | -1 | 0 | -1 | 0 |
| $c_{u}$ | 55 | 8 | 8 | 5 | 5 | 8 | 8 |

## 3.1 | Competing risk scenario

Competing risk data with three states were generated similarly to those by Peng and Fine, ${ }^{21}$ with an initial state 1 and absorbing states 2 and 3 . Subjects move from state 1 with probability depending on two covariates $Z_{1}$ and $Z_{2}$, generated as a standard uniform and a Bernoulli with probability $50 \%$, respectively. The distribution of the censoring indicator is a mixture with a point mass at $c_{u}$, where $c_{u}$ is either 5 or 8 . Therefore, censoring has conditional probability $0.8 t / c_{u}$ for $t<c_{u}$ and 1 for $t \geq c_{u}$. Transition indicators are generated according to $\operatorname{Pr}\left(U_{t}=2 \mid Z, U_{t-1}=1\right)=0.8 I\left(Z_{2}=0\right)+0.6 I\left(Z_{2}=1\right)$.

In one specification of the model's error, the time-to-event distribution was defined as

$$
\operatorname{Pr}\left(T \leq t \mid U_{t}=j, U_{t-1}=i, Z\right)=\Phi\left(\log t-\gamma_{i j}^{\prime} Z\right)
$$

where $\gamma_{12}=(\gamma,-0.5)$ and $\gamma_{13}=(0,-0.5)$. Data were simulated with $\gamma$ set at either -1 or 0 . In another specification of the model's error, the time-to-event distribution, conditionally on $U_{t}=j, U_{t-1}=i$, and $Z$, was defined according to a Weibull distribution with scale and shape parameters equal to, respectively, $\frac{1}{4}+\left|\gamma_{i j}^{\prime} Z\right|$ and 0.5 (while all the other parameters were fixed at the same values as above). Note that the link function is exponential in the first case, while it is the identity under the Weibull.

When simulating a process with five states, all states except state 1 were absorbing. The other parameters were set as follows: $\operatorname{Pr}\left(U_{t}=j \mid U_{t-1}=1, Z_{2}=0\right)=0.25$ for $j=2,3,4,5, \operatorname{Pr}\left(U_{t}=2 \mid U_{t-1}=1, Z_{2}=1\right)=0.7, \operatorname{Pr}\left(U_{t}=j \mid U_{t-1}=1\right.$, $\left.Z_{2}=1\right)=0.1$ for $j=3,4,5, \gamma_{14}=(1,-0.5)$, and $\gamma_{15}=(-1,-0.5)$.

## 3.2 | Multistate process scenario

In the multistate scenario, data were generated as in the competing risk scenario, except that now, only state 3 is absorbing and

$$
\operatorname{Pr}\left(U_{t}=1 \mid Z, U_{t-1}=2\right)=0.5 I\left(Z_{2}=0\right)+0.4 I\left(Z_{2}=1\right) .
$$

Similarly to the competing risk scenario, the same time-to-event distributions (log-normal or Weibull) were used, with, additionally, $\gamma_{21}=(0.25,0.75)$ and $\gamma_{23}=(2,-1)$.

When simulating a process with 5 states, the following parameters were used: $\operatorname{Pr}\left(U_{t}=1 \mid U_{t-1}=2, Z_{2}=0\right)=0.25$, $\operatorname{Pr}\left(U_{t}=1 \mid U_{t-1}=2, Z_{2}=1\right)=0.1, \gamma_{21}=(0.25,0.75), \gamma_{23}=(2,-1), \gamma_{24}=(-1,2)$, and $\gamma_{25}=(0,0.5)$.

## 3.3 | Performance criteria and results

We estimated parameters and predicted conditional quantiles at levels $\tau=0.1$ and $\tau=0.5$ for the transition from state 1 to state 2 using three methods: our proposed MSQR estimator; a naïve approach that assumes independence between states based on standard censored quantile regression (CRQ), ${ }^{12}$ which is implemented in the function crq from the $R$ package quantreg; and one approach for competing risk quantile regression cmprskQR, ${ }^{21}$ which is implemented in the function crrQR from the $R$ package cmprskQR. When applying the CRQ approach, we treated competing events as censoring. In contrast, when applying the method of Peng and Fine in noncompeting risk settings, we (inappropriately) treated transient events as censoring.

After fitting models, we calculated the root mean squared error (RMSE) and bias for both $\hat{\beta}(\tau)$ and $\hat{Q}(\tau)$. For the former, RMSE and bias were calculated as the average of the elementwise RMSE and bias estimates, respectively. Under log-normal errors, one can verify that the parameter to be estimated is

$$
\beta_{12}(\tau)=\left[\Phi^{-1}\left(\frac{\tau}{0.8}\right), \gamma,-0.5+\Phi^{-1}\left(\frac{\tau}{0.6}\right)-\Phi^{-1}\left(\frac{\tau}{0.8}\right)\right]^{\prime}
$$

Under Weibull errors, the true value of $\beta_{12}(\tau)$ was numerically approximated by first generating $10^{4}$ observations with no censoring and then fitting a linear quantile model. ${ }^{10}$

To save space, here, we show only selected results for $\hat{\beta}(\tau)$ when times are log-normal. In Figures 1 and 2, we report boxplots of RMSE and bias of each estimator under the competing risk scenario, and, in Figures 3 and 4, under the multistate process scenario. All the other results are shown in supplementary materials.
The MSQR estimator outperforms, often considerably, both the CRQ and the methods of Peng and Fine almost at every combination of sample size and parameters. Remarkably, our estimator is superior to the competing risk estimator of Peng


FIGURE 1 Root mean squared error (RMSE) for $\widehat{\beta}(\tau)$ when data are generated according to a competing risk scenario and times are log-normal. Boxplots are based on $B=1000$ replicates. Multistate quantile regression (MSQR): our proposed approach. Censored quantile regression (CRQ): standard censored quantile regression. ${ }^{12} \mathrm{PF}$ : competing risk quantile regression cmprskQR ${ }^{21}$ [Colour figure can be viewed at wileyonlinelibrary.com]
and Fine even when observations are genuinely competing risk data. We speculate that this is partly consequence of the larger variance associated with inverse probability weighting, ${ }^{21}$ which is a crucial ingredient in CRQ. However, we note that, in several cases, MSQR has an advantage also in terms of bias. In a few cases, CRQ has a performance similar to that of MSQR. This can be explained by the setup of our simulation study, in which coefficients and predictions for different transitions coincide, thus increasing the effective sample size available to the CRQ estimator that does not discriminate transitions based on state of origin. Our conclusions also extend to the results for the RMSE and bias of $\widehat{Q}(\tau)$ when times are log-normal, as well as to those obtained when times are generated using Weibull distributions (see supplementary material).

## 4 | APPLICATION TO CROSS-INFECTIONS IN CIRRHOTIC PATIENTS

In this section, we analyze data from an observational study on $n=870$ cirrhotic patients who were admitted to the gastroenterology department of a public hospital ("Policlinico Umberto I") in Rome, Italy, between October 2008 and March 2017. The main aim of the study was to assess both risk and protective factors of two outcomes: occurrence of nosocomial infections (primary prevention) and mortality after infection (secondary prevention). Standard precautions for preventing spread of hospital infections include hand hygiene before and after every patient contact, use of gloves, gowns, and eye protection (for situations in which exposure to body fluids is possible). The available information includes baseline characteristics of the patients and the procedures they underwent during the hospital stay. For our analysis, we selected age at first admission, gender, catheterization during hospital stay, history of infections, model for end-stage liver disease (MELD) score, paracentesis during hospital stay, and alcohol abuse. For patients with an infection at


FIGURE 2 Bias for $\widehat{\beta}(\tau)$ when data are generated according to a competing risk scenario and times are log-normal. Boxplots are based on $B=1000$ replicates. Multistate quantile regression (MSQR): our proposed approach. Censored quantile regression (CRQ): standard censored quantile regression. ${ }^{12} \mathrm{PF}$ : competing risk quantile regression cmprskQR ${ }^{21}$ [Colour figure can be viewed at wileyonlinelibrary.com]
admission or developed during hospital stay, we distinguish between hospital-acquired (HA) infections and community/ health care-acquired (CA/HCA) infections.
We cast the data into a multistate framework by defining four possible states indexed, respectively, from 1 to 4: noninfected, HA infected, CA/HCA infected, and dead. The distinction between CA/HCA and HA infections is important for two reasons. First, HA infections are known to be associated with increased risk of morbidity and mortality, and to be related to infectious agents that are often resistant to antibiotics. In this regard, Italy is considered a country at high risk of HA infections and of multiple antibiotic resistance. The other reason for the distinction between types of infections is that HA infections are a proxy for quality of hospital care, being connected to hospital admission. ${ }^{41}$
The transition matrix of the four possible states is reported in Table 3. The absence of censoring in transitions from infected states is due to the fact that patients were not discharged until the infection had resolved.
Mean age and standard deviation were 60.9 and 11.87 years, respectively, with a male-to-female ratio of about 3:1. Approximately $37 \%$ of the patients underwent a paracentesis, $17 \%$ a catheterization, and $9 \%$ both procedures. A history of infection was present in $25 \%$ of the patients, while $20 \%$ had a history of alcohol abuse. Median MELD was 13 , with $35 \%$ of the patients having a value above 15 (the cut-off used for admission to the waiting list for liver transplantation).
Since some states are transient, QR methods developed for the analysis of standard survival or competing risk data are not appropriate. Additionally, since several patients have only one transition, classical MSMs have an unbounded likelihood and therefore are not estimable.

Our aim is to model shorter and longer times to transition to infection or death using catheterization, paracentesis, and alcohol abuse as main exposures, after adjusting for age, gender, and history of infections. We are particularly interested in transitions to HA infected, and from HA infected to death. However, in our analysis, the state of origin for transitions to HA infected is irrelevant. Therefore, we merged states 1 and 3 into a single state, assuming homogeneity of coefficients.


FIGURE 3 Root mean squared error (RMSE) for $\widehat{\beta}(\tau)$ when data are generated according to a multistate scenario and times are log-normal. Boxplots are based on $B=1000$ replicates. Multistate quantile regression (MSQR): our proposed approach. Censored quantile regression (CRQ): standard censored quantile regression. ${ }^{12} \mathrm{PF}$ : competing risk quantile regression cmprskQR ${ }^{21}$ [Colour figure can be viewed at wileyonlinelibrary.com]

We then estimated MSQR models for 16 quantiles at level $\tau \in\{i / 100: i=3, \ldots, 18\}$ for transition to HA infected, and 8 quantiles at level $\tau \in\{i / 100: i=3, \ldots, 10\}$ for transition to death. These ranges of $\tau$ values were defined following an evaluation of estimable quantiles as discussed in Section 2.1. We work with time on a logarithmic scale $\left(g_{m j}(\cdot)=\log (\cdot)\right)$, which we have found to lead to more stable results with respect to the identity transformation. Time is expressed in days.
Before we can proceed with the discussion of the modeling results, we need to verify whether the homogeneity assumption is supported by the data. In Figure 5, we report the $p$-values of the test described in Section 2.2. We conclude that the data support our homogeneity assumption at the $5 \%$ significance level across all considered quantiles.
The estimated coefficients along with $95 \%$ bootstrapped confidence intervals are shown in Figure 6. There are significant effects of catheterization on transitions to HA infected state. Indeed, this procedure is notoriously associated with a substantial risk of HA infections. However, our analysis shows that the magnitude of the effect is larger at higher quantiles. This means that, as compared to patients without catheter with longer permanence in transient states, those with catheter experience a much shorter permanence. The negative effects of paracentesis, too, show a magnitude that increases with quantile level, although they are not significant at the $5 \%$ level. Neither catheterization nor paracentesis are significantly associated with time to death.

Finally, alcohol abuse does not seem to have a significant effect, neither practically nor statistically, on any of the quantiles of the time-to-event distribution of progression to either HA infection or death. This is explained by the presence in the model of direct measures of progression to hepatic failure (which is known to be associated with impaired immune response) like MELD and history of infections, and it is confirmed by models estimated without confounders.
We conclude this section by showing the same results in the familiar form of adjusted survival estimates. The broken lines in Figure 7 were obtained by connecting points with coordinates $\widehat{Q}(\tau \mid Z)$ and $(1-\tau)$. Predictions $\widehat{Q}(\tau \mid Z)$ were


FIGURE 4 Bias for $\widehat{\beta}(\tau)$ when data are generated according to a multistate risk scenario and times are log-normal. Boxplots are based on $B=1000$ replicates. Multistate quantile regression (MSQR): our proposed approach. Censored quantile regression (CRQ): standard censored quantile regression. ${ }^{12} \mathrm{PF}$ : competing risk quantile regression cmprskQR ${ }^{21}$ [Colour figure can be viewed at wileyonlinelibrary.com]

|  | Censored | Not infected | HA <br> infected | CA/HCA <br> infected | Dead |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Not infected | 573 | 0 | 124 | 15 | 9 |
| HA infected | 0 | 101 | 0 | 0 | 50 |
| CA/HCA infected | 0 | 156 | 27 | 0 | 20 |

TABLE 3 Transition matrix for four possible states in the cirrhotic patients data. Repeated events are counted

Abbreviations: $\mathrm{CA} / \mathrm{HCA}$, community/health care-acquired; HA, hospital-acquired.
obtained for the "most likely" subject in the dataset: a 65 -year-old male with no history of infections. A word of caution regarding quantile crossing is in order. Since quantiles are estimated separately, monotonicity of $Q(\tau \mid Z)$ is not guaranteed. This does not occur in our data, but it could certainly happen in general. In that case, a solution is, for instance, to rearrange the fitted values. ${ }^{42}$

## 5 | FINAL REMARKS

The statistical analysis of disease histories is fundamental for the assessment of etiology and prognosis, efficacy and cost effectiveness of treatments, and, in general, quality of life. In this regard, MSMs have gained an important role in clinical and epidemiological studies.

In this paper, we modeled conditional quantiles of times between the occurrence of events. The advantages of our QR models over classical MSMs are manifold. First of all, regression quantiles are interpreted on the scale of the outcome. For example, the negative effect of a covariate corresponds to a shorter permanence in any given state for an increase in that covariate, all else being equal. This is tantamount to a positive log-hazard ratio, which, however, does not by itself

FIGURE 5 P-values of the test on homogeneity of transitions from noninfected or CA/HCA infected to HA infected, shown separately for catheterization, paracentesis, and alcohol abuse. All p-values are adjusted for age, gender, history of infections, and model for end-stage liver disease score. The reference (gray horizontal lines) is drawn at 0.05 . CA/HCA, community/health care-acquired; HA, hospital-acquired



FIGURE 6 Estimated coefficients (black solid lines) and 95\% confidence intervals (red dashed lines) at different quantiles, shown separately for catheterization, paracentesis, and alcohol abuse. All estimates are adjusted for age, gender, history of infections, and model for end-stage liver disease score. The reference (gray horizontal lines) is drawn at 0 . CA/HCA, community/health care-acquired; HA, hospital-acquired [Colour figure can be viewed at wileyonlinelibrary.com]
provide any information on duration, much less on specific quantiles of the conditional time-to-event distribution. Other advantages of a quantile approach consist in the ability to model survival percentiles without having to make distributional assumptions and robustness of results to the presence of outliers. Moreover, by focusing on selected transitions, which are possible but rare (eg, from not infected to $\mathrm{CA} / \mathrm{HCA}$ infected), we are still able to harness the available information. In contrast, classical MSMs might be unstable, or even not estimable without regularization, as they aim at estimating the entire transition matrix.

To our knowledge, ours is the first proposal of quantile models with general applicability to multistate processes, encompassing all special cases (eg, competing risks, semicompeting risks, and recurrent events). Our methodology starts from a convenient representation of the data and subsequent application of standard methods for QR with censored data. In a simulation study, the proposed estimator substantially outperformed existing methods, including those devised for competing risk analysis under a competing risk scenario. We also discussed homogeneity constraints, partial homogeneity constraints, and how to test them.


FIGURE 7 Adjusted estimate survival curves contrasting 65 -year-old males with no history of infections who either have (dashed blue line) or do not have (continuous red line) one of the risk factors reported by column, for the transitions reported by row. CA/HCA, community/health care-acquired; HA, hospital-acquired [Colour figure can be viewed at wileyonlinelibrary.com]

Finally, we demonstrated the application of the proposed methods to assess time-to-infection and time-to-death in cirrhotic patients. We reported the novel discovery that the association between catheterization and time-to-HA infection is quantile-dependent, with stronger, negative estimates at larger quantiles. That is, shorter times to HA infection are not affected by catheterization as much as longer times. We conclude that catheterization can be a potentially harmful procedure for cirrhotic and/or immunosuppressed patients and might have a causal role in the onset of HA infections.
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