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ABSTRACT

The control of a microstructure, during and after hot forming, is crucial to tailor

optimummechanical properties for specific applications. Recrystallization is a key

process which may contribute to a great extent to microstructure development.

Dynamic recrystallization is becoming an attracting research area to investigate

novel hot forming routes in order to maximize the performance of aluminum

products while shortening the time required for manufacturing. A continuous

dynamic recrystallization (CDRX)mathematicalmodelwas developed byGourdet–

Montheillet (GM) to predict the inherent phenomena of an AA1200 alloy. In the

present work, the original GM model has been extended and applied to study

CDRX in a 5052 aluminum alloy. The proposed model embodies a solid solution

and second phase strengthening, through newly estimated kinetic factors and a

kinetic constant, respectively, to discern the CDRX behavior of 5052 aluminum

alloy compared to AA1200. The latter kinetic constant relies on the Kocks–

Mecking–Estrin (KME) theory. The input law of the fraction of high angle

boundaries (fHAB), as a function of strain (e) (but independent of temperature and

strain rate), is defined as the best fitting function of the experimental data. The

results are presented in terms of stress–strain curves, dislocation density, and

(sub) grain size, as these are important design parameters from an industrial and

engineering viewpoint. The model has been validated successfully, from both a

qualitative and quantitative point of view, against various literature data sources

and tests (e.g., hot compression, hot plane strain compression, and equal channel

angular pressing) pertaining to the 5052 alloy and other similar Al–Mg alloys.

Introduction

Scientific and industrial interest in the use of alu-

minum alloy sheets for the automotive, aircraft, and

machinery fields is expanding considerably. The

control of a microstructure, during and after hot

forming, is crucial to obtain the optimum mechanical

properties in relation to the final applications. Their

optimization can reduce costs and production times.

Computational models can help speed up the setting
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up of the process in order to tailor the alloy compo-

sition, properties, and microstructure on the basis of

the final applications.

The hot rolling of aluminum alloys has been

studied both experimentally and theoretically [1–3].

Static and dynamic recrystallization processes are the

basic mechanisms that are used to control a

microstructure. In a discontinuous static recrystal-

lization (DSRX) process [4], when a strain-hardened

metal is heated above the recrystallization tempera-

ture, new grains may nucleate and then grow. In hot

rolling, DSRX takes place both during annealing and

immediately after hot plastic deformation, e.g., dur-

ing the inter-pass time [1, 5].

Dynamic recrystallization can be classified as dis-

continuous (DDRX), continuous (CDRX), or geomet-

ric (GDRX) dynamic recrystallization [4, 6]. DDRX is

characterized by two steps: nucleation and growth. It

does not usually occur in high stacking fault metals,

like aluminum alloys, owing to their high tendency to

recover. Nevertheless, DDRX has been observed in

ultra-high purity aluminum [7, 8]. Constituent parti-

cles of a sufficiently large size can stimulate nucle-

ation and can also promote DDRX [9]. In CDRX, new

recrystallized grains form as a result of a progressive

increase in the misorientation angle of subgrains with

low-angle boundaries [4, 10]. GDRX was first intro-

duced by McQueen [11] as the phenomenon that

characterizes the formation of subgrains when the

original grain boundaries progressively become

serrated.

De Pari and Misiolek [12] showed that the main

dynamic recrystallization phenomenon that occurs

over the surface during the hot rolling of AA6061 is

CDRX. GDRX may also occur, but it requires higher

strains before remarkable effects become visible.

Despite the considerable amount of research con-

ducted on CDRX in aluminum alloys at a high tem-

perature, only a few modeling works have been

proposed [13–16].

The early CDRX models applied to hot deforma-

tion [13] invoked grain boundary sliding and crys-

tallite switching as the main mechanisms. Such

mechanisms can only be considered well-founded in

superplastic deformation conditions; therefore, it has

not been possible to achieve quantitative agreements

through experiments [17].

A new approach to the modeling of CDRX was

introduced by Gourdet [14]. Initially, the model was

applied to AA1199, AA1200, and AA5052 while

relying on numerous assumptions, which made the

early model hard to apply to real alloys. Later,

Gourdet and Montheillet (GM) [15] developed a more

reliable CDRX model, which is characterized by:

(a) simplicity, (b) a small number of physical

parameters, (c) the accounted deformation mecha-

nisms in hot compression, described in the model, are

realistic of such industrial processes as hot rolling.

The model was able to describe the plastic behavior

of AA1200 during a hot compression test (HCT) in

terms of stress–strain curves, evolution of the sub-

grain size, dislocation density, low angle boundary

(LAB) distribution and fraction of LABs, and high

angle boundaries (HABs). They assumed that hot

plastic deformation is the result of two contributions:

strain hardening and dynamic recovery on the one

hand, and grain boundary migration on the other.

Dynamic recrystallization effects were evaluated in

terms of increases in the misorientation angle of

LABs and grain refinement. The grain refinement and

the related stress–strain curves they predicted were

in qualitative agreement with the results of previous

experiments conducted over a wide range of tem-

peratures and strain rates.

Subsequently, the GM theory was applied, using

FEM simulations, to the study of changes in the grain

structure over the surface of 6061 aluminum alloy

during hot rolling and hot torsion [12].

Le and Kochmann [16] applied the thermodynamic

theory [18] as an alternative to study CDRX during

quasi-static plastic deformation, induced by hot equal

channel angular pressing (ECAP), for the case of a

‘‘generic aluminum’’ alloy. The main internal vari-

ables considered in the so-called LK model were

dislocation density and grain size. The fraction of the

plastic work stored in the microstructure of the

material was related to the internal variables and

temperature. The outcomes of the LK model were in

qualitative agreement with those of the ECAP

experiments, in terms of average grain size and dis-

location density. However, the strain rate depen-

dence was neglected, due to the assumption of a

quasi-static processing condition.

In summary, the LK model worked fine for a

‘‘generic aluminum’’ under very large hot strain pro-

cesses, such as ECAP, whereas the GM model was

applied to AA1200 under the typical strain rate of

industrial processes, although it was not experimen-

tally validated.
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The primary aims of this paper have been to extend

the original CDRX model [15], from AA1200 to

wrought aluminum alloys of industrial relevance

(e.g., AA5052), during hot working conditions with

low-to-moderate strain rates, and to obtain its quali-

tative and quantitative experimental validation

against literature data. As online hot rolling data are

rare, the experimental validation has involved sim-

ulated hot rolling data collected from laboratory

devices (e.g., Gleeble and the like), essentially under

plane strain hot compression, uniaxial hot compres-

sion, and equal channel angular hot pressing condi-

tions. This approach will represent a first step toward

the construction of a suitable CDRX model that can

be used to control the microstructure and properties

of wrought aluminum alloys in actual industrial hot

rolling processes. As the predicted fraction of HABs

(fHAB) has been found to not be so realistic [19], the

proposed extended GM model will attempt to over-

come such limitations.

Original (background)

The GM model has three types of main variables [15]:

internal, physical, and independent. The average

subgrain size (D), dislocation density (qi), misorien-

tation angle (h), and LAB distribution (u h; eð Þ) are

internal variables. The temperature (T) and strain rate

( _e) are physical variables. The time (t), which is given

by the ratio of the strain (e) to the strain rate, is the

independent variable.

During hot deformation, dislocation density

increases due to the operation of dislocation sources

that leads to strain hardening [4] and decreases due

to annihilation as a result of dynamic recovery:

dqi eð Þ
de

¼ h _e;Tð Þ � r _e;Tð Þqi eð Þ; ð1Þ

where h and r are the strain hardening and recovery

parameters, respectively.

As the absorption of lattice dislocation may also be

due to the migration of grain boundaries [14], Eq. (1)

must include an additional term:

dqi eð Þ
de

¼ h _e;Tð Þ � r _e;Tð Þqi eð Þ

� qi eð ÞfHAB eð ÞmHAB _eð ÞD eð Þ
2 _e

; ð2Þ

where fHAB is the fraction of HABs and mHAB is the

grain boundary migration rate. The latter is given by

the following relation:

mHAB _eð Þ ¼ m0
_e
_e0

� �m0

; ð3Þ

where m’ is the strain rate sensitivity, and m0 and _e0
are reference values.

The dislocation density (qi) can be used to deter-

mine the desired stress–strain curves:

r ¼ G Tð Þb
ffiffiffiffiffiffiffiffiffiffi
qi eð Þ

p
; ð4Þ

where G is the shear modulus and b is the Burgers

vector modulus.

Pure aluminum and aluminum alloys present a

very large r factor. A fraction of dislocations may be

organized in low-angle boundaries with a misorien-

tation angle h0 � 1�, and the remaining fraction is

absorbed by preexisting boundaries. fLAB is obtained

through an integration of u h; eð Þ between angles of 1�
and 15�, and fHAB is obtained from 1 - fLAB.

The subgrain size rate is composed of two contri-

butions: a decreasing and an increasing term. Both

are accounted for by considering subgrain formation

and grain growth, respectively, as shown in the fol-

lowing relation:

dS eð Þ
de

¼ bar T; _eð Þqi eð Þ
nh0

� fHAB eð ÞS eð Þ2mHAB _eð Þ
_e

; ð5Þ

where a is the dislocation partition coefficient and S is

the total area of the boundaries per unit volume,

which is related to D by means of the stereological

relationship D = 2/S.

The extended GM model

Since alloys differ from pure metals because of the

presence of solutes and precipitates, or second pha-

ses, which individually contribute to strengthening,

Eq. (2) should be replaced by Eq. (6):

dqi eð Þ
de

¼ kD þ h _e;Tð Þ � r _e;Tð Þqi eð Þ

� qi eð ÞfHAB eð ÞmHAB _eð ÞD eð Þ
2 _e

; ð6Þ

where kD is the precipitate–dislocation interaction

coefficient that is used to take into account the second

phase strengthening by relying on the Kocks–Meck-

ing–Estrin (KME) theory for non-shareable precipi-

tates [20]. kD is obtained from the following relation:
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kD ¼ aD
M

bhrpi

ffiffiffiffiffiffi
fp
2p

r
; ð7Þ

where M is the Taylor factor, aD is a constant close to

0.3, and fp and\rp[ are the volume fraction and the

average radius of spherical precipitates, respectively.

The contribution of solid solution strengthening is

accounted for by making a slight modification of the

original GM equation [15], which describes the h

parameter, whereas the equation describing the r

parameter remains unchanged. The two equations

are as follows:

h ¼ h0
_e
_e0

� �mh

exp
mhQh

RT

� �
þ h1; ð8aÞ

r ¼ r0
_e
_e0

� ��mr

exp �mrQr

RT

� �
; ð8bÞ

where h0, h1, r0, Qh, and Qr are unknown quantities of

the alloy. The constants h0, h1, and r0 are reference

values, R is the universal gas constant, mh and mr are

the strain rate sensitivities, and Qh and Qr are the

apparent activation energies (whose values are close

to the activation energy for self-diffusion [14]). As

Eqs. (4) and (6) describe the theoretical stress–strain

curves of a given alloy, the h and r unknowns have to

be estimated using the experimental stress–strain

curves. Equation 8a, 8b is used to extract the h0, h1, r0,

mh, and mr material constants from a plane strain hot

compression test [21], following the same procedure

proposed by Gourdet [15].

Model implementation

The Al-2.5 wt%Mg alloy (AA5052 [14]) has been used

to test the developed model, which has been pro-

grammed in MATLABTM language. The differential

equation system (Eqs. 5 and 6) is solved with the

Euler forward method. The model constants and

initial conditions are summarized in Table 1, where

qi,i is the initial dislocation density.

In order to overcome the aforementioned limitation

[19] of the GM model concerning the determination

of fHAB, the proposed CDRX model takes fHAB as

input data [10, 14]. Unlike the GM model, the

misorientation angle h of the given alloy is not taken

into account, but the variables D and qi are instead

predicted by solving the coupled equation system

(Eqs. 5 and 6). The procedure which is used to

compute fHAB is discussed in more detail in Appen-

dix 1, all the other parameters being the same [15].

Since there is a lack of experimental data on the

subgrain size of AA5052, data on A5024, on Al-

1 wt%Mg (Al-1Mg), and on Al-3 wt%Mg (Al-3Mg)

alloys have been used for sake of experimental vali-

dation. The initial grain size of the Al-1Mg alloy has

been taken as 104 lm [22]. A value of 80 lm [14] has

been chosen for the other alloys.

In the GM original work, m0 was an experimental

parameter that was set to 3 lm s-1 [15]. However,

this value is unknown for aluminum alloys. A

somewhat lower value than that measured for

AA1200 can reasonably be expected for low alloying

aluminum alloys, such as those considered in this

work. In accordance with the GM model, we assume

the same dependence on this parameter for both the

dislocation density and grain size rate equations

(Eqs. 5 and 6), but different m0 values to account for

the expected different dependence of m0 on the strain

rate in both equations. In prior numerical experi-

ments, aimed at validating the proposed model

against experimental subgrain size data and stress–

strain curves, we found an identical m0 value

(3 lm s-1 [15]) for the former and 0.3 lm s-1 for the

latter. However, this latter value needs to be con-

firmed in the future through dedicated experiments

in order to be considered physically acceptable.

Model results and validation

Validation in terms of stress–strain curves

The integration results from Eqs. (5) and (6) are

shown in Figs. 1, 2, 3, 4, and 5. The experimental

validation of the dislocation density versus time

curves has been attained in terms of the stress–strain

curves (Eq. 4) for AA5052.

As shown in Fig. 1, the stress–strain curves are

influenced to a great extent by kD. By taking into

Table 1 Constants and initial conditions used in the proposed

model

Constant Value References

qi,i 0.1 9 1012 m-2 [10]

fp 0.032 [37]

\rp[ 0.12 lm [37]

a 0.1 [15]
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account kD and the values of fp and \rp[ from

Table 1, the predicted steady-state flow of the stress–

strain curve for AA5052 is approximately 20 MPa

higher than that without kD. The curve predicted with

the kD contribution is closer to experimental data. The

predicted stress–strain curves are compared in

Figs. 1, 2, 3, and 4 with HCT data at several

temperatures, strain rates [14, 23], and strains up to

1.2, which is typical of a compression test. At initia-

tion of plastic flow, the rapid increase in lattice dis-

location density leads to strain hardening up to a

strain of 0.2 (see Figs. 1, 2, 3, 4, and 5). Upon further

strain, the number of lattice dislocations emitted by

dislocation sources is equal to the number of dislo-

cations annihilated due to dynamic recovery and

absorbed by migrating HABs. As a result, apparent

steady-state flow is observed as confirmed experi-

mentally (Figs. 1, 2, 3, 4, and 5). The predicted curves

are in good quantitative agreement with the experi-

ments conducted at each temperature and strain rate

higher than 0.01 s-1, up to 1 s-1, as illustrated in

Figs. 2, 3, and 4. Figure 5 instead shows some devi-

ations, due to the very low strain rate of 0.01 s-1,

although a qualitative agreement can still be

observed with the results of the experiments. The

computed steady-state flow stress is compared with

the measured one in Fig. 6. This figure not only

Figure 1 Comparison of stress–strain curves (with and without a

kD contribution), computed with the proposed model, for AA5052

at a temperature of 333 �C and a strain rate of 0.01 s-1 against

experiments [14].

Figure 2 Comparison of stress–strain curves, computed with the

proposed model, for AA5052 at a strain rate of 0.1 s-1 and over a

range of temperatures (300–450 �C) against experiments [23].

Figure 3 Comparison of stress–strain curves, computed with the

proposed model, for AA5052 at a strain rate of 1 s-1 and over a

range of temperatures (300–450 �C) against experiments [23].

Figure 4 Comparison of stress–strain curves, computed with the

proposed model, for AA5052 at a temperature of 333 �C and over

a range of strain rates (0.033–0.1 s-1) against experiments [14].

Figure 5 Comparison of stress–strain curves, computed with the

proposed model, for AA5052 at a strain rate of 0.01 s-1 and over

a range of temperatures (247–420 �C). The vertical line at e = 0.9

highlights the steady-state flow values shown in Fig. 6 against

experiments [14].
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summarizes the comparisons discussed in Figs. 1, 2,

3, 4, and 5 [14, 23], but also includes a comparison

with a plane strain hot compression test (PSHCT) [21]

pertaining to the stress at the steady state as a func-

tion of the Zener–Hollomon parameter

(Z ¼ _e exp Q=KTð Þ, where Q = 156 kJ mol-1 is the

activation energy [21]). Z values were calculated for

the temperature range 300–450 �C and strain rates

ranging from 0.01 to 20 s-1. The model accuracy

improves with increasing Z. The observed

microstructure of AA5024 (Al-4.57 wt%Mg) after

ECAP at 300 �C and strains of up to 12 showed

qi = 2 9 1014 m-2 [24]. However, the experimental

strain rate value has not been given in this study as

we assumed two cases, that is, _e = 0.1 s-1 and

_e = 1 s-1, which are plausible values for severe

plastic deformation processes [10, 25]. The predicted

qi were 3.0 9 1014 m-2 and 4.7 9 1014 m-2, respec-

tively, for AA5052, which are in good agreement with

measurements [24].

Validation in terms of subgrain size

The predicted versus experimental (AA5052) [14]

subgrain sizes at 0.01 s-1 and 333 �C are shown in

Fig. 7. A marked grain refinement can be observed

for smaller strains than 0.3. The predictions and the

experiments both exhibit the expected behavior on

the subgrain size upon CDRX for larger strains than

0.3, that is, the subgrain size decreases (slightly) for

strains that are larger than 0.3 and less than

approximately 0.9, where the minimum in subgrain

size is attained. An increase in subgrain size is pre-

dicted by the model for larger strains than 0.9, in

agreement with the experiments, although this grain

growth is not significant in the case of Fig. 7. In this

respect, the proposed model provides a quantitative

agreement with the experiments on grain refinement

and subsequent grain growth in AA5052 in the strain

range up to 1.5. An analogous comparison is shown

in Fig. 8, with respect to the Zener–Hollomon

parameter for a plane strain compression test [22] on

Al-1Mg alloy at one single strain e = 1, 300–450 �C,
and 0.25–25 s-1. Despite different alloys being used

in this test, the qualitative agreement is good. The

deviation in the measured and predicted subgrain

size decreases as Z increases. The subgrain size

decreases with increasing Z. Figure 9 compares the

computed subgrain sizes with measured

[14, 22, 24, 26, 27] ones. This figure contains the

results of the comparisons discussed in Figs. 7 and 8

[14, 22] as well as those with ECAP experiments as a

function of the Zener–Hollomon parameter for single

strains, namely 5.6 [24] and 12 [26, 27], with Z com-

prising 300–450 �C and 0.01–25 s-1 range values.

Figure 7 Comparison of the subgrain size, computed with the

proposed model, for AA5052 at a temperature of 333 �C and a

strain rate of 0.01 s-1 against experiments [14].

Figure 8 Comparison of the subgrain size, computed at e = 1 as

a function of Zener–Hollomon parameter for AA5052, against

experimental data for the Al-1Mg alloy [22] at different temper-

atures (300–450 �C) and strain rates (0.25–25 s-1);

Q = 156 kJ mol-1.

Figure 6 Comparison of the steady-state stress as a function of

the Zener–Hollomon parameter, computed with the proposed

model, against experimental PSHCT [21] and HCT [14, 23] data

for AA5052 over a range of temperatures (300–450 �C) and strain

rates (0.01–20 s-1), e = 0.9 and Q = 156 kJ mol-1.
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Discussion

In consideration of the criticism [19] advanced on the

reliability of the GM model for the prediction of fHAB,

we have attempted to overcome this problem using

an experimentally based [10, 14] fHAB - e law (Eq. 10)

for AA5052. Thus, fHAB - e was not calculated by the

model but was assumed as known from experimental

data for the selected alloy. Relying on [25], we

assumed that the fHAB - e data are independent of

the strain rate and temperature. This fHAB - e law,

which was taken from the best fitting of experimental

data, was used as input for the model. This strategy is

advantageous when it is not possible to accurately

predict the distribution of the misorientation angle as

a function of the elements and strain of an alloy. This

choice was supported by a prior investigation on the

original GM model which suggested that the distri-

bution of the misorientation angle does not depend to

a great extent on the strain rate and temperature. This

is another way of saying that the fHAB - e law (or the

integral of the distribution of the misorientation angle

[15]) is decoupled from the evolution equations

(Eqs. 5 and 6), and it can therefore be defined for any

given alloy once and for all at the beginning of the

CDRX simulation. In so doing, we have found that

the best fit of the fHAB - e law for AA5052 was in

qualitative agreement with other observed laws per-

taining to other aluminum alloys in the observed

20–400 �C range and for larger strains than 1 [25].

Owing to the close qualitative and quantitative sim-

ilarity of these fHAB - e laws for several engineering

alloys [25] (excluding AA1200 of the 1xxx series for

which a more specific fHAB - e law should be given),

we defined a typical fHAB - e relationship for

AA5052 in order to simulate CDRX in this alloy.

There is a lack of experimental data on fHAB, on the

subgrain size, and on the stress–strain curve for

varying temperature and strain rates, especially for

AA5052. For model validation purposes, the pre-

dicted stress–strain curves and subgrain size were

compared with experimental data taken from hot

compression tests [14, 23] and plane strain hot com-

pression tests [21, 22], and ECAP data [24, 26, 27]

were used for larger strains than 1.5 [24, 26, 27].

It should be noted that the absence of a pro-

nounced stress peak before the steady-state flow in

stress–strain curves implies that DDRX cannot occur

[28]. The predicted stress–strain curves did not

exhibit a pronounced peak before the steady-state

flow for AA5052, a result which is in quantitative

agreement with experimental data for the same alloy

with HCT [14, 23] and PSHCT [21] and in qualitative

agreement with that of the Al-1Mg alloy with PSHCT

[29–31] as well as with predictions for AA1200

[15].The temperature and strain rate dependence on

flow stress were found to be in agreement with

classical observations [28], in that flow stress increa-

ses with increasing strain rate and decreasing tem-

perature. The predicted curves, when taking into

account precipitate strengthening, were closer to the

experiments. The kD term (in Eq. 6) is of crucial

importance for a reliable description of the strain

hardening behavior of AA5052. The importance of kD
factor in similar model was also emphasized by other

authors [20]. The dispersion of experimental data

may influence the value of kD to a certain extent

(through fp and\rp[) and thereby affect the stress–

strain curves and, perhaps, also the subgrain size.

Numerical experiments conducted previously using

the extended model showed that an intentional

change of approximately ± 20% to the fp and \rp[
parameters affected the strengthening caused by kD
by approximately 20 MPa. This corresponds to

± 4 MPa of the steady-state flow value, which has a

different impact, depending on the strain rate and

temperature conditions. In other words, a high tem-

perature and low strain rate will be more sensitive to

changes in kD.

As can be observed in Fig. 5, lower strain rates,

such as one of 0.01 s-1, lead to larger deviations than

higher strain rates, since they are far from the cali-

bration range of 0.1–20 s-1 (Fig. 6). In turn, this

Figure 9 Comparison of the subgrain size, computed for one

single strain (from e = 1 to e = 12) as a function of the Zener–

Hollomon parameter for AA5052, against experimental data

[14, 22, 24, 26, 27] pertaining to four Al–Mg alloys over a range

of temperatures (300–450 �C) and strain rates (0.01–25 s-1);

Q = 156 kJ mol-1.
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deviation affects the estimation accuracy of h and r at

low strain rates. Figure 6 shows that the agreement

between the predicted and experimental data

[14, 21, 23] is quite good for a strain of 0.9. This points

out the advantage of applying the model to hot roll-

ing, since e = 0.9 is taken as the upper limit for this

process [3, 32].

As can be seen in Fig. 7, the prediction of the sub-

grain size as a function of strain confirms that CDRX

provides significant grain refinement during ECAP

[10, 22, 33, 34] and HCT [14] experiments. However,

subgrain formation has also been investigated during

the hot rolling of Al-1Mn-1Mg alloy [35]. The grain

size was markedly refined (initial grain size of

100 lm) down to a 1.8 lm subgrain size after rever-

sible rolling and to 0.7–1.5 lm after tandem rolling

[35]. This result was in qualitative agreement with the

grain refinement predicted here for AA5052 (Fig. 9),

thereby further supporting the application of the

developed extended model to industrial hot rolling.

Another attempt had been made to promote an

ultra-fine grain structure using the combination of

hot rolling and PSHCT on an Al–3Mg–0.2Cr–0.2Fe

alloy exhibiting an initial grain size of 1–3 mm (be-

fore hot rolling) and attaining a final subgrain size of

up to 1.5 lm (after PSHCT) [33]. On the basis of the

results of experiments on AA5052 [14] and Al–Li-

Mg–Sc [10], this subgrain refinement had a minimum

value for critical strain values of approximately 0.9

and 4, respectively. The proposed model has in fact

been able to capture this critical value for AA5052,

although by a broad minimum, located between 0.5

and 0.9 strain. This minimum subgrain size was not

appreciated with the GM model. It emerged in this

model because subgrain growth resulted from two

factors, namely mHAB and fHAB. The former was

assumed as a constant (as in the GM model), whereas

the latter (Fig. 10) increased for an increasing strain

above 0.5 (unlike the constant value used in the GM

model). In the proposed CDRX model, the input fHAB

function is determined from experimental data. As

this function influences the accuracy of the predicted

subgrain size to a great extent, other numerical sim-

ulations were carried out with the aim of evaluating

the effect of its changes (e.g., ± 20%) on the predicted

final subgrain size. The results show that the sub-

grain size is not affected by fHAB for strains below 0.5.

On the other hand, for larger strains, such as e = 1.5

(reference value), a ± 20% change in fHAB translates

into a ± 10% change in the computed subgrain size.

This change could initially be considered significant;

however, when this change is associated with a rel-

atively very small value of the predicted subgrain

size, such as 3.6 lm, this change effect may be con-

sidered practically irrelevant and even hard to detect

with conventional measuring devices. The predic-

tions made with the original GM model [15] show

that the initial grain size does not influence the sub-

grain size achieved for AA1200 for a large strain

(e[ 3). It should be noted that a steady state occurs

for sufficiently large strains (depending on the alloy

and the deformation conditions), in which the

microstructure (e.g., the subgrain size) does not

depend on the initial grain size. This is a basic

property of the steady state.

According to GM [15], using this extended model,

a change of ± 20% of the initial grain size does not

affect the predicted subgrain size in AA5052 for a

large strain. Moreover, since the grain refinement is

more effective in the given alloy, the change in the

initial grain size is limited to only a very few incre-

ments of strains (e\ 0.1). The predicted subgrain

size, as a function of the Zener–Hollomon factor

(Fig. 8), was slightly underestimated, compared to

the PSHCT data of the Al-1Mg alloy. In this case, the

smaller magnesium content in the Al-1Mg alloy may

be responsible for a smaller volume fraction of pre-

cipitates, and a consequent lower efficiency in grain

boundary pinning [36]. Conversely, this may result in

a greater subgrain growth in Al-1Mg alloy than in

AA5052 and, consequently, to a smaller subgrain

size. As the temperature decreases (resp. increases in

Z), the grain growth term becomes increasingly

weaker, and the model deviation increasingly lower.

Figure 10 Best fitted fHAB - e law (Eq. 10) against HCT

experiments for A5052 at 333 �C and 0.01 s-1 [14], ECAP

experiments for Al–Li-Mg–Sc alloy at 300 �C and 0.1 s-1 [10]

and against the extended GM model predictions using the input

data given in Table 1 for AA5052 at 333 �C and 0.01 s-1.
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A good quantitative agreement (Fig. 9) was instead

achieved for very large strains (e.g., e = 5.6), as the

predicted subgrain size was very close to that mea-

sured by ECAP for the same AA5052 [26]. A similar

agreement was attained when the model results were

compared with ECAP data for both AA5024 and Al-

3Mg alloy at e = 12. The predicted dislocation den-

sity compared quite well with the ECAP measure-

ments for one single strain (e.g., e = 12) for AA5024.

Thus, it is possible to state that the proposed

extended CDRX model is consistent with the CDRX

phenomena exhibited by the AA5052 alloy during

hot laboratory tests. The availability of appropriate

hot rolling data will further support the use of this

model as a guiding tool to control industrial-scale

CDRX phenomena of aluminum alloys.

Conclusions

A modification of the original Gourdet–Montheillet

CDRX model has been developed and validated for a

wrought A5052 alloy using experimental data from

simulated hot laboratory tests. The fHAB - e input

law was first determined as a best fitting function of

experimental data and assumed to be decoupled

from the evolution of dislocation kinetics, thereby as

being temperature and strain rate independent. The

resulting fHAB - e law was found to be in qualitative

agreement with several hot and cold simulated lab-

oratory experiments for various strain rates.

Solid solution strengthening was taken into

account by means of the ad hoc definition of the h and

r kinetic parameters for AA5052. Precipitation

strengthening was taken into account by means of the

KME theory. The model was experimentally vali-

dated against HCT, PSHCT, and ECAP laboratory

experiments. It was found that the predicted stress–

strain curves, dislocation density, and subgrain size

were in good agreement with the outcomes of labo-

ratory tests. A sensitivity analysis conducted on the

most relevant model parameters (fHAB,\rp[, fp and

the initial grain size) revealed that the steady-state

flow is more sensitive to \rp[ and fp, especially at

high temperatures and for low strain rates. The sub-

grain size is more sensitive to the initial grain size for

strains below 0.1, whereas it is not affected for strains

equal to or larger than 0.1 at 333 �C and 0.01 s-1. The

model can be considered as a first step toward the

actual control of CDRX on wrought aluminum alloys

at an industrial scale.
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Appendix 1

The fHAB computed by the GM model has been crit-

icized as being unrealistic [19]. GM predicted that

fHAB decreased with increasing plastic strain, until it

reached a plateau at approximately 0.2. Conversely,

ECAP experiments have shown that the Al–Li–Mg–

Sc alloy could achieve fHAB[ 0.9 for larger strains

than 8 [10], as shown in Fig. 10. In order to resolve

this inconsistency, we fitted fHAB data from a hot

compression test for AA5052 [14] using Eq. (9):

fHAB ¼ K1 exp K2ef g þ K3 exp K4ef g ð9Þ

As shown in Fig. 11, the fHAB value in Eq. (9) can

reach greater values than 1 for larger strains than 3.5,

which is physically unacceptable. A more realistic

relationship between fHAB and e for the A5052 alloy

under study can be achieved by fitting ECAP exper-

iment (e[ 8, 300 �C and 0.1 s-1) and compression

data (e\ 2, 333 �C and 0.01 s-1) for the Al–Li-Mg–Sc

[10] and A5052 [14] alloys, respectively, using the

following piecewise-defined function:

fHAB ¼ K1 exp K2ef g þ K3 exp K4ef g; e\1:9
1� K5 exp �K6ef g; e� 1:9

�

ð10a; bÞ

As shown in [25], even very different aluminum

alloys can exhibit qualitatively similar fHAB - e laws.

Figure 11 Best fitted fHAB - e law (Eq. 9) compared with HCT

experiments for A5052 at 333 �C and 0.01 s-1 [14].
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This implies that considering the lack of more specific

data on AA5052, the fHAB - e law (Eq. 10) of the

latter could be approximated with that of Al–Li-Mg–

Sc with the constants listed in Table 2. These model

parameters are quite sensitive.

Figure 10 shows the results of the best fitting. Ini-

tially, the fraction of HABs was close to 0.9, and it

then dropped to 0.2 at e = 0.5. For e[ 0.5, fHAB

increased with increasing strain and asymptotically

approached fHAB = 1. The use of empirical Eq. (10)

was found to be effective in describing the overall

fHAB - e law for both low strains (Eq. 10a for e\ 1.9)

and high strains (Eq. 10b, for e[ 1.9), which are

typical of hot rolling and severe plastic deformation,

respectively. However, there was a lack of experi-

mental data on the influence of the temperature and

strain rate on fHAB - e law for the AA5052 even

though it was possible to show that the influence of

the temperatures and strain rates on fHAB, predicted

by means of the GM model [15], was negligible for

AA1200 over the 277–460 �C and 0.01–1 s-1 ranges.

Moreover, certain experiments [25] have shown that

fHAB - e data of a large set of Al–Mg alloys fit well

with one single curve for different temperatures (over

the 20–400 �C range) and for larger strains than e = 1.

Thus, it was reasonable to assume that Eq. (10) had to

be independent of the temperature and strain rates.

Preliminary attempts were made with the aim of

calculating fHAB by applying GM model [15] to

AA5052 by simply adjusting the model parameters.

The result is shown in Fig. 10. As can be seen, the

predicted fHAB started from 1 and dropped to a pla-

teau of 0.22, even after very small strains, unlike what

was found in experiments [10, 14, 25].
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