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Abstract: Precursor effects of indium melting have been investigated by means of 

Mechanical Spectroscopy (MS) and High Temperature X-ray Diffraction (HT-XRD). MS 

tests evidenced a sharp drop of dynamic modulus in the temperature range between 418 K 

and 429 K (melting point). At 429 K, HT-XRD showed partial grain re-orientation, peak 

profile broadening, in particular in the lower part, and peak shift towards lower angles. 

Experimental results are consistent with density increase of self-interstitials and vacancies 

in the crystal lattice before melting. Self-interstitials and vacancies play a synergic role in 

the solid–liquid (S-L) transformation. The increase of self-interstitials over a temperature 

range of about 10 K before melting has the effect of weakening interatomic bonds 

(modulus drop) that favors the successive vacancy formation. Finally, the huge increase of 

vacancy concentration above 428 K leads to the collapse of crystal lattice (melting). 

Keywords: indium; precursor phenomena of melting; dynamic modulus; high temperature 

X-Ray diffraction; self-interstitials; vacancy 

 

1. Introduction 

Melting of pure metals has been extensively investigated in the past [1]. Since the discovery of  

the empirical Lindemann’s criterion [2] stating that melting occurs if the average atomic vibration 
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amplitude exceeds a certain value (about 10% of the distance between nearest neighbors), many 

investigators have tried to find out the microscopic precursor mechanisms leading to crystal melting. 

In 1939, Born proposed a theory based on the assumption that a liquid has zero resistance to shear 

stress [3]. Atomic distances increase with temperature; thus, the restoring forces between the atoms are 

reduced as well as the shear elastic moduli leading to a structural instability of the solid and finally to 

its collapse at a critical temperature. However, successive measurements of Hunter and Siegal [4] 

showed that the values of shear elastic moduli decrease but are nonzero at the melting point, so  

the Born’s approach was modified by Tallon [5] to get a better agreement between theoretical and 

experimental results. For some decades, the favorite picture was the softening of a phonon mode due to 

thermal fluctuations, but this model has a clear shortcoming: in real crystals, several defects such as 

dislocations, self-interstitial atoms and vacancies, are excited well below the melting point TM. 

The role of defects in the melting mechanism was first understood by Gorecki [6], who stressed  

the correlation between bonding energy of metals and vacancy formation energy. 

A model of historical relevance is due to Kuhlman–Wilsdorf [7]: the theory is based on  

the contention that melting occurs when the free energy of dislocation cores assumes negative values. 

Some years later, Weber and Stillinger [8] focused the attention on point defects and developed  

a statistical model of melting based on the cooperative formation of vacancy–interstitial pairs. 

Granato [9] derived an interstitial-concentration-dependent free energy, appropriate for calculation 

of all the thermodynamic properties of crystalline and liquid states of metals. The theory predicts that 

the shear elastic modulus decreases when the concentration of self-interstitials increases. 

More recently, melting has been investigated by Monte Carlo computer simulations [10–12]. 

Gomez et al. [11,12] evaluated the percentage of defects near TM and showed that defects form 

clusters, which are not isolated, but rather linked over long distances near the phase transition. In fact,  

their calculations indicate that the linked clusters are dislocations and melting is consistent  

with the saturation of the crystal by dislocation loops. Molecular-dynamics investigations of  

Lutsko et al. [13] and Sinno et al. [14] showed that extrinsic defects are the dominant mechanism for 

the initiation of melting. In particular, the Stillinger–Weber interatomic potential has been used to 

estimate the equilibrium and transport properties of self-interstitials and vacancies in Si [14] and 

equilibrium configurations were predicted as a <110> dumbbell for a self-interstitial, and as  

an inwardly relaxed configuration for vacancies. It was found that both structures show considerable 

delocalization with increasing temperature, which leads to a strong temperature dependence of  

the entropy of formation. 

This work investigated the melting of pure In and its precursor phenomena by Mechanical 

Spectroscopy (MS), i.e., internal friction (IF) and dynamic modulus measurements, and high 

temperature X-ray diffraction (HT-XRD). The MS technique and its applications to solid-state physics 

and materials science are discussed in some classical texts [15,16]. It is noteworthy to remind that few 

data from MS tests on liquid metals are reported in the literature [17] and have been obtained by means 

of a modified inverted torsion pendulum operated by forced oscillations. The present experiments have 

been done by using a new method developed by us [18,19]; it operates in resonance conditions and 

employs hollow reeds of stainless steel containing the liquid metal. 

HT-XRD permitted to correlate MS data with the structural features of solid and liquid phases as 

temperature increases up to TM and above. 
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2. Materials and Experimental 

The investigated material was In with purity of 99.999 wt %. All the samples for HT-XRD 

measurements have been prepared by slowly cooling from the melt for minimizing the defective 

structures. Two sets of samples (A and B) with different grain orientation have been examined: set A 

had a strong {002} texture, set B a strong {101} texture. 

HT-XRD measurements have been carried out by means of an ANTON PAAR HT-16 camera 

(Graz, Austria) with a sample holder apt to contain molten metals in an atmosphere of inert gas. 

Diffraction patterns have been collected with Mo-Kα radiation (λ = 0.7093 Å) at increasing 

temperatures with steps of 5 K from room temperature up to 420 K and with steps of 1 K from 420 K 

to the melting point (TM = 429 K). During each test, the temperature, controlled by a thermocouple 

embedded into the sample, was maintained constant (±0.1 K). In order to determine the lattice  

spacings dhkl and the volume of unit cell V with good precision, the tests were carried out with  

2Θ angular intervals of 0.005° and counting times of 10 s per step. The unit cell of In is tetragonal 

body centered; thus, its volume V = a2 c, with a and c the axis lengths; a and c are calculated by 

introducing in Equation (1) a couple (at least) of different dhkl values. 

1/2
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XRD spectra of melt have been recorded by step-scanning in the 2Θ angular range 5°–55° with 

steps of 0.05° and counting time of 5 s per step. From the diffraction pattern of melt, the radial 

distribution function (RDF) curve, 4πr2ρ(r), was calculated. It represents the average number of atom 

centers between the distances r and r + dr from the center of a given atom; for a mono-atomic liquid, 

the RDF can be expressed as: 
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where Q = 4πsinΘ/λ and ρ0 is the mean density, i.e., the average number of atoms per unit volume.  

The calculation of the function i(Q) in Equation (2), and more in general, the analytic method to 

determine the RDF have been described in detail elsewhere [20]. 

MS experiments have been made by using reeds mounted in free-clamped mode and excited by 

flexural vibrations. In was cast inside a hollow reed of stainless steel (AISI 316) closed to an end. 

Great attention was paid to get a complete filling of the reed because the presence of air bubbles may 

introduce spurious energy loss and affect the experiments. Finally, after the In solidification, the open 

extremity of the reed was sealed. AISI 316 steel melts at a much higher temperature than those 

involved in present experiments, so the method permits studying liquid metals in the same way 

commonly used for solid ones. Of course, experimental data have been corrected from the contribution 

of the container measured by tests in the same conditions using not filled reeds (Figure 1). The elastic 

modulus E is normalized to the initial value E0. The Q−1 curve represents the energy loss contribution 

from the container, which is subtracted from experimental data to get the effective curves. 
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Figure 1. Trends of Q−1 and E/E0 determined in tests carried out on hollow reeds of AISI 316 steel. 

MS experiments were carried out by means of the mechanical analyzer VRA 1604 (CANTIL Srl, 

Bologna, Italy) [21]. Q−1 values have been determined from logarithmic decay of flexural vibrations.  

The resonance frequency f was in the range of KHz; the strain amplitude was kept lower than 1 × 10−5. 

The samples have been heated from room temperature to 466 K, i.e., above TM, with constant rate of 

8.3 × 10−3 K s−1. Another group of tests have been made around TM, in the temperature range  

410–440 K, in conditions of thermal equilibrium after soaking the samples for 1.8 × 103 s at the test 

temperature. The dynamic modulus E is proportional to the resonance frequency f : 

2

2 ρ2π 12

m h E
f

L
  (3) 

where m is a constant (m = 1.875), ρ the material density, and L and h are the length and thickness of  

the sample, respectively. 

3. Results and Discussion 

Figure 2 shows the trends of Q−1 and E determined in MS tests carried out from room temperature 

to 466 K. Dynamic modulus monotonically decreases with temperature and the E vs. T curve can be 

fitted up to 418 K (Figure 3) by the polynomial relationship: 

 2

210
1 TbTbEE   (4) 

where E0 = 12.76 GPa is the modulus at room temperature, b1 = −1.02 × 10−5 K−1 and  

b2 = −7.04 × 10−7 K−2. A second order polynomial function was chosen because the modulus behavior 

as temperature increases is certainly affected by two contributions: one due to anharmonicity, which 

leads to a linear decrease with T (first order term), and the other one to free electrons giving  

a contribution proportional to T2 (second order term). 

Above 418 K, as temperature approaches TM, dynamic modulus exhibits an abrupt drop from  

11.92 GPa to 8.50 GPa with a change of about 28%, while after melting it continues to decrease with 

nearly constant slope. Isothermal tests from 410 K to 440 K show the same modulus trend indicating 

that the huge drop is not an effect of the heating rate. 
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Figure 2. Q−1 and E trends of In from room temperature to 466 K. 
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Figure 3. Dynamic modulus is fitted up to 418 K by Equation (4). 

To explain the huge modulus drop above 418 K, other phenomena have to be taken into 

consideration together with anharmonicity and free electron contributions. In particular,  

the introduction of point defects could contribute to change the modulus through two different 

processes: dislocation pinning and diaelastic polarization of the defect strain field. However, since  

the samples have a very low density of dislocations, their pinning by point defects can be ruled out as 

the cause of the huge modulus change. 

The diaelastic effect, i.e., the fractional change of elastic modulus per concentration of point 

defects, could arise from both vacancies and self-interstitials. Vacancies are the predominant point 

defects in metals at elevated temperatures and most diffusion-mediated properties can be explained in 

terms of vacancy mechanisms [22] but there is clear evidence that the effect of vacancies on the elastic 

modulus of a solid is weak [23], whereas self-interstitials cause a large reduction [23]. The Granato 

theory [9] considers that melting is due to the thermo-activated increase in the interstitialcy 
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concentration (self-interstitials assuming the dumbbell configuration) and to their large compliance to 

the external shear stress that leads to big anelastic deformation in addition to the elasticity and, 

therefore, induces sharp reduction in modulus G to a small—but nonzero—quantity. The increase in 

the interstitialcy concentration CI becomes extremely rapid just below TM because of a decrease in  

the formation enthalpy with concentration and of the strong temperature dependence of formation 

entropy, as shown by Sinno et al. [14]. 

The close relationship of intersticialcy to melting has been confirmed by extensive computer 

simulations [24,25] and experiments [26,27]. In particular, Robrock and Schilling [27] measured  

a shear modulus G decrease of 27% and 19% for 1% defects in Al single crystals with <100> and 

<111> orientations, respectively. Such variations, ascribed by the investigators to self-interstitials with 

a <100> dumbbell configuration, are comparable with that observed by us. Therefore, the modulus 

drop seems consistent with a relevant increase of interstitialcy, as predicted by the Granato theory  

of melting. 

The relevant Q−1 variation (from 8.0 × 10−3 to 1.7 × 10−2) in correspondence to the modulus drop 

(Figure 2) supports this explanation. Owing to their dumbbell configuration, self-interstitials interact 

with the flexural vibration of samples and the periodic re-orientation under the external applied stress 

leads to energy loss and damping increase. The phenomenon has been extensively investigated for 

different types of point defect pairs and a lot of data can be found in the literature (e.g., see [15,16]). 

When the solid–liquid (S-L) transformation has been completed, the dynamic modulus of the melt 

slowly decreases with temperature and its evolution is consistent with theoretical models for ideal 

monoatomic liquid metals, based on the assumption of spatial isotropy and two-body central 

interaction [28,29]. 

To correlate the MS results to structural changes, HT-XRD measurements have been carried out in 

the same temperature range. The XRD spectrum of set A samples recorded at TM is the overlapping of 

the diffraction contributions of liquid and solid phases. As shown in Figure 4a, the two contributions 

have been separated by subtracting the pattern of liquid, obtained after completion of S-L 

transformation, to the overall spectrum. Contributions from solid and liquid have been then examined 

separately. This approach assumes that the shape of liquid contribution remains substantially 

unchanged after completion of the S-L transformation. 

The RDF curve obtained from the liquid after the completion of S-L transformation is plotted in 

Figure 4b. It oscillates above and below the average density curve 4πr2ρ0. The vertical bars indicate  

the positions of 1st and 2nd neighbors in solid In. The RDF curve in Figure 4b exhibits the first peak 

centered at 3.3 Å. In is tetragonal body centered: the distance of 1st neighbors (4 atoms) is 3.25 Å and 

that of 2nd neighbors (8 atoms) is 3.38 Å. Therefore, shell radii of the 1st and 2nd neighbors in solid 

are very close to the mean distance of nearest neighbors in liquid. 

The XRD contribution of the solid phase exhibits some important features, which are highlighted by 

the comparison with the spectrum recorded at 428 K, a temperature just below TM (Figure 5). 

First of all, the {101} reflection, absent in the spectrum at 428 K, appears at 429 K even if its 

intensity is relatively low. The presence of the {101} reflection involves a partial re-orientation of  

the grains in the solid, which accompanies or immediately precedes the formation of the first liquid. 

Moreover, the shape and position of the {002} peak change during melting; in fact, the peak 

remarkably shifts towards lower angles and broadens, in particular in the lower part. 
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Figure 4. (a) The diffraction pattern of In (set A) collected during melting (black dots) is 

the sum of liquid (open circles) and solid (continuous line) contributions. (b) The RDF 

curve, 4πr2ρ(r) vs. r, obtained from the diffraction pattern after the completion of S-L 

transformation. Bars indicate the distribution of 1st and 2nd neighbors in crystalline In. 

Samples of set B exhibit the same behavior: XRD spectrum shows only the {101} reflection up to 

428 K and the {200} peak appears at 429 K. 

15 16 17
0

500

1000

1500

2000

2500

428 K429 K101

002

X
-r

a
y
 in

te
n
s
ity

 (
a
.u

.)

2 (deg)  

Figure 5. The XRD pattern of samples of set A recorded at 428 K, just below TM, is 

compared with the contribution from solid to the overall pattern at 429 K. 

The phenomena preceding and accompanying melting correspond to a fast structural evolution. On 

these grounds, the structure of both sets of samples has been monitored step by step by means of  

HT-XRD, starting from room temperature. For example, Figure 6 displays the {101} peak of set B 

samples at some increasing temperatures; as expected, the peak intensity progressively decreases and 

its central position shifts towards lower angles. The same behavior has been observed for the samples 

of set A. 
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Figure 6. {101} XRD peak collected at increasing temperatures. 

In both sets of samples the shift towards lower angles is progressive as temperature increases up to 

428 K but at 429 K the peak position undergoes a most relevant change. Combining experimental data 

obtained from the samples of sets A and B, the lattice cell volume V has been calculated and its trend 

vs. temperature is displayed in Figure 7. 

Graham et al. [30] investigated the thermal expansion of In and their data are fitted by the following 

empirical equations, which give the axis lengths a and c, expressed in Å, vs. the absolute  

temperature T: 

3105 1061.31047.82182.3 TTa    (5) 

3105 1064.61015.159201.4 TTc    (6) 

The curve in Figure 7 shows a monotonous increase up to 428 K and its values are in good 

agreement with those determined from Equations (5) and (6), whereas at 429 K, the volume increase  

ΔV = 0.35 Å3 is outside the prediction based on the relationships of Graham et al. [30]. 
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Figure 7. In cell volume V vs. temperature determined by XRD. The values calculated by 

Equations (5) and (6) are reported for comparison. 
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HT-XRD shows that lattice expansion vs. temperature is in good agreement with the empirical 

relationships of Graham et al. [30] up to 428 K; it diverges from such trend near TM where a relevant 

cell volume increase ΔV is observed. This can be explained by an abrupt increase of vacancy 

concentration, which induce isotropic dilatation of crystal with a consequent increase of lattice 

spacings, evidenced by the shift of XRD reflections towards lower angles. 

The vacancy concentration C429 at 429 K can be expressed as: 

429 428C C C   (7) 

where C428 is the concentration of thermodynamic equilibrium at 428 K and ΔC the increase 

corresponding to the cell volume expansion ΔV shown in Figure 7. The value ΔC = 1.09 × 10−2 has 

been estimated by the relative change of cell volume ΔV/V as: 

1

REL

V
C

V


    (8) 

where ΩREL = −0.6 (in atomic volume units) is the relaxed volume due to a single vacancy [31]. 

The vacancy concentration C428 = 1.12 × 10−4 has been determined by means of the relationship: 
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  (9) 

where ΔS = 6.90 × 10−23 J K−1 [32] and ΔH = 8.33 × 10−20 J [33] are, respectively, the activation 

entropy and enthalpy for the formation of a single vacancy; and ΔG = ΔH −T ΔS is the Gibbs free 

energy. Introducing into Equation (7) the values C428 = 1.12 × 10−4 and ΔC = 1.09 × 10−2, the vacancy 

concentration C429 of the solid at the beginning of S-L transformation results to be ≈1.1 × 10−2. Such 

huge vacancy concentration is consistent with the XRD results presented before. As shown in Figure 5, 

the {101} peak appears when the first liquid forms and indicates that a sudden grain re-orientation 

occurs in the solid phase. Due to the preliminary treatment, the examined material has a low 

dislocation density, therefore the driving force for recrystallization is low and the orientation change is 

ascribable to grain growth, made easier by the initial strong texture [34] and by the enhancement of 

boundary mobility due to vacancy flux or supersaturation, as extensively discussed in the literature 

(e.g., see [35]). 

The huge increase of vacancies at TM involves also extremely favorable conditions for vacancy 

aggregation to form complex defects. The broadening of XRD peaks, in particular in their lower part 

and along the tails, is consistent to vacancy clustering in small dislocation loops. This type of defect 

produces a diffuse scattering, which affects the tails of diffraction profiles [36,37]. Unfortunately,  

the conditions of present experiments do not allow quantitative evaluations of density and mean radius 

of dislocation loops. 

The results of this work indicate that self-interstitials and vacancies play a synergic role in metal 

melting. The high concentration of self-interstitials causes a weakening of interatomic bonds testified 

by the elastic modulus drop. The process begins at about 418 K while an abnormal increase of vacancy 

concentration occurs at 429 K, immediately before and during melting. Therefore, it is supposed that 

the weakening of interatomic bonds induced by self-interstitials diminishes the vacancy formation 
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energy and determines extremely favorable conditions for the huge vacancy increase that leads to  

the final lattice collapse and melting. 

4. Conclusions 

Precursor effects of indium melting have been investigated by means of Mechanical Spectroscopy 

(MS) and High Temperature X-ray Diffraction (HT-XRD). 

MS showed dynamic modulus drop of about 28% when temperature approaches the melting point. 

Such changes, which is accompanied by a corresponding variation of damping, occurs in  

the temperature range 418–429 K and, according to the Granato theory, can be explained by  

a concentration increase of interstitialcies (self-interstitials with a dumbbell configuration). 

A further contribution to the knowledge of the microstructural evolution before and during melting 

was provided by HT-XRD showing partial grain re-orientation, peak profile broadening, in particular 

in the lower part, and peak shift towards lower angles. These phenomena indicate a remarkable 

increase of vacancy concentration, which has been estimated to be of the order of ≈10−2 at 429 K. 

It is concluded that both vacancies and self-interstitials play an important role in melting.  

The increase of self-interstitials that takes place in a temperature range of about 10 K before melting 

weakens interatomic bonds as demonstrated by modulus reduction and favors the final avalanche of 

vacancies leading to the S-L transformation. 
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