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Abstract
The calculation algorithm of a modern treatment planning system for ion-
beam radiotherapy should ideally be able to deal with different ion species 
(e.g. protons and carbon ions), to provide relative biological effectiveness 
(RBE) evaluations and to describe different beam lines. In this work we 
propose a new approach for ion irradiation outcomes computations, the 
beamlet superposition (BS) model, which satisfies these requirements.

This model applies and extends the concepts of previous fluence-weighted 
pencil-beam algorithms to quantities of radiobiological interest other than 
dose, i.e. RBE- and LET-related quantities. It describes an ion beam through 
a beam-line specific, weighted superposition of universal beamlets. The 
universal physical and radiobiological irradiation effect of the beamlets on 
a representative set of water-like tissues is evaluated once, coupling the per-
track information derived from FLUKA Monte Carlo simulations with the 
radiobiological effectiveness provided by the microdosimetric kinetic model 
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and the local effect model. Thanks to an extension of the superposition 
concept, the beamlet irradiation action superposition is applicable for the 
evaluation of dose, RBE and LET distributions. The weight function for 
the beamlets superposition is derived from the beam phase space density 
at the patient entrance. A general beam model commissioning procedure is 
proposed, which has successfully been tested on the CNAO beam line.

The BS model provides the evaluation of different irradiation quantities 
for different ions, the adaptability permitted by weight functions and the 
evaluation speed of analitical approaches. Benchmarking plans in simple 
geometries and clinical plans are shown to demonstrate the model capabilities.

Keywords: beam model, ion therapy, treatment planning, relative biological 
effectiveness, microdosimetric kinetic model, local effect model, Monte 
Carlo

(Some figures may appear in colour only in the online journal)

1. Introduction

The number of clinical facilities that employ ion therapy to treat cancer is increasing world-
wide. Most of these centres feature proton irradiation, since, compared to heavier ions,  
protons are simpler to handle, and more compact and cheaper accelerators are available on the 
market. A few centres make use of carbon ions, which are believed to constitute a better option 
for the treatment of radio-resistant tumours thanks to their favourable increase of the relative 
biological effectiveness (RBE) in the Bragg peak region. Recently, the use of ions other than 
proton and carbon ions has been proposed (Kempe et al 2007) and some preliminary assess-
ment of the application of helium and oxygen ion beams has been performed (Fuchs et al 
2012, Kurz et al 2012).

The use of ions different from protons entails the use of more complex irradiation-outcome 
computation algorithms in treatment planning systems (TPS). The reason for this is two-fold: 
first, the calculation algorithm must account for nuclear fragmentation, which produces a 
progressive build-up of secondary ions with the depth of penetration in the tissue and hence 
causes an unwanted dose deposition beyond and aside the Bragg peak; second, it is neces-
sary to evaluate the RBE scaling, which is a patient-specific, spatially-variable and non-linear 
function of the dose, applying some kind of radiobiological modelling on top of the estimate 
of the local particle spectra. The RBE actually presents a small level of variability for pro-
tons as well (e.g. Gerweck and Kozin 1999, Britten et al 2013, despite the clinical adoption 
of a constant 1.1 as recommended by the International Commission on Radiation Units and 
Measurements (ICRU Report 78 2007). The impact of neglecting these RBE variations dur-
ing treatment planning is under evaluation by several institutions (Tilly et al 2005, Frese et al 
2011, Carabe et al 2012, Dasu and Toma-Dasu 2013).

RBE values are usually characterised by big uncertainties (10% or more) and the employ-
ment of different radiobiological models by the different centres hinders the comparability 
of clinical outcomes (Gueulette and Wambersie 2007, Uzawa et al 2009, Steinsträter et al 
2012). For these reasons, it has been proposed that the treatment planning be evaluated solely 
on the base of physical quantities, using the unrestricted linear energy transfer (the LET∞ 
defined in the ICRU Report 85a (2011), in this article simply referred to as LET) as a sur-
rogate of the RBE to weight the variations of cell-inactivation efficiency. This approach is 

G Russo et alPhys. Med. Biol. 61 (2016) 183



185

particularly well-suited to protons, for which a strong correlation between RBE and LET has 
been observed (Britten et al 2013).

As a consequence of the above, there is growing interest in the ion-therapy community 
for TPS’s capable of dealing with different ion species and of providing a local estimate 
of the radiobiological effectiveness. Nevertheless, few of the computation algorithms cur-
rently employed for clinical use are providing these capabilities. Most of them are in fact 
tailored to efficiently compute dose distributions after proton irradiation, being analytical or 
optimised Monte Carlo algorithms that cannot be readily applied to other ions. The most 
notable exception is TRiP98, a research tool developed and used for planning carbon-ion 
treatments within the framework of the GSI pilot project in Germany (Krämer et al 2000). 
This tool has constituted the basis for the implementation of the Syngo® RT Planning software 
(Siemens Healthcare, Erlangen, Germany), the only commercial TPS to date that incorporates 
the computation of the RBE for carbon-ion spot scanning. However, the irradiation-outcome 
computation algorithms of both TRiP98 and Syngo® are not conceived to be easily adapted to 
different beam lines. For instance, Syngo® requires that the user provides the description of 
the fragmentation in water by the pencil beams as a part of the commissioning process. The 
users then have to carry out extensive, centre-specific Monte Carlo simulations in order to 
provide the TPS with the necessary data.

At INFN we have envisioned an original modelling approach, the beamlet superposition 
(BS) model, which permits to simulate the irradiation with different ions, to evaluate sev-
eral physical and radiobiological quantities and to simplify the commissioning procedure. 
This model has been implemented in a new TPS computing kernel called PlanKIT (planning 
Kernel for ion therapy), developed in cooperation with IBA. This paper describes the BS 
model and its application into a treatment planning workflow for spot-scanning (section 2), 
and provides a demonstration of its capabilities (section 3).

2. Methods

2.1. Principles of the BS model

The BS model allows computing the three-dimensional effect of an ion field incident on a 
water-like material. Its present use within the PlanKIT code is to estimate the outcome of a 
therapeutic ion irradiation delivered through the spot-scanning technique, but the methodol-
ogy is rather general and could be easily applied to model other problematics related to the 
interaction of radiation with matter.

The BS model may be considered an extension of previous works on fluence-weighted,  
elemental-pencil-beam kernels (Schaffner et al 1999, Soukup et al 2005, Kanematsu et al 
2009, Fuchs et al 2012). An ion beam—throughout this paper the word ‘beam’ is used as a syn-
onym of ‘spot’–is completely characterised by the phase space distribution of its ions, that is,  
by the set of positions and momenta owned by its ions at a specific moment in time or while 
traversing specific surfaces. Every ion beam can be thought of as composed of sub-units, here 
called beamlets, that are obtained splitting the beam phase space in smaller phase spaces. 
If the beam is traversing a material, and if the outcome of the interaction of the individual 
beamlets with the material is known, then the total beam irradiation outcome can be computed 
summing the separate beamlets action, as long as the considered action is linearly superpos-
able. This problem can be simplified if another point of view is considered. The idea is to start 
evaluating the average result of the interaction of a very small beamlet with a representative 
homogeneous material, i.e. water. Then the average action of whatever extended beam on this 
material could be approximated with a superposition of opportunely positioned and weighted 
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replicas of the action of that beamlet. The smaller the adopted beamlet, the better the beam 
reproduction.

Various physical and radiobiological quantities can be used to describe the local action of 
an ion beam impinging on a biological tissue (throughout this work, the term local is used to 
refer to a spatial resolution corresponding to a computed-tomography voxel, that is millimetre 
scale). The most notable examples currently are:

 – The absorbed dose, or simply dose, which is the mean energy imparted to an irradiated 
volume divided by the mass of that volume (ICRU Report 85a 2011).

 – The dose-averaged LET, which is the LET averaged by weighting each LET value by the 
absorbed dose delivered with a LET between LET and LET  +  dLET (ICRU Report 16 
1970).

 – The relative biological effectiveness (RBE), which is the ratio of absorbed dose of a 
reference beam of photons to the absorbed dose of any other radiation, notably high LET 
radiations, to produce the same biological effect (ICRU Report 30 1979).

 – The RBE-weighted dose, which is the absorbed dose multiplied by the corresponding 
RBE (ICRU Report 85a 2011).

Since it is possible to express the quantities listed above in terms of linearly-superposable 
quantities (as shown in section 2.2.2), the BS model allows managing them all in parallel in 
a comprehensive treatment planning workflow. Throughout the paper, the expression beam 
irradiation quantities is used for convenience to refer collectively to the spatial distributions 
of this set of quantities (or their linearly-superposable precursors) that result from a specific 
beam-tissue interaction.

A schematic view of the BS model workflow is provided in figure 1. Complementing the 
knowledge about the beamlet irradiation quantities in water with beam-line-specific, irradia-
tion-specific and target-specific information, through the BS model it is possible to derive the 
beam irradiation quantities in the target. The starting point is the evaluation of the irradiation 
quantities of a restricted set of small beamlets in water (section 2.2). Since this constitutes a 
fundamental and universal information, completely decoupled from the specificities of beam 
lines and targets, it can be evaluated once and stored in look-up tables (LUTs) for later repeti-
tive use. At the TPS commissioning stage, the beam optics is extracted from the experimental 
data that characterise the considered beam line (section 2.3.3). The beam optics describes how 
the beam phase space density evolves while the beam is propagating in the treatment room; 
the related mathematical formulation is reported in sections  2.3.1 and 2.3.2. Knowing the 
beam optics and the incoming direction of the beam in the target reference system, it is pos-
sible to compute the beam phase space density at the target entrance. This phase space density 
provides the notion of which beamlets to superimpose, how positioned and weighted, in order 
to reconstruct the beam irradiation quantities. The procedure to perform the roto-translation 
and weighted superposition of the beamlet irradiation quantities is presented in sections 2.4.1 
and 2.4.3. The method to approximate the beam phase space density at the target entrance as 
a discrete sum of beamlet phase space densities is reported in the appendix. It is important 
to underline that the same beamlets weights are exploited to determine several physical and 
radiobiological quantities in parallel, not just the dose; this was not considered in the afore-
mentioned superposition models, which were restricted to dose computations. If the target is 
not water or is not homogeneous (e.g. a patient), then the beamlets cross different morpholo-
gies and produce different results. Therefore, a mapping that associates coordinates in the con-
sidered medium to water-equivalent coordinates must be applied to approximately account for 
the distortion of the beamlet irradiation quantities due to the traversed material (section 2.4.2), 
as is commonly done in ion therapy (e.g. Schaffner et al 1999, Krämer et al 2000, Soukup  
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et al 2005. Once the irradiation action of each of the beams that compose the scanning field 
has been computed, the total irradiation action can be evaluated (section 2.4.4).

2.2. Modelling universal beamlet irradiation quantities

There are several strategies that can be used to describe the interactions of beamlets with mat-
ter. In most pencil-beam algorithms (e.g. Krämer et al 2000, Pedroni 2005, Soukup et al 2005, 
Fuchs et al 2012 the lateral dose envelope is modelled through analytical functions, but this 
approach requires a lot of fitting effort to fix the functions parameters. In addition, it is very 
difficult to find a functional form so general that could describe at the same time the irradiation 
action of different ion species, especially when the irradiation outcome is expressed in terms 
of different quantities (e.g. dose, LET and RBE). Then we decided to adopt a more flexible 
approach: the BS model is fed with pre-computed look-up tables (LUTs), containing a three-
dimensional sampling of the beamlets irradiation quantities; a continuous description is then 
achieved through interpolation. In this respect, the proposed use of Monte Carlo-generated 
data resembles what independently proposed by Clasie et al (2012). Since the LUTs are pre-
computed, the efficiency is not an issue and general purpose Monte Carlo simulation codes 
can be employed. The fact of exploiting a flexible and widely-employed Monte Carlo simula-
tion code such as FLUKA (Ferrari et al 2005, Battistoni et al 2007) automatically provides 
the possibility of dealing with different types of primary particles, gives access to detailed 
physical information, and includes an updated and benchmarked knowledge about fragmenta-
tion cross sections.

2.2.1. Monte Carlo simulations of infinitesimal beamlets. The events of injection of single 
primary ions in a water phantom were simulated using FLUKA. If all the events are generated 
in the same way, that is, if all the primary ions enter in the phantom in the same position, with 
the same energy and direction, then the resulting beamlet is called infinitesimal, since it has 
zero transverse size and no energy dispersion. The infinitesimal beamlet is the smallest and 
the most general, since its interaction with water corresponds to the average irradiation action 

Figure 1. Workflow for a TPS exploiting the BS model.
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produced by a single impinging ion, which contains all the information needed to reconstruct 
the irradiation action of any extended beam in water of the same energy. In reality, since a very 
large number of infinitesimal beamlets would be required to achieve a smooth superposition, 
it was preferred to simulate very small, but finite-size beamlets generated with a Gaussian 
source of 0.2 mm transverse sigma. These basic beamlets are called quasi-infinitesimal in 
what follows. The interaction with water of several quasi-infinitesimal beamlets of different 
energies was simulated, so as to cover the energy range of interest. For protons, the energy 
ranged from 50 to 250 MeV, while for carbon ions it ranged from 60 to 400 MeV u−1. The 
employed step between energies was 5 and 10 MeV u−1, respectively. In the phantom, about 
one hundred recording slices were positioned along the beamlet path to extract the relevant 
tracking information from the simulation. These slices had a thickness comparable to that of a 
cell nucleus (10 μm), and were placed transversely to the beam path. They were more densely 
located near the Bragg peak, where the dose gradient is higher. In correspondence of each 
slice the most important characteristics of each track passing through were recorded, such as 
tracking IDs, position, charge, rest energy, kinetic and deposited energy.

2.2.2. Creating the universal LUTs. The per-track data collected from the simulation was 
post-processed in order to derive a three-dimensional description of physical quantities 
such as the dose and the LET, and to apply the radiobiological modelling for the evalu-
ation of RBE-related quantities. The analysis was spatially resolved in the transverse 
plane by grouping the tracks in radial crowns according to their positions, exploiting the 
cylindrical symmetry around the beamlet axis. The extracted quantities became part of the 
LUTs, therefore they ought to be intensive and linearly superposable in order to permit 
the subsequent linear superpositions. The dose is an intensive and linearly-superposable 
quantity, while some of the other quantities treated by the present beam irradiation-out-
come computation model, such as the RBE or the cell survival probability, are markedly 
non-linear. However, workarounds to connect these quantities to linearly-superposable 
entities are possible, as it is shown.

Dose The dose was derived by cumulating the energy depositions from different tracks, sepa-
rated in slices and radial crowns, and normalising by the mass of the considered volumes 
and by the number of primary events. The mean dose per primary ion in function of the 
initial energy and of the position within the phantom was obtained, that is ⟨ ⟩ ( )D E z r, ,0 . 
A visualisation of the dose distribution corresponding to a quasi-infinitesimal beamlet of 
270 MeV u−1carbon ions is shown in figure 2 (top panel). The dose in a point →r  (reference 
system solidal with the traversed material) related to the composition of M beamlets, each 
corresponding to a different energy, position and/or direction, is then given by a linear 
superposition:

⟨ ⟩( ) ⟨ ⟩ ( )∑=
=

→ →D r w D r ,
i

M

i i
1

0
 (1)

  where wi is given by the number of primary ions belonging to the i-th beamlet.
LET-related quantities The quantities of interest are two, the track-averaged LET,

⟨ ⟩ =
∑ =

N
LET

LET
,

j
N

j1 (2)

  and the dose-averaged LET,
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⟨ ⟩ =
∑

∑
=

=

LET
LET

LET
,D

j
N

j

j
N

j

1
2

1

 (3)

  where N is the total number of tracks entering in the considered radial crown through its 
cross-sectional area A. They are not linearly-superposable entities, but can be expressed 
as combinations of the following linearly-superposable, intensive quantities: the mean 
track fluence per primary ion,

⟨ ⟩ =f
N

N A
,t

p

0
 (4)

  the mean energy transfer density per primary ion,

⟨ ⟩ρ =
∑ =

N A

LET
,e

j
N

j

p

0 1
 (5)

  and the mean dose-weighted energy transfer density per primary ion,

⟨ ⟩ρ =
∑ =

N A

LET
,e

j
N

j

p

0 1
2

2 (6)

  where Np is the total number of simulated primary events. The average LET in a point →r  
related to the composition of M beamlets can then be formulated through linear superpo-
sitions:

⟨ ⟩( )
⟨ ⟩ ( )
⟨ ⟩ ( )
ρ

=
∑

∑
=

=

→

→

→
r

w r

w f r
LET i

M
i e i

i
M

i t i

1
0

1
0 (7)

Figure 2. Mean dose per primary ion ⟨ ⟩ ( )D z r,0 , dose-averaged LET ⟨ ⟩ ( )z rLET ,D  and 
radiobiological ( )α z r,  parameter distributions for a quasi-infinitesimal beamlet of 
270 MeV u−1 carbon ions impinging on a water phantom. For the evaluation of the 
α distribution, the MKM parameters reported in Kase et al (2008) for human salivary 
gland (HSG) cells were used.
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⟨ ⟩ ( )
⟨ ⟩ ( )
⟨ ⟩ ( )
ρ

ρ
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∑

∑
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→
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w r

w r
LET .D

i
M

i e i

i
M

i e i

1
0

1
0
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 (8)

  Therefore, the ⟨ ⟩ ( )f E z r, ,t
0 , ⟨ ⟩ ( )ρ E z r, ,e

0  and ⟨ ⟩ ( )ρ E z r, ,e
0

2  quantities were also stored in 
the LUTs. The ⟨ ⟩LET D distribution for a quasi-infinitesimal beamlet of 270 MeV/u carbon 
ions is shown in figure 2 (central panel).

Radiobiological quantities The radiobiological quantities provide information about the 
efficacy of an ion irradiation in inducing specific biological effects. As already discussed, 
since both the radiation and the tissue quality change across the beam interaction region,  
a variable local radiobiological effectiveness is expected. The radiobiological effectiveness  
is described in terms of a local dose-response curve S(D), that gives the probability S for 
the local tissue to reach a certain end-point, after the tissue has received a dose D through 
the action of the local ionisation field (it is worth noting that in this paragraph, as every-
where else in the article, the term ‘local’ should be read as ‘at the voxel level’). In this 
work, as it is common, the considered end-point is the cell survival and the dose-response 
curve is parametrised according to the linear-quadratic (LQ) model:

S D e e .L D D2( ) 〈 〉= = α β− − − (9)

  The presence of the exponential is commonly motivated by the fact that a cell survives 
an irradiation in lack of induced lethal events, whose number L is expected to be Poisson 
distributed. The two parameters, α and β, which respectively regulate the linear and 
quadratic dose dependence at the exponent, can be used to concisely describe the dose-
response curve. This description in terms of cell survival is used also when considering 
functional, non-clonogenic end points. In most of the cases such description is justified, 
since radiation-produced functional deficits usually result from the depletion of func-
tional cells by cell killing (Hall and Giaccia 2006). In some others an explanation in terms 
of cell survival is not possible (e.g. nausea, fatigue, somnolence, acute edema, resulting 
from radiation-induced inflammatory cytokines), and even if the LQ parametrisation is 
still employed to describe the global dose-effect relationship, its use at the local level as 
outlined in the present model might not be appropriate.

  In the treatment planning with ions, the α and β parameters are usually estimated applying 
radiobiological models. The local effect model (LEM) and the microdosimetric kinetic 
model (MKM) are so far two of the most employed models. Their detailed explana-
tion is outside the scope of this document; the interested reader is referred to Friedrich  
et al (2012) and Hawkins (2009) (and citations therein), respectively. These models are 
able to provide an estimate for α and β related to an ion irradiation, starting from the 
information of the local field composition (the particle spectrum resolved in LET) and 
the αx and βx parameters for conventional x-ray irradiation. Exploiting them, the tracks 
information recorded from the Monte Carlo simulation was processed to generate three-
dimensional distributions of α and β for the interaction of quasi-infinitesimal beamlets 
with different tissues. An example of an obtained α parameter distribution is provided in 
figure 2 (bottom panel).

  Unfortunately, neither α nor β are linearly superposable. When M irradiation fields are 
superposed, a well-known rule for the computation of the global LQ parameters is the one 
proposed by Zaider M and Rossi (1980), which consists of the following dose-weighted 
averages:
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∑

∑
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β
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=
∑

∑
=

=

D

D
.i

M
i i

i
M

i

1

1

 (11)

  It can be shown that these summing rules are well in agreement with what is predicted for 
mixed fields by the LEM and the MKM in the range of applicability of the LQ formalism. 
Equations (10) and (11) suggest that the sought linearly-superposable quantities are the 
average number of lethal events per primary depending on α,

L D ,0 0〈 〉 〈 〉α=α (12)

  and the square root of the average number of lethal events per primary depending on β,

〈 〉 〈 〉β=βL D .0 0 (13)

  In this way the composition in the point →r  of the cell-inactivating effect of M beamlets can 
be written as an intensity-weighted superposition:

⟨ ⟩( ) ⟨ ⟩ ( )∑=α α
=

→ →L r w L r
i

M

i i
1

0
 (14)

〈 〉 ( ) 〈 〉 ( )→ →∑=β β
=

L r w L r ,
i

M

i i
1

0
 (15)

  and the quantities ⟨ ⟩ ( )αL E z r, ,0  and ⟨ ⟩ ( )βL E z r, ,0  could be included in the LUTs. Other 
radiobiological quantities such as the survival and the RBE-weighted dose can be easily 
derived. The survival is simply given by

⟨ ⟩ ⟨ ⟩= − −α βS e ,L L (16)

  while the RBE-weighted dose DRBE is just the x-ray dose Dx that produces the same 
survival probability of the specified ion irradiation, that is

D D S S
L L4

2
.x x

x x x

x
RBE

2

( )
(〈 〉 〈 〉)α α β

β
= = =

− + + +α β (17)

  It should be kept in mind that the RBE scaling is just one of the conversion factors that con-
tribute to the determination of the iso-effective dose in treatment planning IAEA-TRS461 
(2008). However, in this work we describe a method to compute the irradiation effect 
of single fractions, thus other important dose-equivalence concepts like the biologically 
effective dose (BED) are not involved.

  The described approach is bound to the LQ formalism, but is otherwise not constrained on 
a specific radiobiological modelling. That is, the LUTs can be filled exploiting a mixture of 
different radiobiological models and phenomenological findings, provided that their main 
traits can be formulated in terms of the α and β parameters. Unfortunately, the validity of 
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the LQ dose-response curve is questioned for high doses per fraction. Indeed, a transition 
to a purely exponential survival has been observed in several in vitro cell irradiation studies 
(Andisheh et al 2013), and citations therein). The dose level at which such transition occurs 
varies depending on the considered cell line, ranging from a few to several tens of Gy. 
According to what is stated in the review by Shibamoto et al (2012), the LQ model should 
be applicable up to a radiation dose approximately two-fold the alpha/beta ratio for x-rays. 
For this reason the proposed method has to be used with caution when assessing the effect 
of hypo-fractionated treatments. In order to overcome this limitation, the LQ formalism 
would have to be extended or abandoned in favour of a more general description of the 
tissue radiation response. For instance, the linear-quadratic-linear (LQL) model could be 
adopted, following the GSI practice (Kramer and Scholz 2006).

  The computed RBE varies not only in virtue of changes in the local particles spectra, but 
also depending on the biological characteristics of the tissue, the considered end point 
and the selected radiobiological model. Therefore, representative models of tissue radia-
tion response had to be selected when creating the LUTs, and for each of those different 

⟨ ⟩ ( )αL E z r, ,0  and ⟨ ⟩ ( )βL E z r, ,0  distributions were generated and tabulated. During treat-
ment planning, in each point of the patient the appropriate radiobiological part of the LUTs is 
selected as deemed appropriate to emulate the local tissue radiation response. Ideally, there 
should be a general consensus on the set of tissue models to be considered as representative, 
in order to facilitate the comparison of the clinical results from different centres, but today 
the reality is that different modelling approaches are followed by the various institutions. 
Then the radiobiological part of the LUTs cannot presently be that universal and often need 
to be recomputed on a per-centre basis, starting from the universal physical properties of 
the quasi-infinitesimal beamlets. For the scope of this work, the radiobiological modelling 
adopted by the CNAO centre was implemented, as detailed in section 3.1.

2.3. Modelling the beam optics of a specific beam line

The specificities of a beam line are manifested in its beam optics, that is the evolution of 
the beam phase space around the isocenter, in the absence of a target. We adopted a general 
modelling, applicable to different beam lines, which extends that proposed in Grevillot et al 
(2011). The simplest aspects of beam optics theory are applied, adopting the description for a 
beam composed of identical particles, free of mutual interactions, and propagating in vacuum. 
The effect produced by the scattering in air around the isocenter is included as an additional 
average divergence.

Choosing the Z axis as coincident with the beam axis and pointing towards the beam propa-
gation, the time-independent phase space density at a given z  =  z* plane can be written as 

( )′ ′f x x y y E, , , , , where x and y identify the position on the plane, =′x x zd /d  and =′y y zd /d  the 
slope of the trajectories and E the energy. If z* is the position at which the entrance face of a 
water phantom is located, one can exploit the phase space density f as the weighting function 
in the superposition of an infinite number of infinitesimal beamlets for deriving the composite 
beam outcome in water (section 2.4). The phase space can be decomposed in two independ-
ent phase spaces, one for the energy ( longitudinal phase space) and the other for the spatial 
attributes, that is positions and directions ( transversal phase space). In addition, the spatial 
part of the phase space can be further split along X and Y. We obtain:

( ) ( ) ( ) ( )=′ ′ ′ ′= = =f x x y y E g x x g y y g E, , , , , , .z z z z z z* * * (18)
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The use of the letter g to designate the single phase-space distributions is not accidental, since 
in the BS model these probability distributions are assumed to be Gaussian, as it is often the 
case in beam optics theory. For some beam lines, however, the experimentally-determined 
phase space density does not resemble a Gaussian distribution; in such cases, the modelling 
here proposed can still be applied, provided that one first decomposes the non-Gaussian phase 
space density in the superposition of Gaussian phase space densities, as proposed in Fuchs  
et al (2012).

2.3.1. The longitudinal phase space. The longitudinal phase space density is the combina-
tion of the energy spread coming from the acceleration and energy-selection systems with the 
energy spread due to the presence of material on the beam path.

When the interaction with passive elements is the main source of longitudinal peak modu-
lation, the representation through an energy spectrum is not the most efficient. A description 
that considers the probability distribution of the water-equivalent thicknesses (WETs) tra-
versed by the different ions in the beam would be more natural (e.g. Weber and Kraft 1999, 
Bourhaleb et al 2008, for two reasons:

 – The straggling and fragmentation effects occurring in passive materials are more naturally 
included in that description. In fact, the Bragg peak produced in a water phantom by a beam 
that has traversed a passive element corresponding to a thickness ∆z of water-equivalent 
material can simply be obtained by removing the first ∆z at the phantom entrance from 
the Bragg peak that the same beam produces without previous interactions. The reason 
resides in the very concept of water equivalence. In this way, the shape of the so-obtained 
peak already includes the effects of the additional straggling and fragmentation. If the 
passive element corresponds to a distribution of WETs, rather than a single WET, the 
resulting Bragg peak can be obtained with the weighted superposition of shifted replicas 
of the non-interacting-beam peak. This can be represented as a mathematical convolution 
between the WET distribution w(z), reflected about the y-axis, and the original Bragg 
peak shape d(z; E*) for a certain impinging beam energy E*:

( ) ( ) ( ) ( )∫− = − −′ ′ ′w z d z E w z d z z E z* ; * ; * d . (19)

  The negative sign in w(−z) accounts for the fact that positive WETs correspond to nega-
tive shifts.

 – The energy spectrum varies depending on the nominal beam energy, while the representa-
tion of the passive element with a WET distribution is energy-independent. In this way 
a single distribution is sufficient to characterize the beam line and can be more easily 
determined.

Following these motivations, in the BS model the longitudinal phase space description is 
extended beyond the conventional form, adding a WET distribution. Since the possibility of 
specifying a spread in energy could still be useful to model the energy dispersion from non-
passive sources, a Gaussian energy term is left in the phase space density. Its interpretation 
is the following: the pristine Bragg peak to be used in the WET convolution corresponds to 
a beam impinging on the passive elements that is characterised by a Gaussian energy distri-
bution. The longitudinal phase space density is then modified in f w z g EL ( ) ( )= �  and the 
convolution becomes

( ) ( ( )) ( ) ( ( ))∫− = − −′ ′ ′w z d z g E w z d z z g E z* ; ; d . (20)
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The symbol g has not been used for the WET distribution because in general the WETs are 
not Gaussian distributed. In order to approximate distributions of arbitrary shapes, a discrete 
probability distribution is used, in the form

( ) ( )∑ δ= −
=

w z w z z .
k

N

k k
1

z

 (21)

2.3.2. The transverse phase space. The following description is restricted to the ( )′x x,  phase 
space, the treatment along ( )′y y,  being independent and identical. According to beam optics 
theory, the ( )′x x,  phase space density is described in the BS model by a bivariate Gaussian 
distribution:
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In general, the beam is divergent; this makes both the spot width σx and the correlation ρ ′xx  to 
depend on z according to

( ) ( ) ( )σ σ σ= + − ′z z z zx x s s x
2 2 2 (23)

( ) ( )
( )

ρ
σ

σ
=

−
′

′z
z z

z
,xx

s x

x
 (24)

where zs is the virtual source position, that is the location at which the beam is at its maximum 
convergence (minimum σx). In contrast, xσ ′ is constant, since we are considering independent 
particles propagating in vacuum.

2.3.3. Extracting the beam optics from commissioning data. In order to apply the BS model 
to a specific beam line, the related beam optics must be deduced from the set of measurements 
performed to characterise the delivery. The usual collection of commissioning measurements, 
constituted by integral depth-dose profiles in water and 2D spot profiles at different positions 
in air around the isocenter for a representative set of irradiation configurations, together with 
some notions about the beam-line design, are sufficient for this purpose. However, also other 
types of experimental data (e.g. 2D spot profiles at different depths in water) can be exploited, 
whenever available.

We developed a complex fitting strategy to exploit the commissioning information in a 
comprehensive way. The accelerating and delivery system is described as a cascade of dif-
ferent beam-modifying components. Each component is characterised by a transfer function 
that provides the phase-space density transformation experienced by an impinging beam. 
The sequential application of the transfer functions therefore produces the evolution of the 
phase space density across the nozzle. The components may correspond to real objects in the 
beam line, or just be black boxes reproducing in a simplified manner the phenomenology of 
composite and, possibly, poorly known parts. For instance, the whole accelerating system 
is usually modelled as a single component transforming an initial infinitesimal phase space 
density to the phase space density at the end of the vacuum pipe. Other examples of modelling 
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components are range shifters and ripple filters. As a matter of fact, most of the passive ele-
ments in the beam path, included the beam monitor chambers and the interleaved air layers, 
can be modelled as equivalent range shifters.

Each transfer function is parametrised in function of some physical attributes of the related 
component, such as its position, composition, shape, etc. Depending on the amount of avail-
able information on the beam line design, each parameter may be fixed or subjected to vary 
within a more or less restricted range. The parameters that are not fully determined by known 
constraints are fixed through an optimisation procedure. Starting from a first guess for the 
free parameters, the phase space density at the nozzle exit is derived through the application 
of the transfer functions of the present components. Then, the transverse phase space density 
evolution around the isocenter is computed according to (23) and (24) and compared with the 
measured behaviour for the spot size in air. At the same time, through the weighted beamlet 
superposition (section 2.4) the obtained longitudinal phase space density is used to compute 
the Bragg peak profiles in water, which are also compared with the experimental data. The 
deviations with respect to the measured data are traduced in a cost function, whose iterative 
minimisation leads to an optimised choice for the parameters.

All the experimental points are simultaneously fitted. It is especially helpful to dispose of 
measurements relative to different beam-line set-ups, so to increase the number of mathemati-
cal constraints and reduce the degeneracy of the solutions. For instance, taking experimental 
data in the presence/absence of removable passive elements such as ripple filters provides 
more information on the permanent components and permits to isolate the contribution of the 
removable items. Ideally, the derived beam-line description should be physically meaningful 
and close to the real set-up in order to be trusted when extrapolating to configurations lacking 
of experimental characterisation. An example of this is the prediction of the beam phase space 
densities for nominal energies not considered during commissioning.

It is important to underline that the described commissioning procedure, performed on the 
base of physical quantities such as depth-dose profiles, provides also the information needed 
to determine the radiobiological beam effectiveness. That is, the derived phase space densities 
are applicable as weight functions to the superposition of all the linearly-superposable quanti-
ties listed in section 2.2.2.

2.4. Evaluating the beam irradiation quantities

The computed beam phase space density at the patient’s entrance is used as weight for the 
superposition of the beamlet irradiation actions. For the sake of simplicity, here the superposi-
tion is described using integrals, as a continuous sum of an infinite number of infinitesimal 
beamlets, while in practice a discrete superposition is performed, summing a finite number 
of quasi-infinitesimal beamlets. All the concepts and formulae related to the discretisation of 
the beamlets superposition are reported in the appendix. The superposition can be performed 
either in water, and the resulting beam irradiation quantities mapped to the patient through 
a single ray-tracing and WEPL-scaling operation (section 2.4.1), or directly in the patient, 
thereby accounting for the traversed inhomogeneities within the ray-tracing of each beamlet 
(section 2.4.3). In section 2.4.2 the general WEPL mapping methodology is presented.

2.4.1. Superposing the action of beamlets in water. The objective is to evaluate the irradia-
tion quantities of a beam when it impinges on a water phantom. In order to allow a corre-
spondence with the irradiation action in the patient, the phantom’s front face and the patient’s 
entrance must be located at the same z  =  z* position along the beam line, so to share the same 
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incoming beam phase space density. The beam irradiation quantities in water are to be com-
puted combining the beam phase space density at the entrance with the beamlets irradiation 
quantities pre-evaluated and stored in the LUTs. Each of the linear quantities per primary ion 
of section 2.2.2 (⟨ ⟩D 0, ⟨ ⟩ft

0, ⟨ ⟩ρe 0, etc...), hereafter generically indicated with ξ0, is thus convo-
luted with the phase space density f at z  =  z*. It is convenient to start applying the longitudinal 
phase space. If just an energy spread is present, then:

r z g E E r z E, , , d .L
0 0( ) ( ) ( )∫ξ ξ= (25)

When also a WET distribution w(z) is present, the previous equation is extended to

( ) ( ) ( ) ( )∫ ∫ξ ξ= − −′ ′ ′r z w z g E E r z z E z, , , d d .L
0 0 (26)

So far, the cylindrical symmetry of the beam has been preserved. Now that we are going to 
account for the transverse spread, a Cartesian representation must be used in order to deal with 

possible spot asymmetries. The beam irradiation quantity per primary ion ( )ξ →rB
0  is evaluated at 

( )=→r x y z, ,  by applying the transverse phase space to ( )ξ r z,L
0 :

( ) ( ) ( ) ( ( ) ( ))∫ ∫ ∫ ∫ξ ξ= | × − | ⋅ −′ ′

′ ′

→ → → → → → →r g x x z g y y z u r r u r r
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, ; * , ; * ,
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(27)

The vectors ( )=→r x y, , 00 0 0  and ( )=
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+ +

→u x y, , 1
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2

 have been used to identify, respec-

tively, the position and orientation of beamlets at the phantom entrance.
The equations (26) and (27) can then be exploited to generate beam-line-specific LUTs. 

These LUTs contain the beams irradiation quantities in water corresponding to the beam-
optics configurations that are relevant for a treatment. Typically, the beam optics depends on 
the particle type (e.g. protons and carbon ions), the nominal energy, the insertion of passive 
elements (range shifters, ripple filters) and the position along the beam line. For some beam 
lines, also changes in the beam optics depending on the magnetic scanning position and on 
the orientation of the gantry have to be considered. A discrete set of representative configu-
rations is stored in the beam-line-specific LUTs, sampling appropriately the set of possible 
combinations.

2.4.2. Mapping the beam irradiation quantities to the patient through the WEPL approach. The 
WEPL approach allows creating a correspondence between the path length of a particle in a 
heterogeneous material and its equivalent path length in water. The two paths are equivalent 
in the sense that a particle loses the same average energy while traversing them. By equating 
the energy loss in the two media, an infinitesimal path length ld m in a certain material can be 
mapped to its water-equivalent ld w:

l
S

S
ld d .w

m m

w w
m

ρ
ρ

= (28)

Here, the definition of mass stopping power =
ρ

S E

l

d

d
 has been used. The total water-equivalent 

path length can then be computed integrating (28), taking into account the variations of 
ρ
ρ

S

S
m m

w w
 

along the particle track. Since the stopping power ratio is weakly dependent on the particle 
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type and energy, it can be considered as a local property of the material only. For biological 
materials this assumption is justified as the error introduced is typically less than 1%.

The BS model uses these concepts to map the beam irradiation quantities in water as con-
tained in the LUTs to the patient geometry. The correspondence is made on the base of the 
WEPL along the central beam axis, according to the following procedure:

 – Ray-tracing operations are performed in the voxelized CT volume to identify the seg-
ments of the beam axis belonging to different traversed materials.

 – A stopping power ratio is assigned to each CT voxel, exploiting a CT-scanner-specific 
curve that relates Hounsfield numbers to stopping power ratios.

 – WEPLs are attributed to each position along the beam axis, integrating (28).
 – For every position ( )=→r x y z, ,m m m m  in the beam coordinate system, the projection on the 

beam axis zm is rescaled to zw according to the WEPL and a water-equivalent position 
( )=→r x y z, ,w m m w  is obtained.

 – The beam irradiation quantity ξ in water is then sampled at →rw and associated to the con-
sidered point →rm in the patient.

As a result, the beam irradiation quantities taken from the LUTs are longitudinally stretched 
according to the patient’s inhomogeneities along the beam axis. A transverse stretching should 
also be applied, to account for the variations in multiple scattering occurring in high-density 
materials, as suggested in Szymanowski and Oelfke (2002). This correction has not yet been 
implemented in the BS model.

Notice that as a consequence of the coordinate transformation of (28) some of the quanti-
ties stored in the LUTs would require a re-normalization in order to preserve the conservation 
of energy. For instance, for the dose holds:
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 (29)

However, since it is common practice for TPS’s to evaluate the dose-to-water in place of the 
more realistic dose-to-medium (see the discussion in Paganetti (2009)), this rescaling is not 
required. This aspect must be taken into consideration when comparing the output of a TPS 
with that of a Monte Carlo simulation, since the last natively provides the dose-to-medium. 
In the BS model, these considerations apply as well to the other computed quantities, so the 
track-averaged-LET-to-water and dose-averaged-LET-to-water are computed, instead of their 
‘to-medium’ counterparts.

2.4.3. Superposing the irradiation action of beamlets in the patient. Clearly, the choice of 
using the WEPL along the beam axis for the rescaling of the whole beam is a significant 
approximation. The bigger are the transverse inhomogeneities and the lateral beam extent, the 
larger is the inaccuracy. In order to improve the treatment of inhomogeneities, it is necessary 
to employ more ray-tracings per beam.

A natural possibility with the BS model is to exploit the decomposition of the beam in 
beamlets. Namely, if the superposition of the beamlets irradiation quantities is realised directly 
in the patient, mapping the quantities of each beamlet from water to tissue according to the 
WEPL scaling defined along the beamlet axis, each portion of the beam irradiation quantities 
is deformed according to a more local WEPL and a more faithful representation of the beam 
propagation is achieved.
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The larger the number of beamlets, the more precise the treatment of heterogeneities is. 
However, when thousands of beamlets are employed the combination of irradiation quantities 
becomes too computationally demanding to be evaluated during treatment planning. To limit 
the number of beamlet components to be traced in the patient to the order of a hundred, finite-
size beamlets are to be used instead of the quasi-infinitesimal ones. Therefore, the irradiation 
quantities in water of a set of small but finite-size beamlets is computed at the BS model com-
missioning stage, through the superposition of the irradiation quantities of the quasi-infinitesi-
mal beamlets. In the present use, zero-divergence, symmetric beamlets of 0.5–1 mm sigma are 
pre-computed. The action of the longitudinal phase space density is included as well in this 
pre-superposition, since it does not depend upon the presence of heterogeneities.

The status of the implementation of PlanKIT is such that no particular effort has been made 
so far to optimise computing times. For this reason, the simulation of a clinical treatment 
plan presently takes some hours when about one hundred beamlets per beam are traced in the 
patient to better deal with heterogeneities. The computing time can be substantially reduced 
by parallelising key portions of the code.

2.4.4. Computing the outcome of a single fraction. The procedure described so far deals with 
the evaluation of the linear irradiation quantities per primary ion produced by single beams, 

ξ B
0 . Through linear superposition, each irradiation quantity ξF produced by an intensity-mod-

ulated ion field (a single treatment fraction) can be computed:

( ) ( )∑ξ φ ξ=
=

→ →r r ,
i

M

i iF
1

B,
0

 (30)

where φi is the intensity (number of primary ions) of the i-th beam and M is the number 
of beams. Then, the linearly-superposable quantities { }ξF  can be combined as described in 
section 2.2.2 to derive the non-linearly-superposable quantities (dose-averaged LET, RBE-
weighted dose, survival).

3. Results and discussion

The dose computation capabilities of PlanKIT were benchmarked against experimental data 
and FLUKA and Syngo® simulations, in order to evaluate the correctness of the implementa-
tion and provide some confidence in the BS model usage (sections 3.2–3.6). Five irradiation 
configurations were considered: single spots, square monoenergetic fields and cubic spread-
out Bragg peaks (SOBPs) in homogeneous materials, single beams in a simple heterogeneous 
geometry and a clinical case. It is worth stressing that it is not part of this work to provide a 
complete assessment of the clinical usability of the BS model. In addition, in section 3.6.3 
some computations are presented to show the kind of analysis the BS model allows. In sec-
tion 3.1 the operations performed to commission the BS model on the employed beam line 
are reported.

3.1. Commissioning the BS model for the CNAO facility

The BS model has so far been successfully commissioned to the CNAO and WPE 
(Westdeutsches Protonentherapiezentrum Essen) beam lines. For the sake of brevity, here just 
the results relative to the horizontal beam line located in the treatment room 3 of CNAO 
are shown. The CNAO is equipped with a synchrotron and employs quasi-discrete scanning 
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(defined in the ICRU Report 78 (2007)), so the amount of material placed on the beam is 
rather limited. It consists of the vacuum-pipe extraction window, two monitor chambers and 
about 1 m of air. When irradiating with carbon ions, two triangular ripple filters of 2 mm each 
are added before and after the monitor chambers to achieve an optimal longitudinal beam 
spread and shape (Giordanengo et al 2015). The accelerator beam extraction line can be con-
figured to provide different spot sizes; so far a single spot size is in use for protons and two 
for carbon ions.

According to the procedure described in section 2.3.3, the CNAO beam line was modelled 
as a cascade of simplified beam-modifying components. Several components were identi-
fied: a proton accelerator, two carbon-ion accelerators (one for each beam tuning), a ripple 
filter and a few water-equivalent range shifters (to account for the effect produced by the 
extraction window, the beam monitors and the surrounding air). The transfer functions of  
the accelerator components were used to produce the beam phase space density just before the 
vacuum extraction window. For simplicity such phase space density was considered as origi-
nated from a point-like source, constraining ρ =′ 1xx . The dependence of the σx, σ ′x , σy, σ ′y , µE 
and σE parameters on the nominal beam energy was described using low order polynomials, 
in this way imposing a correlation among nominal energies. The action of the components on 
the longitudinal and transverse phase space densities was separately managed. The longitu-
dinal transfer functions were realised in terms of the WET distribution w(z) of section 2.3.1 
and were independent of beam energy, as it is expected from physical considerations. The 
transverse transfer functions were formulated according to the scattering theory of Highland 
(1975), which permits to parametrise the increase in spot size and divergence in function of 
material properties (thickness, density and radiation length) and beam energy. Each of the 
transfer functions parameters was assigned a limited range of variability, accounting for the 
known beam-line specifications. The parameters were then fixed fitting experimental data.

As experimental data we exploited the measurements at CNAO for the commissioning of 
its Syngo® RT Planning installation. This data set consisted of integral depth-dose profiles in 
water and transverse spot profiles at several positions along the beam direction, for different 
nominal energies and nominal beam spot sizes, with and without the ripple filters. All data 
were fitted simultaneously.

In figure 3 a glimpse of the results of the beam model commissioning is provided. The 
proton and carbon-ion depth-dose curves were fitted with high accuracy, satisfying the  
2%–0.5 mm γ-index criteria everywhere. The derived WET transfer function for a single rip-
ple filter showed roughly evenly-distributed weights in the 0.5–2 mm range, as expected from 
a triangular ripple filter of 2 mm thickness. The found relative energy spread at the vacuum 
exit window was about 0.1%, a value compliant with the accelerator physicists’ estimates. 
The evolution of proton spot sizes in air was also adequately fitted, with deviations mostly 
below 3%, except for a few points where differences up to 10% were obtained. These differ-
ences originated both from limitations in the simplified modelling of the beam line and from 
fluctuations in the experimental determination of the spot sigma (the experimental uncertain-
ties were estimated to be within 0.3 mm). With carbon-ion beams, the fit residuals were below 
0.3 mm everywhere. In evaluating these results, one should consider that at CNAO long-term 
variations of the spot sigma smaller than 10% and 0.4 mm are tolerated, according to the con-
siderations of Chanrion et al (2013). Tilted elliptical spot shapes were reported by the CNAO 
medical physicists for high-energy carbon-ion beams, but lacking a full characterisation of the 
effect such tilt could not be included in the modelling. The extrapolated proton and carbon-
ion beam phase space densities at the vacuum exit window showed the anticipated decrease 
of spot size and divergence with increasing beam energy. The beam spread and divergence 
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were found to be more important on the vertical plane (y-axis in figure 3) as compared to the 
horizontal one.

At CNAO, a FLUKA-based simulation tool is in use for research and verification purposes 
(Tessonnier et al 2014). This tool has been tuned to reproduce the same commissioning data 
set considered in this work. Its availability enabled us to check the output of PlanKIT against 
a complete FLUKA simulation (sections 3.5 and 3.6).

As for the radiobiological modelling, the same tissue response made available by Syngo® 
and used for clinical carbon-ion treatment planning at CNAO and HIT was implemented in 
the PlanKIT LUTs. It consisted of the brain radiosensitivity predicted by the LEM (version I) 
using the parameters specified in (Krämer and Scholz 2000).

3.2. Evaluation of single beams in a homogeneous phantom

Proton and carbon-ion beam spot profiles were measured after the traversal of different thick-
nesses of water-equivalent material, in order to check the enlargement of beam size with 
depth. The measurements were performed using the Lynx® device, a scintillation screen cou-
pled with a CCD camera detector distributed by IBA-Dosimetry (Schwarzenbruck, Germany). 
This device has a sensible area of ×300 300 mm2 and a resolution of 0.5 mm (Lin et al 2013). 

Figure 3. Sample view of the BS model tuning based on the CNAO commissioning 
data. Upper part: extraction of the ripple-filter w(z) distribution and of the energy spread 
σE produced by the carbon-ion accelerator through the fit of experimental carbon-ions 
depth-dose curves in water, in presence and absence of the two ripple filters. Lower 
part: derivation of the virtual protons source produced by the protons accelerator at the 
vacuum exit window from the fit of protons spot-size evolution in air.
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Originally designed for being used with photon and electron beams, the Lynx® has been 
characterized and is now extensively being used with proton beams, showing good results. 
With the help of IBA-Dosimetry, tests were performed at CNAO to check its reliability with 
carbon-ion beams, obtaining performances comparable to the ones showed with protons. This 
validation is out of the scope of this paper; related measurements will be referred to in the 
product data sheet. The Lynx® device was placed on the treatment table behind a water-equiv-
alent solid phantom, realised with variable number of stacked RW3 slabs (PTW-Freiburg, 
Germany), whose entrance face was kept positioned at the isocenter. Experimental data were 
collected for the lowest, middle and highest clinical energies (62.28, 147.72 and 226.91 MeV 
u−1 for protons, and 115.23, 279.97 and 398.84 MeV/u for carbon ions), sampling at different 
positions along the Bragg peak (0, 20, 80, 140, 200, 250 and 300 mm depth in RW3). The spot 
intensity profiles were fitted with a two-dimensional Gaussian function in order to extract the 
spot sigmas along X and Y.

For protons, the difference between the spot sigmas measured and simulated by PlanKIT 
was lower than 5% and 0.3 mm in all conditions but at the end of the range with the highest 
beam energies, where overestimates up to 10% and 0.7 mm were observed. Since, as we said 
previously, at CNAO long-term variations of the spot sigma smaller than 10% and 0.4 mm 
are tolerated and since discrepancies of the order of 10% were already obtained during the 
commissioning of the beam model (see section 3.1), such level of disagreement with the meas-
urements can be expected. With carbon ions the measurements confirmed the tilt of the spot 
profiles at high energies, which was not handled in the commissioning of the BS model. This 
resulted in a systematic 4–10% underestimate (overestimate) of the spot width along x (along 
y) at middle-high energies. At low energies the agreement was better than 3%.

3.3. Check of the low-dose contributions

Proton and carbon-ion scanned fields of different sizes (4, 6, 8, 10, 14 and 19.6 cm) were 
realised with square grids of equally-weighted spots, for different energies (62.28, 147.72 
and 226.91 MeV u−1 for protons; 279.97, 342.07 and 398.84 MeV u−1 for carbon ions). The 
spot inter-spacing was 2 mm. A water phantom (model 41023, PTW-Freiburg) was placed on 
the treatment table with its entrance face positioned at the isocenter. The ionization charge 
was collected at the centre of the fields at different depths (21, 104.8, 209.6 and 275.5 mm) 
through the use of a Markus chamber (model 34045, PTW-Freiburg) connected to a reference 
class electrometer (UNIDOS webline, PTW-Freiburg). A correction to account for variations 
in ambient air temperature and pressure was applied. Three consecutive measurements were 
performed for each point and the mean value and standard deviation were computed. The 
standard deviation was globally smaller than 0.5%. Then, field size factors were obtained for 
both protons and carbon ions by normalising the collected charge by that corresponding to the 
×10 10 cm2 field. Measuring the dose in the centre of square monoenergetic fields made of 

evenly spaced spots of equal intensity provides a way to check whether the modelling of the 
low-dose envelope for a single spot is sufficiently accurate (Sawakuchi et al 2010, Grevillot 
et al 2011). In fact, the dose measured in the centre of the field increases with the field size 
due to the contributions coming from the dose halos of the spots added at the field boundary.

The field size factors were estimated by PlanKIT with remarkable accuracy. Concerning 
the irradiation with proton fields, the percentage difference between the field size factors 
measured and evaluated by PlanKIT was lower than 1% for the 78% of the points, lower than 
2% for 96% of the points, and lower than 3% for all the points. With carbon ions the differ-
ence was lower than 0.5% for 93% of the points and better than 1% for all the points. This 
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successful comparison is an indirect confirmation of the validity of the FLUKA description 
of nuclear interactions, since the universal beamlet quantities in water were derived from 
FLUKA simulations (section 2.2.2).

3.4. Evaluation of cubic SOBPs in a homogeneous phantom

Cubic SOBPs of different sizes and in-depth positions (listed in table 1) were irradiated in 
RW3 with both proton and carbon ions, with homogeneous RBE-weighted doses of 2 and 3 
Gy (RBE), respectively. The measurements were performed placing the Lynx® device on the 
treatment table behind a variable amount of stacked RW3 slabs, with the entrance face posi-
tioned at the isocenter. A flat-field correction was applied to the Lynx® output images in order 
to compensate for the variation of gain across the sensitive area. Such correction was derived 
comparing the Lynx® acquisition with the measurement performed with a Gafchromic EBT3 
film (International Specialty Products, Wayne, NJ, USA), when delivering a ×15 15 cm2 
monoenergetic field of uniform fluence in air at the isocenter. The irradiation of the SOBPs 
was planned using the Syngo® RT Planning (VB10) TPS clinically used at CNAO. The set-up 
was then simulated with PlanKIT and the resulting physical dose distributions were compared 
to the measured data. Since the Lynx® output was given in arbitrary units, the integral intensity 
of each image was normalised to the PlanKIT integral dose at the same depth.

The comparisons over the carbon ion SOBPs were satisfactory, obtaining always more than 
98% of the surface with the 3%–3 mm three-dimensional γ-index less than 1. For the proton 
SOBPs, the dose ripple in positions far from the isocenter were underestimated in the PlanKIT 
calculation (as shown in figure 4), leading to 91–95% of the surface with the 3%–3 mm three-
dimensional γ-index less than 1 at the distal part of the two deepest SOBPs (for depths in the 
phantom greater than 23 cm). A closer look revealed that the minor ripple was ascribable to a 
too large computed spot size at high depths. Such observation matches with the discrepancies 
observed for single spots (section 3.2). In contrast, for the two shallower proton SOBPs, and 
in general for all depths in the phantom smaller than 23 cm, more than 98% of the surface was 
passing the 3%–3 mm 3D γ-index criteria.

The few observed discrepancies can be ascribed (at least partially) to limitations in the 
BS model commissioning process, and specifically to the use of a commissioning beam data 
library not tailored for the tuning of the BS model. However, we cannot exclude the eventu-
ality of a concurrent problem in the dose computation algorithm. Further investigations are 
needed to locate and solve the issue.

Table 1. Configurations considered for the measurement of the cubic SOBPs in the 
RW3 phantom.

Particle SOBP size (cm3)
SOBP range 
(mm) Depths (mm)

p × ×10 10 10 35–135 21.0, 84.9, 105.8, 140.4
× ×10 10 10 135–235 21.0, 84.9, 140.4, 175.0, 205.4, 241.0
× ×3 3 3 235–265 21.0, 84.9, 105.8, 175.0, 241.0, 255.7, 270.4

× ×5 5 5 265–315 21.0, 84.9, 140.4, 205.4, 270.4, 295.5

12C × ×6 6 6 60–120 25.2, 65.0, 95.4, 115.3
× ×6 6 6 120–180 25.2, 115.3
× ×6 6 6 180–240 25.2, 95.4, 175.0, 214.8, 234.8

Note: All depths and ranges are expressed as water-equivalent.
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3.5. Evaluation of single beams in a heterogeneous phantom

We also tested the BS model performances in the presence of important material heterogeneity. 
We simulated with FLUKA and PlanKIT a set-up inspired from Soukup et al (2005), which is 
illustrated in figure 5(a). Monoenergetic beams were directed towards a heterogeneous phan-
tom consisting of four adjacent homogeneous blocks made of different materials. The beams 
were first traversing a slab of 1 cm depth skin tissue (HU  =  74), then passed through a com-
posite slab of 1 cm depth made up of bone (HU  =  1524) on one side and of lung (HU  =  −741) 
on the other, and finally crossed an extended region of soft tissue (HU  =  0). The dose-to-tissue 
computed by FLUKA was converted to dose-to-water in order to perform a meaningful com-
parison with the dose-to-water provided by PlanKIT, as discussed in section 2.4.2.

Figure 5 reports an extract of the results of the comparison. Few minor differences were 
observed. First, a small overestimation of the beam range was found for all energies (at most 1 mm 
difference at high energy). This is likely arising from small differences between the conversion 
from Hounsfield numbers to WEPL implemented in PlanKIT and the one from Hounsfield num-
bers to material properties set in Fluka. In any case, this discrepancy was found to be of limited rel-
evance when simulating clinical conditions (as shown in section 3.6.2). In addition, since beamlets 
of 0.5 mm sigma were employed in the superposition, the dose distributions produced by PlanKIT 
were slightly smeared; this led to visible discrepancies in the high-gradient region between the two 
peaks, where a different extent of the lateral dose fall-offs was observed. All in all, PlanKIT repro-
duced fairly well the beam perturbation caused by the presence of the material discontinuity, with 
results comparable to those reported in similar studies (Soukup et al 2005, Grevillot et al 2012).

3.6. Evaluation of a treatment plan

In order to assess the BS model accuracy in clinical conditions, we simulated with PlanKIT 
the irradiation of a clival chordoma, exploiting the DICOM data set of a patient treated  
at CNAO.

Figure 4. Comparison of measured and PlanKIT-computed transverse dose distributions 
at six different depths along the deepest irradiated proton SOBP (265–315 mm range). 
The drawn isodose lines correspond to the 0.6, 0.9, 1.2, 1.5 and 1.8 Gy dose levels.
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3.6.1. Comparison with Syngo®. The actual clinical treatment was planned at CNAO with the 
Syngo® software, using two laterally-opposed carbon-ion beams. As it is done routinely, the 
radiosensitivity of brain tissue was attributed to the whole head, using the LEM I with param-
eters specified in Krämer and Scholz (2000). According to the clinical protocol for skull-base 
chordoma, an RBE-weighted dose of 70.4 Gy (RBE) divided in 16 fractions of 4.4 Gy (RBE) 
each was prescribed to the target volume. The main irradiation constraints specified for this 
particular case were a maximum RBE-weighted dose of 30 Gy (RBE) to the brain stem and a 
maximum RBE-weighted dose of 60 Gy (RBE) to the pharynx. The RBE-weighted dose to the 
parotid glands was kept as low as possible without compromising the target coverage.

A single fraction of the delivered treatment was simulated with PlanKIT, and the produced 
physical and RBE-weighted dose distributions were compared with those reported by Syngo® 
(figure 6). The two physical dose distributions were found to be remarkably similar, with 
the 3%–3 mm γ-index criteria satisfied everywhere. On the other hand, the corresponding 
RBE-weighted dose distributions differed sensibly, since the RBE-weighted dose predicted 
by PlanKIT was found to be everywhere 2–3% lower than that estimated by Syngo®. The 
observed difference in RBE scaling may result from either a different modelling of fragmenta-
tion or a slightly different implementation of LEM I, or both. However important this discrep-
ancy might seem, it did not prevent the RBE-weighted dose distribution to pass the 3%–3 mm 
γ-index criteria in more than 98% of the PTV and in more than 99% of the patient volume 
having a dose greater than 1% of the maximum.

3.6.2. Comparison with FLUKA. As an additional test, we planned from scratch with 
PlanKIT a carbon-ion treatment using the CT images and structures of the same clinical study 
of section 3.6.1, and we checked the resulting physical dose distribution against a FLUKA 
simulation. We kept the clinical set-up of two laterally opposed fields, while we altered the 
prescription, requesting the delivery of a homogeneous RBE-weighted dose of 3 Gy (RBE) to 
a smaller PTV (target of the boost irradiation fractions) and avoiding the setting of constraints 
on organs at risk, in order to simplify the comparison. Also in this case the LEM I brain  
tissue radiosensitivity was adopted. The two fields were concurrently optimised with PlanKIT, 
using the intensity modulated particle therapy (IMPT) technique, as defined in Lomax (1999). 
The optimised spot intensities were then provided as input to FLUKA for the computation of 

Figure 5. Comparison of FLUKA and PlanKIT dose-to-water distributions for carbon-
ion beams hitting a lateral heterogeneity. (a) Isodose lines in the central plane of the 
250 MeV u−1 beam. (b) Integrated depth-dose profiles for 150, 250 and 350 MeV u−1 
beams.
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the physical dose. A scoring-grid resolution of × ×2 2 2 mm3 was employed in PlanKIT and 
Fluka.

A view of the obtained results is presented in figure 7. Differences between the physical 
dose distributions produced by PlanKIT and FLUKA were visible both in the entrance path 
of the fields and in the PTV. However, these discrepancies are tolerable since the 3%–3 mm 
γ-index criteria was satisfied in 95.5% of the PTV and in more than 99% of the patient volume 
having a dose greater than 1% of the maximum. Most of the differences in the PTV arose from 
a 1 mm range overestimation by PlanKIT for each field, in conformity to what reported for 
single beams (section 3.5). A good agreement between the RBE scaling evaluated by the two 
tools was found, except at the patient entrance and at the center of the PTV where discrepan-
cies up to 2% were observed. Considering the RBE-weighted dose, the 3%–3 mm γ-index 
criteria was satisfied in 95.9% of the PTV and in more than 99% of the patient volume having 
a dose greater than 1% of the maximum. The deviations observed for the RBE-weighted dose 
were present mainly in consequence of the physical dose differences.

3.6.3. PlanKIT analysis. In order to illustrate the possibilities offered by the BS model,  
a side-by-side evaluation of RBE and dose-averaged LET distributions following proton and 
carbon-ion irradiation is presented in figure 8 for the same treatment set-up considered in sec-
tion 3.6.2. The same beams set-up and prescription described above were applied. To exploit 
the BS model prerogatives, a variable three-dimensional RBE scaling was considered also 
for the proton case, instead of applying a constant 1.1 factor. Since the LEM I is admittedly 
not well-suited to describe the radiobiological effectiveness of protons (Elsässer and Scholz 
2007), we chose to employ the MKM instead, adopting the model parameters used in Kase  
et al (2008) to reproduce the in vitro response of human salivary gland (HSG) cells.

The RBE modulations observed on the irradiation axis were comparable to those reported 
in previous studies (Elsässer et al 2010, Böhlen et al 2012). For protons the RBE increased 
from 1.04 at the entrance to 1.1–1.2 in and around the PTV; for carbon ions the modulation 

Figure 6. Comparison between PlanKIT- and Syngo®-generated dose distributions 
corresponding to the irradiation of a skull-base chordoma with two opposing carbon-
ion fields.
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was more pronounced, with values ranging from 1.5 at the patient entrance to 2.3 in the PTV. 
The corresponding dose-averaged LET values were ranging from 2 to 4 keV μm−1 for protons 
and from 15 to 80 keV μm−1 for carbon ions. Thanks to the 3D per-beam irradiation outcome 
description provided by the BS model, also the lateral RBE and dose-averaged LET modula-
tion could be inspected. The simulation evidenced a rarely shown and hence poorly known 
fact, that a noticeable RBE increase exists in correspondence of the lateral SOBP penumbra. 
The reason for this increase is twofold: first, as it can be seen from the corresponding dose-
averaged LET distributions, the small ion population that reaches these regions is relatively 
richer in high-LET components; secondly, the RBE has a marked inverse dependence over 
dose. Values of RBE as high as 1.5 and 4 were obtained for protons and carbon ions, respec-
tively, in the transverse dose penumbra. Since the dose there was rather low, these high RBE 
values would have been of small clinical concern; they just produced a slight extension of the 
lateral penumbra, in a way that resembles the more investigated biologically-effective proton 
range shift (Carabe et al 2012).

4. Conclusions

An algorithm for the computation of the physical and biological irradiation action of ion beams, 
the BS model, has been proposed and successfully implemented. It applies and extends the 
concepts of previous fluence-weighted pencil-beam algorithms to quantities of radiobiological 
interest other than dose, e.g. RBE- and LET-related quantities. Since the beamlet irradiation 
quantities in water are derived from Monte Carlo simulations, the obtained three-dimensional 
description is more detailed and more flexible compared to the usual analytical approaches:  
it allows expressing the outcome of the irradiation of different ion species in terms of different 
quantities, within the same framework.

The BS model also extends the treatment of beam optics. Namely, it provides a descrip-
tion for the transverse phase-space density which accounts for the beam divergence and 

Figure 7. Comparison between PlanKIT- and FLUKA-generated dose distributions 
corresponding to the irradiation of a skull-base chordoma with two opposing carbon-
ion fields.
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emittance, and employs a description for the longitudinal phase-space density based on 
WET distributions that is inherently well-suited to model the action of passive beam line 
elements. Furthermore, a general commissioning procedure has been devised in order to 
extract the beam optics parameters and easily tune the BS model on a specific beam line. 
Thanks to the extension of the superposition concept to all the radiobiological quanti-
ties, the beam optics derived from physical experimental data can be applied as a weight 
function for the derivation via superposition of all the radiobiological quantities. This 
approach eliminates the need for extensive, ad-hoc Monte Carlo simulations for the deri-
vation of the LET spectra and of the resulting RBE, as it is required for the commission-
ing of Syngo®.

The BS model has been implemented in the PlanKIT software and several tests were run 
to check its accuracy. The comparisons with experimental data and with FLUKA and Syngo® 
simulations provide high confidence in the model usage, albeit they cannot be considered 
sufficient to fully validate it for clinical applications. That is, the seeming overestimation of 
lateral spot size in water at high energies reported in sections 3.2 and 3.4, albeit small, cannot 
be overlooked. Besides, the radiobiological modelling must be subjected to further checks, 
benchmarking the use of LEM in the BS model either against TRiP98 or against in vitro 
experimental data, along the lines of what done by Krämer et al (2003). The implementation 
of the MKM in the BS model must be verified as well. However, we can already state that the 
BS model provides a flexible way to perform advanced radiobiological computations with 
close-to-clinical accuracy. As such, it can be exploited to perform comparative studies over the 
use of different ion species, radiobiological models and protocols.

Figure 8. Transverse view of RBE-weighted dose, RBE and dose-averaged LET 
distributions, obtained planning with PlanKIT the irradiation of a head & neck tumour 
with two opposing proton or carbon-ion fields. The black line encloses the PTV, while 
the magenta line delineates the brain stem.
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Appendix. Discrete beamlet superposition formulae

The implementation of the BS model in a computer requires that a discrete formulation of 
the concepts reported in section 2.4 is employed. That is, the beam phase space density at 
the patient’s entrance must be discretised in order to be used as a weight for the beamlet 
superposition in water. The purpose is to find a good phase-space density decomposition that 
would allow obtaining the correct evaluation of the beam irradiation quantities (within a few 
percents) superposing a manageable number of beamlets. This task is facilitated by the sen-
sible choice made for the description of the phase space density: except for the WET part of 
the longitudinal phase space density, which is already discretised, all the employed probability 
distributions are Gaussians.

A.1. Discretisation of a Gaussian distribution

A simple way of splitting a Gaussian distribution
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having mean µr and standard deviation σr, is that of approximating it with a weighted super-
position of N smaller Gaussian distributions ( ˜ )σg r ; 0, r . If the superposition was made of 
infinite Gaussian components, infinitesimally-spaced between −∞ and +∞, then it could be 
written in the form of a convolution, that is

( ) ( ˆ ) ( ˜ )µ σ µ σ σ=g r g r g r; , ; , * ; 0, ,r r r r r (A.2)

using as weight function the Gaussian distribution ( ˆ )µ σg r ; ,r r  whose standard deviation σ̂r 
would be obtained subtracting in quadrature σ̃r from σr:

ˆ ˜σ σ σ= − .r r r
2 2 (A.3)

But in practice the superposition must be made up of a finite number of terms. The approxi-
mation of the Gaussian weight function with a train of N Dirac’s deltas, equally-spaced by an 
opportune ∆r between σ̂−3.5 r and σ̂+3.5 r,

( ˆ ) ( )∑µ σ δ µ− − ∆
= − −

+ −

�g r g r i r; , ,r r

i N

N

r i r
1

2

1
2

, (A.4)

provides the sought discretisation:
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The weights gr,i are computed integrating the area underneath the ( ˆ )µ σg r ; ,r r  Gaussian 

weight curve in a range of ±∆r

2
 around each of the beamlet central positions:
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Sometimes it is not necessary for the discretisation to closely reproduce the original 
Gaussian profile. In such cases a decomposition in a train of Dirac’s deltas as the one in (A.4) 
may be sufficient.

A.2. Discretisation of the longitudinal phase space density

The Gaussian energy distribution ( )µ σg E ; ,E E  is approximated with a weighted sum of NE 
monoenergetic beamlets, equispaced in energy between µ σ− 3E E and µ σ+ 3E E. The relative 
longitudinal phase space density can be expressed using the notation introduced in section A.1:
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The spacing ∆E must be chosen in order to provide a good superposition of the irradiation 
outcomes of the beamlets, that is, to avoid that the discrete structure of the approximated phase 
space density is manifested in the composite irradiation outcome. Setting ∆ =E 0.1 MeV/u is 
usually appropriate. Introducing (A.7) in the energy superposition of (25), we obtain:
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Then we need to consider the WET distribution w(z). The WET distribution of section 2.3.1 
is already defined as a discrete set of weights, therefore no further decomposition is required. 
The present choice is to use Nz equispaced beamlet shifts:
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The spacing ∆z must be chosen sufficiently small in order to guarantee a good superposition 
of the shifted beamlets. ∆z is usually chosen between 0.1 and 1 mm.

The employment of (A.7) and (A.9) in the longitudinal superposition of (26) gives:

r z w g l E r z k z, , , .
k

N

k

l
N

N

E l EL
0

0 1
2

1
2

,
0

z

E

E

( ) ( )∑ ∑ξ ξ µ + ∆ + ∆
= = − −

+ −

� (A.10)

A.3. Discretisation of the transverse phase space density

This section deals with the task of decomposing bivariate, correlated Gaussian distributions 
in the ( )′x x,  space, taking into account their evolution during the beam propagation along z.  
An analogous treatment holds for the ( )′y y,  space.
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Substituting (23) and (24) into (22), and performing some algebraic manipulations, we 
change the representation of the transverse phase space density:
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( ( ) ( )) ( )µ σ σ= ⋅′ ′ ′g x z x z g x; , , ; .x x s x (A.12)

This way of writing explicitly shows that the marginal Gaussian distribution along ′X  remains 
constant during the beam propagation. Also, it reveals that the phase space density profiles 
along X for fixed ′x  values are Gaussian distributions all having the same constant ( )σ zx s  stan-
dard deviation; during the beam propagation they shift along X of different amounts, accord-
ing to their respective ′x  position and to the ( )µ = − ′z z xx s  law, as it is shown in figure A1.

It is then possible to proceed with the discretisation. The main objective is not a good 
reproduction of the phase space density, rather a precise description of the beam irradiation 
outcome in the patient. However, the fluence distribution is strongly connected to the dose 
distribution (especially at the patient entrance, where the scattering in the medium has just 
taken place), so it is necessary that the projection of the transverse phase space density on 
the x axis is not significantly altered by the discretisation. On the other hand, the details of 
the distribution along ′X  do not influence directly the spatial distributions, but only indirectly 
through the x– ′x  correlation. Following these considerations, the discretisation along ′X  can be 
performed without too much concern, approximating the Gaussian ( )σ′ ′g x ; 0, x  distribution 
with a weighted sum of ′Nx  Dirac’s deltas, equispaced along ′x  between σ− ′3.5 x  and 3.5 xσ+ ′ 
(figure A1):
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Adopting this approximation in (A.12), the transverse phase space density becomes
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In this way the beam is modelled as the superposition of Nx′ identical and zero-divergence 
beamlets of ( )σ zx s  spot size, opportunely oriented and weighted. A certain care must be used in 
choosing the ∆ ′x  spacing, in order to ensure that in the point of maximum transverse spread 
within the patient the discretisation along ′X  is not producing visible effects on the X projec-
tion. This is achieved if in the range of interest along Z (which generally corresponds to the 
space between the patient’s entrance and the Bragg peak position) the ′Nx  Gaussian profiles of 
(A.14), which are moving along x at different ∆′ ′i x  rates, never get apart more than a certain 
fraction of their sigma.

It is now possible to tackle the discretisation along X. Each of the identical Gaussian distri-
butions in (A.14) must be split into the sum of Nx components. In this case is not possible to 
employ the previously-adopted approximation of a Gaussian through a train of Dirac’s deltas, 
because otherwise the discretisation would be manifested, at least at the patient entrance. 
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The solution is to superpose a set of Nx small Gaussian distributions of σ̃x standard deviation, 
equally-spaced by an opportune ∆x. In conformity with the treatment of section A.1, it holds

g x z g g x i x; , ; , .x x s

i
N

N

x i x x
1

2

1
2

,
x

x

( ( )) ( ˜ )∑µ σ µ σ+ ∆
= − −

+ −

� (A.15)

Incorporating (A.15) in (A.14), the final decomposition formula for the transverse phase space 
density over ( )′x x,  is obtained:
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(A.16)

Therefore, in this subspace the beam is described by × ′N Nx x  identical, zero-diver-
gence beamlets having σ̃x as Gaussian spot size in air. The ( )′i i,  beamlet is centered at 

( )= − ∆ + ∆′ ′x z z i x i xs  and moves along x with rate = ∆′ ′ ′x i x .
Exploiting (A.16) in the transverse superposition of (27), it results:

Figure A1. Visualisation of the transversal phase-space density decomposition 
through the approximation of the ( )σ′ ′g x ; 0, x  distribution with a weighted sum 
of equispaced Dirac’s deltas.
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 (A.17)

where

r z z i x i x z z j y j y* , * , 0 ,ii jj s x s y0, , ,(( ) ( ) )→ = − ∆ + ∆ − ∆ + ∆′ ′ ′ ′′ ′ (A.18)

( ) ( )
( )→ =

∆ + ∆ +
∆ ∆
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