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AES 2016 VENUE
AES 2016 will be held at the Palacio de Congresos y Exposiciones de la Costa del Sol (Torremolinos
Congress Center), 3 Calle Mexico, 29620 Torremolinos, Spain, from 25 to 28 July 2016.

GETTING TO VENUE
Address
Palacio de Congresos y Exposiciones de la Costa del Sol, 3 Calle Mexico, 29620 Torremolinos,
Spain.

Getting to Torremolinos from Malaga Airport
Torremolinos is around 8km away from Malaga international airport. You can go from the airport to the
city center by taxi, by train or by bus.

By Taxi
The airport has a well-signposted taxi rank outside the arrivals area of Terminal T3. Make sure that the
taxi driver has started the taximeter at the beginning of the journey (minimum fare). We recommend
requesting a receipt for any complaint or claim. The cost of a taxi from the airport into Torremolinos City
Centre will cost between C15-20 depending on your time of travel.

By Train
The new suburban train station in the new Terminal T3 building links the airport with Torremolinos city
centre and other cities like Benalmadena and Fuengirola in one direction, and it links Malaga city center
in the other direction.

The new train station is situated underground and accessed via escalators. It is well signposted and can
be reached via the square outside arrivals or outside departures. Before the station entry barriers you
will see several self-service tickets machines on your right where you can buy your tickets.

The first train to Torremolinos leaves the airport at 05 :32, leaving every 20-30 minutes until the last train
at 23.42. Line : C1. Estimated travel time : 10 minutes. The single fare for this journey is C1.80.

By Bus
You will find the bus stop straight in front of you outside the arrivals area of Terminal T3 on the side of
the road where there are a couple of shelters with seats.

You will also see a ticket office in the left hand corner of the arrivals forecourt where you should pur-
chase your tickets for the journey. Line : Torremolinos-Benalmadena-Airport. Estimated travel time : 30
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minutes. The single fare for this journey is C3.80.

Getting to Torremolinos from Malaga train station
There are two train stations in the centre of Malaga : Maria Zambrano and Centro Alameda. Maria Zam-
brano station provides high-speed (AVE) and long-distance links to many Spanish cities like Barcelona,
Cordoba, Madrid, Santiago de Compostela, Seville..., as well as local and regional routes.

You can take Line C1 from any of the two stations to reach Torremolinos. Estimated travel time : 20
minutes. The single fare for this journey is âĆň1.80. You can check the timetables on the website of the
national rail company RENFE (http ://www.renfe.com/viajeros/cercanias/malaga/).

Getting to Torremolinos from Malaga bus station
Malaga bus station is located at the street "Paseo de los Tilos" very near Maria Zambrano train sta-
tion. So it will be very easy to take a bus or a train from this station. You can take bus line Malaga-
Torremolinos. Estimated travel time : 20 minutes. The single fare for this journey is C1.42.
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GUIDELINES FOR PRESENTERS
ORAL PRESENTATIONS

Each session room is equipped with a stationary computer connected to a LCD projector. Presenters
must load their presentation files in advance onto the session computer. Technician personnel will be
available to assist you.

Scheduled time slots for presentation are 15 mn for regular, 20 mn for invited presentations, 30 mn
for keynote talks and 40 mn plenary talks, including questions and discussions. Presenters are required
to report to their session room and to their session Chair at least 15 minutes prior to the start of their
session.

The session chair must be present in the session room at least 15 minutes before the start of the
session and must strictly observe the starting time and time limit of each paper.

POSTER PRESENTATIONS
Presenters are requested to stand by their posters during their session. One panel, A0 size (118.9 x
84.1 cm), in vertical orientation, will be available for each poster (there are no specific templates for pos-
ters). Pins or thumbtacks are provided to mount your posters on the board. All presenters are required
to mount their papers one hour before the session and remove them at the end of their sessions.

GENERAL INFORMATION
Venue
Palacio de Congresos y Exposiciones de la Costa del Sol (Torremolinos Congress Center)
3 Calle Mexico, 29620 Torremolinos, Spain

Registration Desk
Monday 25 July (16 :30 – 18 :30) : Reception of the Congress Center
26 July – 28 July (08 :00 – 17 :00) : Reception of the Congress Center

Banquet
Date : Wednesday, 27 July
Time : 19 :30 – 23 :00
Venue : Malaga

Best Poster Award Ceremony
Date : Wednesday, 27 July (to be announced at the Symposium Banquet)
Time : 19 :30 – 23 :00
Venue : Malaga
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Coordinate-Free Classifications of Electromagnetic Media.

I. V. Lindell1
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Abstract— Di↵erent natural (coordinate independent) possibilities to classify electromagnetic
media are considered in terms of compact four-dimensional di↵erential-form and dyadic formal-
ism. Various classifications based on Hehl-Obukhov decomposition, on representation of medium
bidyadic in terms of a dyadic of lower dimension, on medium bidyadic being a solution of algebraic
equation of certain order, and on certain properties of fields in the medium, are reviewed.

Applying four-dimensional di↵erential-form formalism [1], the Maxwell equations obtain a com-
pact form in which the electromagnetic fields are represented by two two-forms � and  , each of
which has six components. Their expansions in a given temporal coordinate t is

� = B+E ^ "4,  = D�H ^ "4, (1)

where "4 = d(ct) denotes the temporal one-form. The mapping between the field two-forms in a

linear medium can be expressed in terms of a medium bidyadic M as [2]

 = M|�, (2)

which in the general case involves 36 scalar parameters. Handling the most general medium appears
quite troublesome. This makes it necessary to define special classes of media definable by a smaller
number of parameters which have application in various situations. In the present paper a few
possible definitions are considered and some properties of the medium classes are discussed. The
medium classes defined can be called ”natural” in the sense that they are independent of any choice
of basis.

1. The most obvious classification is based on decomposing the medium bidyadic M (36 param-
eters) in three components,

M = M1 +M2 +M3 (3)

in a manner independent of any basis system, called the Hehl-Obukhov decomposition [3].
The general medium bidyadic is split in principal, skewon and axion parts each of which de-
fines a certain class of media, respectively involving 20, 15 and 1 medium parameters. The
decomposition is analogous to to decomposing a 6x6 matrix in its trace-free symmetric, an-
tisymmetric and trace parts. For example for the four-parameter class of bi-isotropic media,
defined in terms of Gibbsian 3D formalism, the axion part corresponds to the Tellegen pa-
rameter, the skewon part to the chirality parameter and the principal part to the permittivity
and permeability parameters.

2. Classes of media can also be defined by requiring that the medium bidyadic (6x6 matrix) can
be expressed as the double-wedge square of a dyadic (4x4 matrix) involving 16 parameters.
The definition can be made in two basic ways which defines two classes labeled as P and Q
media. For example, the P media are defined by medium bidyadics of the form

M = P(2) =
1

2
P^
^P. (4)

3. The general medium bidyadic satisfies an algebraic equation of the sixth order, the Cayley-
Hamilton equation. Bidyadics satisfying lower-order equations define certain classes of media.
For example medium bidyadics satisfying the second-order equation (SD media)

M2 +AM+BI = 0 (5)

can be shown to define self-dual media, media invariant in certain duality transformations.



4. Finally, media can be classified by certain properties of fields existing in such media. For
exmple, considering plane-waves whose wave vector k is restricted by a dispersion equation
D(k) = 0 in the general case, we can define a class of media in which the dispersion equation
is an identity, D(k) = 0 for any vector k. Such a class is called that of NDE (no dispersion
equation) media. P media or skewon-axion media mentioned above are examples of NDE
media. Another classification can be made in terms of the polarization of the plane wave. A
well-known example is the uniaxially anisotropic medium in which any field can be decom-
posed in to independent fields with TE and TM polarizations. More generally, the class of
decomposable media is defined by requiring that any field two-forms can be decomposed in
two parts satisfying orthogonality conditions in terms of two bivectors.

To conclude, various possibilities to define natural classes of electromagnetic media, independent
of any basis system, are considered in this paper. The definitions are invariant in any a�ne
transformation, e.g., independent of the motion of the observer [2]. Working with medium classes
with reduced number of parameters, whenever applicable, helps in mathematical analysis of media
when compared to the full medium bidyadic involving 36 parameters.
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Abstract- Advanced functionality integration using back-end-on-line (BEOL) silicon process 

technologies is reviewed for high-performance silicon-based photonic platform. The functionalities 

can be realized by add-on waveguide systems made of silicon-rich silica, silicon oxynitride, silicon 

nitride and amorphous silicon, which can be constructed on silicon waveguide system by using   

BEOL technologies. 

 

Silicon (Si) photonics is an emerging technology for high-density photonic-electronic integration, which 

could lead to compact, cost-effective and energy-efficient data-communications/telecommunications equipment 

for sustainable information-trading systems. Despite technological improvements in a wide area of applications, 

hurdles to practical applications are still high for advanced applications, such as medium/long range data 

transmissions, for which high-performance photonic devices with a large dynamic range are required. One of the 

most significant hurdles is the fabrication error of photonic devices. Since the effective index of silicon 

waveguides is extremely sensitive to geometrical errors in waveguide cores, allowable fabrication error for 

high-performance passive devices, such as low cross-talk, high-resolution, polarization-independent wavelength 

filters, must be on an angstrom order[1]. Such a severe fabrication tolerance cannot be achieved even if 

state-of-art fabrication technologies are applied. The large optical nonlinearity of Si, which causes various 

impairments in transmission performance, is another hurdle to practical applications. 

To overcome these hurdles, add-on waveguide systems, which can be constructed on a Si photonic platform 

using low-temperature back-end-on-line (BEOL) process, have recently been proposed. The cores of the add-on 

waveguides are typically made of medium-index 

materials, such as Si-rich silica (SiOx)[2] or Si 

oxynitride/nitride (SiON/SiN)[2,3]. Thanks to the 

moderate refractive index contrast between the core 

and cladding, allowable fabrication error can be 

significantly relaxed while keeping reasonable 

integration density, as shown in Fig. 1. Using these 

waveguides, high-performance arrayed waveguide 

grating (AWG) wavelength filters integrated with 

high-speed Si/Ge-based active devices has been 

demonstrated for DWDM applications[4,5]. Moreover, 

thanks to the low optical nonlinearities in these 

materials, various impairments caused by four- 

wave-mixing and two-photon-absorption effects can be 

reduced significantly. Furthermore, since the 

propagation characteristics of add-on waveguides are 

 
Fig. 1. Integration density vs. fabrication tolerance in 

AWG-type wavelength filters. Calculation conditions: 

1.6 nm x 16 wavelength channels with a crosstalk of 

less than -20 dB. 

 



different from those of Si waveguides, combining them would introduce a new degree of freedom for attaining 

novel functionalities, such as polarization/higher-order mode manipulation [6,7] and temperature dependence 

compensation [8]. The layer separation of active and passive/guiding functions is also an important feature of 

add-on waveguides. If we can construct active layers directly on bulk Si wafer and connect them with add-on 

waveguides, we might not have to use SOI wafers[9]. As well as SiOx and SiON/SiN, amorphous silicon is also 

a promising material for add-on waveguide system with active functions, such as optical modulation and 

detection[10,11].  

This talk reviews recent progress in these advanced functionality integration using BEOL silicon process 

technologies for high-performance photonic systems. 
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Abstract 

Tuneable metamaterials consisting of thin ferromagnetic 
wires exhibiting magnetoimpedance effect present 
tuneability of the effective permittivity by a weak magnetic 
field or a mechanical stress. Magnetoimpedance effect is 
related to magnetic field dependence of the skin depth of 
magnetic conductor We studied giant magnetoimpedance 
(GMI) effect in magnetically soft amorphous Co-rich 
microwires in the extended frequency range. From obtained 
experimentally dependences of GMI ratio on magnetic field 
and different frequencies we estimated the penetration depth 
and its dependence on applied magnetic field and frequency. 

1. Introduction 

Studies of tuneable metamaterials utilising thin 
ferromagnetic wires exhibiting magnetoimpedance effect 
(MI) attracted considerable attention along the last fee 
years[1,2].  These metamaterials contain arrays of metallic 
wires and present strong dispersion of the dielectric function 
in the GHz frequency range.  

Magnetic wires presenting MI effect  is a key for design 
of these tuneable metamaterials. Studies of magnetic wires 
have attracted considerable attention of researchers and 
engineers along many years [3,4]. Perfectly cylindrical 
symmetry is quite favorable for achievement of high MI 
effect [3,4]. Consequently giant magneto-impedance (GMI) 
effect has been discovered [3] and later intensively studied 
[4- 7] in different families of soft magnetic wires.  

The origin of the aforementioned GMI effect is 
satisfactory explained considering the change in the 
penetration depth of the alternating current flowing through 
the magnetically soft conductor caused by the applied static 
magnetic field. Recently we modified the experimental 
facility that allowed us to extend the frequency range and 
measure GMI effect at GHZ frequencies [5]. 

In soft magnetic amorphous wires subjected to an external 
magnetic field the GMI is in the range of 100% even at 
frequencies of few GHz [4-6].  
Recently we reported on high MI effect in Co and Fe-rich 
microwires [5-7].As it is well-known, the penetration depth, 
G, depends on the current frequency. For observation of high 
MI effect the penetration depth must be smaller than the 
magnetic wires diameter.  

Consequently we present our recent studies on the 
penetration depth of the alternating current flowing through 
the magnetically soft conductor caused by the applied static 
magnetic field in thin amorphous wires.  

2. Experimental details  

We studied various Co-rich (Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 
and Co67.71Fe4.28Ni1.57Si11.24B12.4Mo1.25C1.55) with different 
metallic nucleus diameter, d, and total microwire diameter, 
D, produced by the modified Taylor-Ulitovsky method 
described elsewhere  
We have measured the magnetic field dependence of 
impedance, Z, and GMI ratio, ΔZ/Z, for as-prepared samples 
and after heat treatments [5,6].  

We used a specially designed micro-strip sample holder 
described elsewhere [5]. The sample holder was placed 
inside a sufficiently long solenoid that creates a 
homogeneous magnetic field, H. The sample impedance, Z, 
was measured using a vector network analyzer from 
reflection coefficient S11.  

The magneto impedance ratio, 'Z/Z, has been 
defined as:  

 
∆Z/Z = [Z (H) - Z (Hmax)]·100/Z (Hmax),         (1) 

  
 
An axial DC-field with a maximum value Hmax up to 8 

kA/m was supplied by magnetizing coils.  
     The frequency range for the diagonal impedance 
component has been measured from 1 MHz up to 7 GHz.  
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3. Experimental results and discussion  

 
As described above the diameter reduction must be 
associated with the increasing of the optimal MI frequency 
range: a tradeoff between dimension and frequency is 
required in order to obtain a maximum MI effect [5,8].  
Consequently we measured GMI effect at different 
frequencies.  

Co-rich microwires present linear hysteresis loops and 
high GMI effect in as-prepared state (Fig 1a) and a 
maximum on frequency dependence of 'Z/Zmax on be 
observed (Fig. 1b). 

For Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 microwire with d=8.5 
Pm the optimum frequency, fo ≈ 100MHz, while for 
Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 microwire with d=11.5 Pm, fo 
≈200 MHz. 

From ΔZ/Z(H) dependences it is possible to 
estimate the penetration depth at different frequencies using 
the model previously described in ref. (9) considering that 

that the changes in the real component of the impedance are 
related to changes in the effective area where the AC-current 
flows as a consequence of the skin-effect. In this model the 
penetration depth, G, as a function of the ratio RDC/RAC (RDC 
is the DC-resistance of the wire, and RAC is the real 
component of the impedance), can be expressed as: 

G�  r[1-(1- RDC/RAC)1/2],   (2) 
where r is the wire radius. 

Consequently we measured ΔZ/Z(H) dependences for 
various Co-rich microwires and tried to estimate the G (H) 
dependences. 

Obtained G (H) dependences demonstrate that at high 
frequencies the minimum penetration depth of 

Fe70.8Cu1Nb3.1Si14.5B10.6 microwire is about 1.5 Pm (Fig.2). 
Similalrly for Co67.71Fe4.28Ni1.57Si11.24B12.4Mo1.25C1.55  

microwirew (d≈10 μm) GMI effect is observed even at GHz 
frequenciwes (Fig. 3a). For the case of  
Co67.71Fe4.28Ni1.57Si11.24B12.4Mo1.25C1.55 microwire the 
minimum calculated penetration depth is below 0.5 Pm for 
high frequencies (Fig.3b). From obtained G (H) dependences 
we evaluated G�-values and dependence of minimum G�-
values on frequency (see Fig.3c). As can be appreciated 
from Fig.3c minimum  G�-values, G�min, decrease with 
increasing the frequency and at  2 GHz G�min, ≈0.33 Pm 
(Fig.3c) 
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Fig. 1. Hysteresis loop(a) and frequency 
dependence of 'Z/Zmax (b) measured in 
Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 microwires with 
different d. 
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Fig.2. Z(H) dependence (a) and calculated G (H) 
dependences (b) of  Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7  
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Consequently obtained minimum penetration depth 
for studied Co-rich microwires is few times smaller than 
the microwires diameter.. 

 

4. Conclusions 

We measured the GMI effect in Co-rich magnetic wires. 
From obtained experimentally dependences of GMI ratio on 
magnetic field and different frequencies we estimated the 
skin depth and its dependence on applied magnetic field and 
frequency.  
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Abstract— The aim of the present study is to quantitatively predict the expected precision of
the reconstructions obtained in inverse scattering configurations for a single object. To conduct
such a study, we analyze the precision of the contrast estimators with the Cramer-Rao bound
(CRB) assuming an additive complex circular gaussian noise at the receivers. An unified frame-
work is derived to handle both acoustic and electromagnetic imaging configurations. Firstly, we
have exploited the CRB to derive some design guidelines when selecting the parameters of the
“optimal” experimental configuration. Secondly, we have try to appraise the e↵ect of the error
model when a classical linear approximation, such as the Born approximation, is selected or not.

When a characterization instrument is being conceived, one of the key questions is to come
up with a design which will provide quantitative results with a given precision. Naturally, one
always searches for the best precision, while keeping the instrument as simple as possible. It is thus
of interest to be able to predict beforehand the precision of a given apparatus before e↵ectively
constructing it.

In the framework of estimation theory, the system performance can be analyzed based on the
measurement model and the available a priori knowledge. When the noise model corresponds to a
complex circular gaussian noise on the receivers with covariance matrix ⌃, the Maximum Likelihood
(ML) estimator is given by

�̂ML = argmin[usc
meas � u

sc(�)]H⌃�1[usc
meas � u

sc(�)]

where � corresponds to the contrast parameter and u

sc (resp. usc
meas) corresponds to the simulated

(resp. measured) scattered field. To assess the performance of the ML estimator, we use the Mean
Square Error (MSE)

MSE(�̂ML) = |E(�̂ML)� �true|2 + var(�̂ML)

where the first term correspond to the bias of the estimate, and the second term its variance. When
the forward problem is linear, the MSE evaluation is straight-forward. In non-linear cases, various
solutions can be followed to obtain it. One of them is to use Monte Carlo simulations. This solution
has several drawbacks: high computational costs, convergence and robustness issues. Another way
of computing the MSE is to exploit the Cramer-Rao bound. Indeed, it is known to be a lower
bound for the variance of unbiased estimators, i.e.,

var(�̂ML) � CRB(�true) and MSE(�̂ML) = CRB(�true) in the asymptotic regime.

Therefore, it can be used as a reference measurement to appraise the amount of information available
within the experimental data. Moreover, this analysis can be done prior to any inversion algorithm
development. Two types of analysis exploiting the CRB will be presented.

In the first one [1], we have studied how the imaging system performance can be improved by
adjusting several controllable experimental conditions such as the number of sensors, their spatial
positions or the frequency bands. In the second one [2], we have compared two MSE: the error
obtained with the Born approximation and the error obtained without it. This enable us to quantify
the impact of the Born approximation on the estimation error, while taking into account the noise
measurement features.
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Abstract— Developing robust and e�cent imaging systems aimed at imaging the near subsur-
face water content profile is a very challenging task. Indeed in this configuration we are facing
many problems (aspect limited data, roughness of the soil, heterogeneities ...) In this work we
present a numerical study investigating the influence of di↵erent parameters (working frequency,
type of soil, water content in the soil, size of the heterogeneities ...) on the value of the e↵ective
media found. Proposals for an optimal characterisation system will be also discussed.

Characterising complex media thanks to electromagnetic waves is now widely used in many
di↵erent applications and domains as biology, medicine or environment. Generally speaking in nu-
merical imaging process the scene under study is illuminated by an electromagnetic wave and the
scattered field or physical quantity related to it is measured. These measurements are then used as
input datas in numerical algorithms that aim at building maps of quantity related to the physical
process involved in the numerical procedure. For example if the numerical model involves Maxwell
equations than the recovered quantity is the relative permittivity of the medium [1,2], on the other
if we are dealing with the di↵usion equation spatial absorption and di↵usion maps will be recovered.

Our study is focused on the availability of using microwaves in order to spatially characterize
the water content in the subsoil. Until now we have used Maxwell equations in our models and
heterogeneities in the soil are generating clutter which must be minimized or removed. On the other
hand this multi scattering process can be seen as an homogenisation process of the background (the
soil and the heterogeneites) and it is of interest to study the influence of the water content in the
permittivity of the background in the final value of the equivalent media in order to develop future
experiments which are able to recover this sort of value.
In this work we present a study investigating the influence of di↵erent parameters (working fre-
quency, type of soil, water content in the soil, size of the heterogeneities ...) on the value of the
e↵ective media found. Proposals for an optimal characterisation system will be also discussed.

REFERENCES

1. Nounouh, S. and Eyraud, C. and Litman, A. and Tortel, H., ”Near Surface Geo-
physics”,Vol. 13,2015.

2. Nounouh, S. and Eyraud, C. and Litman, A. and Tortel, H.,”Microwave Optical and Technology
Letters”,Vol. 56,No. 11,2014.



            

Inverse Scattering, Reciprocal Structures and Superresolution 
 

M. A. Fiddy 

Optoelectronics Center, University of North Carolina at Charlotte 
Charlotte, NC 28223, US  

mafiddy@uncc.edu 
 

Abstract- Using a nonlinear inverse scattering algorithm we have observed subwavelength scale 

features in the reconstructed image; strong or multiple scattering is responsible.  We describe the 

use of reciprocal subwavelength-featured scattering structures that can encode and decode 

evanescent waves from an object thereby transferring the information to the far field. This approach 

can remove the need to apply an inverse scattering algorithm or alternatively, the measured 

encoded far field can be propagated numerically through the decoding structure.   

Imaging from scattered fields is a challenging problem unless weak or single scattering approximations (first 

Born or Rytov) can be made. A nonlinear or iterative procedure is required for strongly scattering media [1]. Image 

reconstruction fidelity depends on the number of incident and scattered field measurements [2].  A finite number 

of measurement results in infinite ambiguity which has led to innovative computational methods for selecting an 

optimal image. Such procedures can also incorporate prior knowledge about the object, trading degrees of 

freedom for improvements to the information sought, especially improvements in resolution [3]. There are many 

ways to capture high resolution information, one of which is directly in the near field. It has long been observed 

that superresolution can result from multiple scattering in the object [3] and we have confirmed this [5].   

The creation of high spatial frequencies as a result of strong/multiple scattering from sub-wavelength sized 

scatterers typically results in evanescent waves which can be coupled back into propagating waves as a result of 

further scattering. Their modification of the far field suggests a means for obtaining high resolution images 

assuming a reliable inverse scattering algorithm can be applied. Several interesting super-resolution experiments 

conducted by Fink’s group (e.g. [6]) support this, in which far field data were measured from a strongly scattering 

volume, time reversed and returned to the scattering volume from which they came.  

We have exploited the generalized reciprocity theorem to design complementary scattering structures that 

achieve this without the need for detection, phase conjugation and rebroadcast of the field back into the same 

multiply scattering structure. Reciprocity in wave propagation refers to the symmetry of the propagation under the 

interchange of the source and the observer, where the dielectric tensors of the medium must satisfy certain 

symmetry. There is a formal equivalence between phase conjugation and time reversal, and time reversed waves 

undergo time reversed scattering. Materials with reciprocal constitutive parameters can be made in principle for 

high resolution imaging. We note that S matrix methods show reciprocity with or without evanescent waves and 

this is equivalent to time reversal invariance if there are no losses. Reciprocity with losses is possible, but is then 

not invariant under time reversal [7,8]. Phase conjugation is the frequency domain equivalent of time reversal, 

and the sign reversal of the propagation vector in a negative refractive index medium is its equivalent. There is 

thus a close connection between the properties of a negative index medium used for super-resolution and phase 

conjugation was realized by Pendry [9].  

We assume the conversion of high spatial frequency (evanescent) waves into propagating waves by a 

complex scattering structure originally conceived as a metamaterial. The scattering structure serves as an 



encoder of the near field information. A metamaterial designed to have complementary scattering characteristics 

can then be made to serve as a “decoder”.  The design of subwavelength-scale features in a scattering object 

can be used to define effective material properties.  Exploiting the connection between time reversal and 

negative index, we extend this idea to consider generalized reciprocity principles for the design of complementary 

scattering structures that permit far field superresolution directly, i.e. without the need for intermediate detection, 

time reversal or further computation. 

The complex scattering phenomena occurring in the encoding metamaterial can be conveniently 

represented in terms of three major components as illustrated in equation (1). 

!"#$%% = '( ) * +,-.*.*! *, *-1# 2*3
4 = !567 + !9:;9$#%-<1 + !=-">/=-;;       (1) 

where the scattered field, expressed in the far field as the integral of the scattering function (e.g. V(r) the relative 

permittivity or refractive index distribution) over the total field within the medium’s volume, D. Scattered field 

components can include the scattering from each meta-atom Ψwsc, all of which will be a little different in practice 

due to fabrication tolerances, a field from an effective medium approximation within the metamaterial, giving rise 

to the negative index refraction Ψrefracton, and a term which includes dispersive and diffraction phenomena arising 

from the implicit periodicity in the medium, Ψdisp/diff. Periodicities in a metamaterial are generally considered 

significant when the period d ~ λ but when d < λ, still possess a periodicity at λ.  

We present high resolution images obtained using this methodology using a designed metamaterial as the 

encoding scatterer.  We also discuss resolution limits and the advantages and disadvantages of replacing the 

reciprocal decoding negative index metamaterial by a purely computation step.   
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Abstract
A previously described discontinuous Galerkin formulation
of the Contrast Source Inversion algorithm (DGM-CSI) has
been employed to produce 2D images of the dielectric prop-
erties of synthetic breast models using a well-established
frequency-hopping technique. Reconstructions from low-
frequency data are used as initial guesses for higher-
frequency inversions to stabilize the otherwise non-physical
solutions obtained with high-frequency data alone. A
remarkable improvement in overall image quality has been
observed when the imaginary part of the reconstructed low-
frequency image is modified to reflect the identical tissue
geometry as its real part. The imaginary part of the image
is intelligently mapped from the real part based on probable
tissue types before being passed back to the algorithm as
the initial guess between successive frequencies, and held
constant during the subsequent reconstructions. A com-
parison of breast imaging results obtained using traditional
frequency hopping versus the new technique is provided.

1. Introduction
One of the remaining hurdles that has thus far prevented
widespread clinical application of microwave imaging
(MWI) for breast cancer detection has been its rela-
tively low spatial resolution, especially in comparison to
competing modalities like computed tomography (CT),
magnetic resonance imaging (MRI) and x-ray mammog-
raphy. The high attenuation of gigahertz-range frequencies
in breast tissues, errors inherent to inversion model mis-
match, and the ill-posed nature of the underlying inverse
scattering problem itself unfortunately all have deleterious
effects on the overall quality of reconstructions, limiting
the distinguishable anatomic detail of breast images and
more importantly, the reliability of small tumour detection.
However, some measure of improvement has been achieved
through ongoing research in the use of radar-acquired prior
information [1], contrast enhancement [2], and further algo-
rithmic sophistication (such as full 3D imaging) [3]. In
particular, multi-frequency imaging employing “frequency
hopping” aims to improve target reconstruction by first con-
verging to a solution based on low-frequency data and feed-
ing that solution, as an “initial guess”, into a more difficult
high-frequency inversion. For modified conjugant gradient-
type algorithms like contrast source inversion (CSI), this

initial guess serves as a much better starting point for
imaging higher-frequency data than an empty background,
placing the search space of the CSI cost functional closer
to the true solution and consequently suppressing some
non-physical artifacts that tend to emerge in unstable high-
frequency reconstructions, particularly at tissue boundaries.
It logically follows that the better the initial guess, the
closer the algorithm will be able to converge to the true
solution. This principle served as motivation to develop
a mapping technique described herein that improves the
intermediate initial guess solutions of a frequency-hopping
formulation of CSI.

The relative permittivity (εr) of biological tissue is
a frequency-dependent complex quantity, with the real
part representing the dielectric constant of the tissue and
the imaginary part being related to its conductivity (or
dielectric loss). While both values vary with tissue type
and can be useful distinguishing features in the resulting
images, it has been observed that in published MWI results,
the fidelity of the reconstructed real part of the complex
permittivity is generally superior to that of the imaginary
component. Consequently, in these imaging studies, the
quality of the distributions of dielectric constant is often
emphasized while the less impressive conductivity profiles
are glossed over or omitted entirely. The reason behind
this apparent disparity in reconstruction quality is open to
speculation, but as observed in the breast phantom used
herein, the geometry of tissues’ permittivity profiles should
be qualitatively identical in the real and imaginary parts,
as both components are correlated based on the expected
tissue type. Therefore, it was surmised that if the imag-
inary part of each intermediate solution used as the initial
guess for a successive frequency inversion were replaced
with an appropriately mapped copy of its reconstructed real
part and “anchored” in place (allowing the algorithm to
converge using the real part only), the final image would
correspondingly improve.

2. Methods
2.1. DGM-CSI algorithm

All 2D breast images presented here have been recon-
structed with an implementation of CSI that uses a high-
order frequency-domain formulation of Maxwell’s curl



equations, employing the discontinuous Galerkin method
(DGM) as a forward solver. In the resulting DGM-
CSI algorithm, unknown field and contrast quantities are
represented by nodal coefficients in high-order polynomial
expansions. Further details can be found in [4, 5].

2.2. Description of mapping procedure

Taking advantage of the dielectric measurements of
different breast tissues and fitted Cole-Cole models avail-
able in the literature [6], a mapping procedure that matched
the well-reconstructed dielectric constant of a tissue at a
given frequency to the expected value of its imaginary
component was formulated. The imaging procedure is as
follows:

1. An initial DGM-CSI inversion utilizing the first
set of data collected from a breast model seeded
with dielectric properties corresponding to the lowest
frequency (e.g. 1.0 GHz) is allowed to converge
(both real and imaginary parts).

2. The imaginary part of the reconstructed εr is dis-
carded, and a point-by-point search through the real
part of each nodal basis coefficient in the DGM-CSI
mesh classifies the type of breast tissue. This classi-
fication is based solely on the range of expected val-
ues of dielectric constant at that frequency, and the
node’s proximity to the imaging domain boundary
(for skin).

3. The real parts of εr at the mesh nodal points, now
categorized by tissue type, are mapped using a
simple linear interpolation of the appropriate Cole-
Cole model to an imaginary part corresponding to
the tissue’s expected range of values at the next
frequency (e.g. 2.0 GHz) used in the frequency hop
succession.

4. The unmodified real part and newly-mapped imag-
inary part are fed into the algorithm as the initial
guess for the next set of data, collected from the
breast model seeded with dielectric properties corre-
sponding to the next frequency (e.g. 2.0 GHz). Only
the real part is updated to converge to a new solution;
the imaginary part is kept constant.

5. If more than two frequencies are used in the
frequency hop, steps 2–4 are repeated as necessary.

2.3. Synthetic breast models

Synthetic transverse magnetic (TM) data was collected
from a Class 3 (heterogeneously dense) 2D breast model
supplied by the University of Calgary, derived from an MRI
slice of a cancer patient with a breast tumour visible at the
“3 o’clock” position; the model is depicted at three different
frequencies (1.0 GHz, 2.0 GHz, and 3.0 GHz) in Fig. 1.
The values of the tissue-dependent complex permittivity
were calculated for every frequency using an appropriate
single-pole Debye model, then subjected to random per-
turbations of ± 10% [7]. Data was collected in a back-
ground of ϵr = 23 − 1.13i with 24 transmitters and 24

receivers evenly distributed at a radius of 10 cm, employ-
ing a finite-element method (FEM) forward solver with a
finely-discretized mesh independent from that used for the
DGM-CSI inversion. The Ez scattered electric field data
was corrupted by uniformly-distributed noise at 5% of the
maximum field magnitude. The only prior information used
during inversions was the outer boundary of the skin, which
served as the problem’s imaging domain. The skin thick-
ness and inner skin boundary both remained unknown.

3. Results and discussion
The imaging results of a frequency-hopping simulation
beginning with a DGM-CSI inversion of the 1.0 GHz
data, and proceeding through the 2.0 GHz and 3.0 GHz
data sequentially, without any modification of the inter-
mediate results, are shown in Fig. 2. Reconstructions of the
same data but employing the imaginary-component map-
ping technique described in Section 2.2 for the intermediate
solutions following the 1.0 GHz and 2.0 GHz inversions are
shown in Fig. 3. Note that the 1.0 GHz reconstructions are
identical in both cases. Although the DGM-CSI algorithm
performs reasonably well in recovering the real component
of the breast model, especially the skin layer, it has diffi-
culty producing an accurate distribution of the imaginary
part, most notably at 2.0 GHz and 3.0 GHz in Fig. 2. It
is clear that the mapping technique and “anchoring” of the
imaginary component at each subsequent frequency stage
in Fig. 3 imparts a benefit to the quality of the real part
of the reconstructions following the same number of itera-
tions. Areas of finer anatomic detail in the original model
emerge from the 3.0 GHz data inversion in the real part of
Fig. 3 that are not present in Fig. 2.

4. Conclusion
A new technique to enhance the reconstruction quality
of frequency-hopping microwave breast imaging has been
described and demonstrated, consisting of a systematic
modification to the initial guess used by the underlying
optimization-based imaging algorithm. The mapping tech-
nique requires knowledge of the dielectric properties of
expected tissues and their frequency dependence. This
information is readily available for most human tissues,
and the procedure could be improved and tailored to cover
imaging of anatomical regions other than the breast. More-
over, subsequent trials on synthetic data have suggested that
the improvement in image quality is less dependent on the
quantitative accuracy of the mapped value of the imaginary
component than the simple act of matching the tissue geom-
etry of the real and imaginary parts. Regardless, it is clear
that the imaginary component of the initial guess has a sig-
nificant effect on high-frequency inversions, and this insight
could lead to further improvement of the cost functional
minimizations at the core of optimization-based imaging
algorithms. This technique has only been tested with 2D
synthetic data thus far, but there is a strong motivation to
apply it to experimental 3D data in the near future.
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Figure 1: Complex dielectric properties of University
of Calgary 2D synthetic breast model at 1.0 GHz (top),
2.0 GHz (middle) and 3.0 GHz (bottom).

Figure 2: DGM-CSI frequency-hopping reconstructions of
complex dielectric properties of synthetic breast model at
1.0 GHz (top), 2.0 GHz (middle) and 3.0 GHz (bottom),
without modifying intermediate solutions.
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Abstract
An implementation of the Contrast Source Inversion
algorithm employing the discontinuous Galerkin method
(DGM-CSI) has been modified to produce quantitative
2D images of both the dielectric permittivity and mag-
netic permeability of synthetic contrast-enhanced breast
models. These numerical models contain breast tumours
embedded with accumulations of magnetic nanoparticles
(MNP), with simulated magnetic properties appropriate
for physiologically achievable concentrations. A recon-
struction of the breast model’s permittivity profile is ob-
tained first and used as an inhomogeneous background
for a second-stage reconstruction of the magnetic perme-
ability only, based on differential data obtained through the
use of a static magnetic field. A brief description of this
two-stage methodology for contrast-enhanced microwave
imaging along with an example reconstruction of synthetic
data is provided.

1. Introduction
Microwave imaging (MWI) has seen steady advancement
towards specialized biomedical applications for several
years, particularly in the field of diagnostic breast imaging.
To that end, there has been interest in applying contrast
enhancement to the modality to bolster its cancer detection
and monitoring capabilities, leading to a number of studies
of biocompatible substances that alter the gigahertz-range
complex electrical permittivity of a tissue of interest,
when properly targeted [1, 2]. Magnetic contrast me-
dia have been recently explored as an alternative to
permittivity-modifying agents, as these materials augment
the complex magnetic permeability of the bodily tissues in
which they accumulate, a property that has conventionally
been ignored in MWI. In particular, suspensions of iron
oxide magnetic nanoparticles (MNP), already approved
and employed in magnetic resonance imaging (MRI), have
encouraging potential as microwave contrast agents due
to their strong ferromagnetic resonance properties at giga-
hertz frequencies [3, 4]. Another attractive quality of
MNPs at nanometer diameters is their response to a static
polarizing magnetic field (PMF), which modulates their
aforementioned ferromagnetic resonance response such
that the magnetic permeability boost afforded to the target
tissue can effectively be turned on and off [5]. In a clin-

ical setting, this characteristic provides an ideal mecha-
nism to obtain reliable differential measurements through
swift application and withdrawal of a weak PMF during
signal acquisition. This process would minimize trouble-
some delays otherwise associated with contrast-enhanced
imaging during pre-contrast, post-contrast and wash-out
periods that could yield images beset by artifacts related
to patient motion. Moreover, the PMF-induced physical
separation of tissues’ electrical and magnetic responses
validated the development of a two-stage reconstruction
methodology described here; a discontinuous Galerkin
formulation of the Contrast Source Inversion algorithm
(DGM-CSI) has consequently been employed to produce
quantitative images of both the complex dielectric permit-
tivity and magnetic permeability of a 2D breast model.

2. Methods
2.1. DGM-CSI algorithm

All 2D breast images presented here have been recon-
structed with a CSI algorithm that uses a high-
order frequency-domain formulation of Maxwell’s curl
equations, employing the discontinuous Galerkin method
(DGM-CSI) as a forward solver to support distinct high-
order expansions for the fields, contrasts and contrast
sources. Further details on DGM-CSI can be found in
[6, 7].

2.2. Two-stage inversion procedure

The DGM-CSI formulation theoretically allows simul-
taneous recovery of both relative dielectric permittivity (εr)
and magnetic permeability (µr) from electric and magnetic
field data, but in practice, the coupling between the fields
produced by both electric and magnetic targets makes it
difficult to recover accurate images for both properties con-
currently. Moreover, a small concentration of MNPs in a
specific volume of target tissue represents a very weak mag-
netic scatterer within a highly lossy biological environment,
and the useful scattering signal from the MNP inclusion,
being several orders of magnitude smaller than the strong
electrical responses, is easily drowned out during simul-
taneous inversion of εr and µr. To overcome this difficulty,
a two-stage reconstruction strategy was implemented that
hinges on the fact that separate measurement data is avail-



able for two sets of targets within an otherwise identi-
cal imaging configuration (i.e. the dielectric and mag-
netic responses are separable during data collection via the
application of a weak PMF). While the foundation of this
differential measurement technique was proposed in [3],
the important distinction for our reconstruction method lies
in the use of inhomogeneous backgrounds in DGM-CSI to
offer full quantitative inversion of both εr and µr.

To illustrate the procedure, suppose the existence of a
target characterized by two complex relative permittivity
and permeability profiles denoted by ε1 and µ1, and ε2 and
µ2. To reflect the physics of applying a PMF, the target rep-
resenting the scenario where the PMF is ‘on’ has µ1 equal
to some small residual constant above the permeability of
free space [5] (for simplicity’s sake, µ1 = 1.0 is assumed).
When the PMF is ‘off’, the target has identical dielectric
properties (ε2 = ε1) while µ2 is now some inhomogeneous
magnetic profile, typical of an MNP contrast enhancement.
The following two-stage reconstruction is thus proposed:

1. Total fields Etot
1 are measured at all receivers for the

target defined by the profiles ε1 and µ1. The incident
field here, Einc

1 , is determined for the imaging
system background medium εb and µb within the
imaging domain, and its measured values at the
receivers are used to covert total field measurements
to scattered field data Esct

1 = Etot
1 − Einc

1 .

2. The DGM-CSI algorithm is applied to the scattered
field data Esct

1 to reconstruct the contrast functions
(ε1 − εb)/εb and (µ1 − µb)/µb. As aforementioned,
µ1 = µb can be assumed for simplicity, such that
only ε1 need be recovered.

3. Total fields Etot
2 are measured at all receivers for

the target defined by the profiles ε2 and µ2. A new
scattered field dataset is taken to be Etot

2 − Etot
1 .

The profiles ε1 and µ1 recovered in step 2 are used
as a numerical inhomogeneous background εN and
µN for this reconstruction [8], and its corresponding
“incident” fields within the imaging domain are cal-
culated as required for evaluation of the CSI domain
error cost functional.

4. DGM-CSI is now applied to the scattered field data
Etot

2 −Etot
1 to reconstruct (ε2 − εN )/εN and (µ2 −

µN )/µN , from which ε2 and µ2 can be recovered. As
any difference between Etot

2 and Etot
1 is assumed to

be solely due to PMF-induced variations in magnetic
permeability, the dielectric contrast is assumed to be
zero, and at this stage the algorithm is constrained to
recover only µ2.

2.3. Synthetic breast model

Synthetic data was generated from a two-dimensional
MRI-derived breast model supplied by the University of
Wisconsin’s public database (ID: 070604PA2) with tissue-
dependent complex permittivity values calculated for a

frequency of 1.0 GHz from fitted 4-pole Cole-Cole models
[9]. A simple circular inclusion, 1 cm in diameter,
was embedded in a region of fibroglandular tissue at
(x, y) = (−0.01,−0.012)[m] and also given a frequency-
appropriate permittivity for breast cancer. Additionally,
this tumour was seeded with a weak magnetic perme-
ability appropriate for a 10 mg/mL concentration of 10 nm-
diameter magnetite MNPs at 1.0 GHz (µr = µ2 = 1.006−
0.015i) [4]. The complete model is depicted in Fig. 1.

For this 2D transverse magnetic (TM) model, electric
field data (Ez) was generated in a low-loss background
of εb = 23 − 1.13i and µb = 1.0 with 24 transmitters
and 48 receivers evenly distributed at a radius of 10 cm,
through the use of a finite-element method (FEM) forward
solver with a finely-discretized mesh independent from that
used for the DGM-CSI inversion. Doubling the number
of receivers per transmitter was found to be helpful in the
quantitative recovery of the magnetic inclusion, which pro-
duces a very weak scattering signal. Three sets of data (i.e.
the fields that would be measured in practice) were sepa-
rately corrupted by additive Gaussian white noise at an SNR
of 80dB: incident field Einc

1 , and total fields Etot
1 and Etot

2 .
The outer skin boundary was the only prior information
employed during inversions; it was used as the problem’s
imaging domain. The inner skin boundary was not provided
as prior data to the algorithm.

3. Results and discussion

The imaging results of a 1.0 GHz two-stage DGM-CSI
inversion of synthetic data are shown in Fig. 2. This
low reconstruction frequency illustrates the usefulness of
the two-stage inversion technique for improving the cancer
detection potential of contrast-enhanced MWI. The rela-
tively poor spatial resolution achievable at 1.0 GHz has
blurred the area of interest around the tumour’s location
in Re(εr) and yielded a poor recovery of Im(εr), limiting
the diagnostic utility of the complex dielectric permittivity
reconstruction by itself. However, the inversion of the mag-
netic permeability, despite some minor noise-related arti-
facts, has correctly localized the MNP inclusion. This is
especially evident when µr is rescaled to remove values
below 40% of the expected maximums for the real and
imaginary parts (see bottom plots of Fig. 2). The real
part of µr is somewhat less accurate than the imaginary
component, as the “hot spot” has been subjected to an
erroneous narrowing and a slight medial shift, likely due
to noise distortion. Given its minute permeability value
above that of free space (Re(µr) = 1.006), difficulties in
its reliable reconstruction from noisy data are not surpris-
ing. Regardless, given the nebulous region of high permit-
tivity around the “7 o’clock” position in Re(εr) where the
tumour is located, in a hypothetical clinical scenario it is
clear that a combination of both εr and µr would provide
a more useful assessment of possible breast pathology than
the reconstruction of dielectric permittivity alone.
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Figure 1: Complex electromagnetic properties of Univer-
sity of Wisconsin 2D synthetic breast model at 1.0 GHz
(ID: 070604PA2): εr (top) and µr (bottom).

4. Conclusion
A two-stage contrast-enhanced MWI reconstruction
methodology for the recovery of complex electrical permit-
tivity and magnetic permeability in strongly electrical and
weakly magnetic biological targets has been successfully
tested using the DGM-CSI algorithm on 2D synthetic
data. Follow-up studies with a CSI formulation capable of
full 3D quantitative inversion of εr and µr are ongoing,
employing synthetic data acquired from 3D breast models
and experimental data from the University of Manitoba
Electromagnetic Imaging Lab’s latest imaging system.
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Abstract

In this contribution an inverse scattering problem is ad-
dressed in a multipath environment. In particular, multipath
is created by known ”extra” point-like scatterers (passive
elements) expressely deployed between the scene under in-
vestigation and the source/measurement domains. Through
a back-projection imaging scheme, the role of the passive
elements on the achievable performance is shown and com-
pared to the free-space case.

1. Introduction

The problem of detecting and localising targets can be
tackled by adopting a number of different methods [1].
Back-projection, migration algorithms and time reversal are
among the most used in literature due to their simplicity of
implementation and easiness of understanding [2].

For these methods, it is known that the achievable per-
formance in the reconstructions is basically related to mea-
surement configuration, i.e., the adopted frequency band
and the size of the measurement aperture. However, the
presence of known in-homogeneities in the background
medium can change the things leading to performance en-
hancement due to the intervening multipath.

Multipath can be a source of artefacts that can corrupt
the reconstructions. However, if the in-homogeneous back-
ground is someway characterised (for example, because it
is artificially created) it can be positively exploited in or-
der to improve the spatial resolution. From a physical point
of view, the reason is that in-homogeneities re-radiate the
field impinging on them and hence act as a further source
of illumination/scattering which virtually enlarges the ac-
tual measurement aperture.

A number of papers support previous claim. The ef-
fect of a single point-like in-homogeneity located between
the sensors and the scene to be diagnosed is studied in [3],
whereas the role of a reflecting plane in [4], for inverse
source problem, and in [5], for inverse scattering under lin-
earised scattering operators. Under the same assumption,
the impact of a reflecting plane located at the bottom of the
scattering scene is addressed in the framework of single and
multi-frequency case in [6] and [7], respectively. A dielec-
tric periodic structure located in front of the investigation
domain is instead considered in [8].

In this contribution, we address a problem similar to
the one considered in [14] and perform the reconstruction

Figure 1: Geometry of interest. The target to be recon-
structed is assumed to reside within the investigation do-
main D

I

. A grid of point-like scatterers (blue circles) is
expressely located between the source (�

s

) and observation
(�

o

) lines and the target in order to create multipath. The
scattered field is collected over the measurement line for all
the frequencies within the band ⌦

k

.

via the same inversion back-projection scheme. The goal is
to extend the results obtained for inverse source to inverse
scattering problems.

It is shown that when a sufficient number of point-like
scatterers are deployed in the scene, artefacts they introduce
actually superimpose so as to return a focalised contribu-
tion. As a consequence, an improvement in the achievable
spatial resolution is obtained as compared to the free-space
(i.e., when no passive scatterers are present) case.

2. Mathematical model

The geometry of interest is depicted in Fig.1 where in-
variance is assumed along x3. The sources are located at
y

s

2 �

s

. They are assumed radiating the signal S(!) lin-
early polarised along the x3-axis so that the problem is 2D
and scalar. The scattered field is collected over y

o

2 �

o

.
The target to reconstructed instead resides within the inves-
tigation domain D

I

. The scenario also includes an ensem-
ble of N known point-like scatterers located between the
source/receiving domains and D

I

. The point-like objects
have known spatial positions ⌘

p

= {x1, x2, · · · , xN

} and
”strength” ⌘

m

= {µ1, µ2, · · · , µN

}.
Under the Born approximation the scattered field due to



an object inside the investigation domain D

I

can be written
as

E

s
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where �(p) is the contrast function representing the scat-
tering object within the investigation region D

I

, k = !/c

is the free-space wavenumber. G
N

(·) is the Green function
pertinent to background medium including the point scat-
terers.

As the point-like scatterers are by definition much
smaller than the employed wavelenght, their scattered field
can be considered being proportional to the Green function,
G

b

(·), of the homogeneous medium (free-space). Accord-
ingly, through the Foldy-Lax [9] equations and by further
assuming the point scatterers being well-separated (this
way multiple scattering between them can be neglected),
we can write
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).
The latter equation represents our background Green

function which obviously incorporates the passive ele-
ments’ scattering.

The object �(.) is generally frequency dependent. Such
a dependence is neglected in our analysis and therefore in
operator notation eq. (1) can be written as

G : �(p) 2 L

2
(D

I

) ! E(k, y

s

, y

o

) 2 L

2
(⌦

k

⇥ �

s

⇥ �

o

)

(3)
which is a linear integral operator that links 2D functions.
In equation (3) no a priori information related to the source
and the field is exploited but the functional spaces they be-
long to are equipped with usual L2 Hilbert structure. ⌦

k

is
the wavenumber frequency band.

3. Inversion Scheme

The operator (3) represents the mathematical model to be
inverted in order to reconstruct the unknown scatterer. Now,
note that through the background Green function (2) the
multipath directly influences the scattering operator kernel.
Therefore, this phenomenon must effect the reconstruction
someway. The main goal here is to foreseen this effect,
that is to estimate how extra scatterers act on the achiev-
able performance and to link the latter to the configuration
parameters.

In order to invert the model (3) a back-projection
scheme is used. This approach actually means processing
the scattered field data by the adjoint operator G†

G†
: E

s

(k, y

s
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) 2 L

2
(⌦

k

⇥�

s
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) ! �̃(p) 2 L

2
(D

I

)

(4)
of the scatterer operator G. Back-projection algorithms
are linear inversion strategy used to achieve the imaging
in many areas of applied science, as through-wall imaging
(TWI), subsurface imaging (GPR) or in SAR context [2],
and in the last two decade even in biomedical applications
[10]. Often in literature such methods are addressed in dif-
ferent ways as for example migration [11], time-reversing
[12], or back-propagation [13], depending of the scientific
contexts. A unified overview of many of those algorithms
has been reported in [2]. Actually, performing the inversion
through (4) is justified because under certain conditions it is
shown that G†G can be cast as a pseudo-differential operator
[3]. This entails that back-projection allows retrieving the
singularities of the unknown (though filtered) in the right
location and with the right orientation.

By adopting the expansion (2) in (3), the scattering op-
erator can be rewritten as

(G�)(k, y
s
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where with G00 = G0(k, y

o

, p)G0(k, p, y
s

) denotes the
free-space path that can be divided in two part: the first one
from the source point to the scatterer and the second one
from the scatterer to the measurement point. The remaining
terms instead account for the paths through the point-like
scatterers. A similar expansion can be used for the adjoint
operator

(G†
E

s

)(p) =

NX

l,h=0
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)dkdy
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(6)

where ⇤ represents the conjugate operator. Hence, the
reconstruction computed after the adjoint back-projection
procedure can be written as

R�(p) =

Z

D

I

K(p, p

0
)�(p)dp (7)

where, obviously, K(·) is the kernel of the operator G†G.
Actually, K(·) is the point spread function (PSF) of back-
projection inversion scheme. Therefore, it is sufficient to
study this term in order to evaluate the affect of the point
scatterers on the imaging procedure. By employing (5) and
(6), the kernel can be recast as
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Figure 2: In the panel each single terms is reported when a single scattering point is present. All terms are normalized to
/max |K0000|. The point scatterer has ⌘1 = 6 it is located at (x1 = �4�

max

, x2 = ��

max

). The source and measurement
line are both uniformly arranged between [�2�, 2�] along x1 and located at x2 = 0. The target point is denoted by a black
bullet.
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where for the sake of simplicity it is assumed |S(k)2| = 1

and k

4 has been considered included in the Green functions.
Each single term can be more conveniently rewritten as
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where the large argument expansion of the Hankel func-
tion of second kind and zero order (i.e., the Green function
pertinent to a homogeneous medium ) is used. The terms
A

nmlh

(·) take into account the point scatterers strengths,
the amplitude cylindrical spreading due to the propagation
and in general the source spectrum. The propagation paths
instead is embodied in the phase terms �

nmlh

(·).
Note that the back-projection procedure is implemented

without the amplitude correction step proposed in [3]. This
is because we are mainly interested in studying how the en-
semble of point scatterers contribute in artefact formation
and how they can possibly enlarge the spatial retrievable

spectrum about the unknown. To this end, phase informa-
tion is generally enough. The stationary phase method can
be employed as in [3] so to approximate each contribution
K

nmlh

(·) by its asymptotic leading order term. These con-
tributions can be evaluated by solving the following equa-
tions

r
k,y

o

,y

s

�

nmlh

= 0 8n,m, l, h (10)

If equation (10) admit solution only for p = p

0 then
the PSF will be properly focused, otherwise artefacts are
expected to appear in the reconstruction.

4. Imaging

The reconstruction (7) consists of the summation of (N +

1)

4 terms.
First, we start by considering the case of a single point

scatterer so that only 16 terms are relevant. This corre-
sponds to study the subsets of K

nmlh

which only involve
the subscript 0 and n 8n 2 (1, 2, · · · , N). For those terms,
the results shown in [3] can be applied. Here, we omit ana-
lytical details and limits to briefly describe such results.

Two types of contribution arise. The first one includes
the dominant ones (i.e., the ones coming from the terms
K0000,K0n0n and K

n0n0) which have stationary points for
all (y

o

, y

s

) and that correctly focalise in the investigation
domain. The second one encompasses the non dominant
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Figure 3: The left and the middle top panels report for comparison purposes |K0000| and |K|. The right bottom panel displays
the total |PSF | = |PSF0 + PSF1 + PSF2 + PSF3 + PSF4|. Instead, the left and middle bottom panels show the
|PSF | ⇡ |PSF0 +PSF1 +PSF2| and |PSF | ⇡ |PSF3|, respectively. All reconstructions has been normalized to |K0000|.
The right top panel shows the normalised (by their own maxima) cut views passing through the target point (denoted by a
black bullet) of |K| (blue line), |PSF0 + PSF1 + PSF2| (red line) and |PSF3| (green lines). N = 5 scattering points are
uniformly arranged between [�2�, 2�] along x1 and located at x2 = ��

max

. The target point is denoted by a black bullet.

terms (i.e., coming from K000n,K0n00,K00n0 and K
n000)

that have stationary points only when some particular align-
ing conditions are satisfied. Those second terms provide
again a contribution that focalise correctly. However, since
these happen only for a single (y

o

, y

s

), their contribution is
lower than the dominant ones. The remaining terms cause
potential artefacts when stationary points exist. Fig. 2
shows the reconstructions associated to all the mentioned
terms. For example, the terms K

nnnn

give rise to circu-
lar artefacts. For this reason, the terms K

nnnn

have been
omitted during the image formation in [3]. Nonetheless,
here, we focus right on this kind of terms which, as we are
goining to show, are mainly responsible of resolution im-
provement. However, before proceeding further along this
path, the terms K

nmlh

not covered by previous discussion
must be addressed. To this end, since the point-like scat-
terers have been assumed not interacting, it is sufficient to
consider the kernel terms corresponding to the case of only
two point-like scatterers present in the scene. Say n and m

their indexes. Now, 34 terms are relevant. However, only
terms which involve both the n and m subscripts have to
be studied as the other ones (i.e., those ones corresponding
to the round-trip propagation paths that involve one single
point scatterer) have been already covered by previous dis-
cussion. By paralleling the same approach as in [3] and

in [14], it can be shown that these terms tend to have no
stationary points. This is surely true for the point scatter-
ers arrangement (i.e., along a line) that we are consider-
ing herein. However, it is worth noting that in general this
can depend on the configuration setting (i.e., relative posi-
tions between point scatterers and �

o

,�

s

). As in the previ-
ous case, the dominant contribution turns to come from the
terms K

nmnm

and K
mnmn

.
Eventually, as a result of previous discussions the point

spread function (8) can be approximated as the sum of five
terms

PSF (p, p

0
) ⇡ K0000(p, p

0
) +

NX

n=1

K
n0n0(p, p

0
)+

+

NX

n=1

K0n0n(p, p
0
)+

NX

n=1

K
nnnn

(p, p

0
)+

N�1X

n=1

K
nmnm

(p, p

0
) =

= PSF0(p, p
0
) + PSF1(p, p

0
)+

+PSF2(p, p
0
) + PSF3(p, p

0
) + PSF4(p, p

0
) (11)

In the latter equation, PSF0 represents the usual
term expected from back-projection in free-space which of
course focuses on the target. The terms PSF1 and PSF2
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Figure 4: The role of scattering layout: varying the transversal arrangement. The top and the bottom panels refer to N = 11

scattering points uniformly arranged between [�5�, 5�] along x1 and located at x2 = ��

max

and x2 = �4�

max

, respectively.
The left and middle panels display |PSF0+PSF1+PSF2|/max |K0000| and |PSF3|/max |K0000|, respectively. The right
top and low panel show the normalised (by their own maxima) cut views passing through the target point (denoted by a black
bullet) of previous reconstructions reported in red and green lines. In blue the cut views of |K0000|.

are those ones already accounted in [3]. PSF3 and PSF4

are the terms that we suggest to retain in the reconstruction
procedure. Indeed, as mentioned above, each single term
in PSF3 and PSF4 is an artefact that passes through the
actual scattering position. Therefore, when they are com-
bined together they give rise to a further focalised contribu-
tion. More in detail, by paralleling the same approach as in
[14], we got

PSF3(p, p
0
) =

NX

n=1

b3(p
0
, x

n

,⌦

k

,�

o

,�

s

)⇥

ˆ

�(|p� x

n

|� |p0 � x

n

|) (12)

PSF4(p, p
0
) =

N�1X

n=1

b4(p
0
, x

n

, x

m

,⌦

k

,�

o

,�

s

)⇥

ˆ

�(|p� x

n

|+ |p� x

m

|� |p0 � x

n

|� |p0 � x

n

|) (13)

where the b

i

(·), with i = 3, 4, are amplitude coefficients
whereas ˜

�(·) is a smoothed version of a delta function due
to the filtering introduced by the measurement configura-
tion through the back-projection scheme. Expressions (12)
and (13) actually resemble the ruler and compass migration

scheme proposed by Hagedoorn [15]. In particular, these
terms can be seen as the outcomes of multimonostatic and
multistatic (excluding the monostatic data) backprojection
schemes, when data are collected at the virtual array (that
is not at the actual sources and measurements positions) lo-
cated at points ⌘

p

(i.e., the point scatterers). This suggests
that by suitably arranging the point scatterers in order to
have a virtual aperture larger than the actual one, resolution
can be improved.

5. Numerical example

In this numerical analysis the measurement and transmis-
sion lines coincide, i.e., �

o

= �

s

= �. In particular,
they are segments [�2�

max

, 2�

max

] along the x1 axis, and
both are located at x2 = 0. The investigation domain
is D

I

= [�7�

max

, 7�

max

] ⇥ [�8�

max

,�14�

max

] and
⌦

k

= [4⇡, 6⇡]m

�1. In order to study how the achievable
performance is affected by the point scattering object lay-
out, the parameters of the configuration are kept fixed in all
the following examples while the scattering points set up is
changed. For all the following examples the point scatter-
ers are deployed over a line parallel to � with a �

max

spatial
step between two consecutive point scatterers. The latter, in
turn, are considered of equal strength ⌘

m

= 6.
We start the numerical analysis by showing the compar-
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Figure 5: The role of scattering layout: varying the strength of point scatterers. N = 11 scattering points are uniformly
arranged between [�5�, 5�] along x1 and located at x2 = �4�

max

. Left and middle panels display |PSF3|/max |K0000|
when ⌘

m

= 2 and ⌘

m

= 10, respectively. The right panel shows the normalised (by their own maxima) cut views passing
through the target point (denoted by a black bullet) of previous reconstructions reported in red and green lines. In blue the cut
views of |PSF3|/|K0000| corresponding to Fig.4 (middle bottom panel).

ison between the total point spread function K and K0000,
which would be obtained without scattering points. The
ensemble of point scatterers is located at x2 = ��

max

and
arranged over a segment of length [�2�

max

, 2�

max

] (i.e.,
N = 5 point scatterers are in the scene). By looking at the
results reported in Fig. 3, it can be concluded that when
the scattering grid is close to � no significant resolution
improvement is observed. This can be explained because
for this case the grid and � have roughly the same ”scene
view”, that is they practically subtend the same observa-
tion cone. This means that the spatial wavenumber band
is unchanged by the grid presence and therefore the trans-
verse resolution does not increase. In order to appreciated
the goodness of the point spread function approximation
in the same figure is depicted the reconstruction obtained
by using equation (11) (the same result is obtained if term
PSF4 is omitted). As can be seen, it is very similar to K
(Fig. 3, middle top panel). Accordingly, we conclude that
by using the approximated imaging procedure not only it
is reduced the computational load (faster computationally)
than the traditional back-projection, but it provides similar
results to the latter. In the same figure is shown the re-
construction (left bottom panel) obtained when in the in-
version back-projection strategy only the first three terms
are employed. It is similar (except for some artefact) to
result depicted in the middle bottom panel, where instead
the imaging procedure is carried out by means only PSF3

term. This observation suggests to adopt in the inversion
scheme only the latter term since it allows to further reduce
the computational burden. Hereafter the inversion back-
projection scheme is achieved through or only the first three
contribute PSF0, PSF1, PSF2 or just the last PSF3.

The second example is shown in Fig. 4. Here, the pas-
sive grid is arranged over the segment [�5�

max

, 5�

max

]

(i.e., N = 11) and it is first located at x2 = ��

max

(Fig. 4,
top panels) and then moved at x2 = �7�

max

(Fig. 4, bot-
tom panels). As can be seen, when the imaging procedure

is implemented by adopting the first three terms of equation
(11), the transverse resolution is improved slightly in both
scenarios. However, this improvement becomes more pro-
nounced when the back-projection is carried through only
the term PSF3, particularly when the grid is closer to D

I

(Fig. 4, middle bottom panel). These results are consistent
with previous discussion. Indeed, in both the previous case
the grid subtend a larger observation cone (with respect the
actual measurement aperture) which means a larger spatial
wavenumber band and hence a better transverse resolution.
However, this improvement is less marked when the grid is
close to �. It can be shown that this is due to the coefficient
b

i

(·) which suffer from of a sort of tapering (magnitude
decays towards the edges of the grid) which reduce the vir-
tually aperture relevant in the reconstructions. Moreover,
it is worth noting that in many applications, the resolution
of the imaging algorithm is defined at �3dB with respect
to the maximum amplitude of the reconstruction (i.e., only
within this interval the amplitude of the reconstruction is
preserved). Therefore, although some artefact appears in
the reconstruction (Fig. 4, middle top and bottom panels), it
can be said that an improvement in resolution occurs. This
can be appreciated by cut views through the target position
reported in the same figure. Finally, it is noted the recon-
struction amplitude of Fig.4 (left and middle top panels)
slightly increases (as compared to the case of Fig. 3, left
and middle bottom panel). This is because the number of
grid elements is increases as well.

The last example shown in Fig. 5 concerns the case
where the strength of scatterers is changed. In particular, by
choosing the same configuration as in Fig. 4 (middle bot-
tom panel), the strength of scatterers is chosen first equal
to ⌘

m

= 2 and then increased at ⌘
m

= 10. By looking at
the figures, it can be appreciated the different reconstruc-
tion amplitudes, which obviously is a consequence of the
adopted different strengths. As far as resolution is con-
cerned, it can be seen that with weak point scatterers the
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resolution improvement achieved when ⌘

m

= 6 (Fig. 4,
middle panel) disappears. Otherwise, beyond a threshold
value of ⌘ it is preserved and keep unchanged. Therefore,
further increasing ⌘ entails only an increase of maximum
amplitude of the reconstruction. The cut views depicted in
Fig. 5 (right panel) shown clearly this aspect.

6. Conclusions

In this paper an inverse scattering problem in a multipath
environment caused by an ensemble of scattering points
has been dealt with for a 2D scalar setting through a back-
projection inversion method. By approximating the PSF
thanks to the stationary phase method, the contribution to
the reconstruction due to the scattering grid has been evi-
denced. In particular, it has been shown that the grid can
allow to obtain a finer resolution (compared to free-space)
and that the mainly responsible of this resolution improve-
ment is the term PSF3. It remember that the latter is con-
sidered as artefact in [3] and therefore it is discarded in im-
age formation procedure proposed there.

Finally, it is highlighted that with our proposed pro-
cedure (back-projection through only PSF3) two impor-
tant aspect are combined: an improvement of the resolution
achievable thanks to extra point scatterers and a faster imag-
ing procedure compared to the traditional one.

As future developments, we plan to extend to study to
the inverse scattering problem to a 3D dyadic case.
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Abstract

The role of multiple views and/or multiple frequencies
on the achievable performance in linear inverse scattering
problems is addressed. To this end, the impact of views and
frequencies on the Kolmogorov entropy measure is studied.
This way the metric information that can be conveyed back
from data to the unknown can be estimated. For the sake
of simplicity, the study deals with strip scatterers and the
cases of discrete angles of incidence and/or frequencies.

1. Introduction

Linear inverse electromagnetic scattering problems amount
to inverting an integral equation of the first kind for an
object function which is related to the scatterer’s features
like the shape, the support, the dielectric contrast, etc..
[1]. As is well known, this problem is ill-posed in the
sense of Hadamard [2]. Indeed, since the kernel function
is a square integrable function, the integral operator is of
Hilbert-Schimdt class and hence compact [3]. This en-
tails that the inverse operator is not continuous and in order
to obtain meaningful solutions some regularisation method
must be employed [4]. Therefore, while in principle an ob-
ject can be perfectly reconstructed when the operator is in-
jective, actually due to the noise and uncertainties one must
content of approximate solutions resulting from a trade-off
between accuracy and stability imposed by the adopted reg-
ularisation scheme [5].

As known, the achievable performance in the recon-
struction can be improved by probing the scattering scene
at different angles of incidence (multi-view configuration)
or at different frequencies (multi-frequency configuration).
When only view or frequency diversity is exploited the cor-
responding operators are denoted as A

v

and A
f

.
In order to work out the impact of the diversities on the

related scattering/inverse scattering problems, the mathe-
matical features of the relevant scattering operator should
be analysed. To accomplish such a task the singular value
decomposition (SVD) of the involved operator is a natural
and fundamental tool . Indeed, determining/estimating the
singular value behaviour allows to foresee the number of
significant singular values (i.e., the so-called number of de-
grees of freedom, NDF [7], or the essential dimension [8])
and hence to estimate the dimension of the space within
which the unknown will be stably reconstructed [6]. Also,
knowing the singular values permits to estimate the infor-

mation that can be conveyed back from data to the unknown
[9].

Of course, a criterion for identifying the significant sin-
gular values must be given. It is clear that this question
belongs to the more general realm of regularisation theory.
Here, we implicitly adopt a regularisation method that is
based on a spectral cut-off strategy [10]. However, unless
the singular values exhibit a step-like behaviour (and this
is not the case herein) the choice of the cut-off (truncation)
threshold is not so obvious. Indeed, some a priori informa-
tion is usually required. Here, we follow the same philos-
ophy as in [11], therefore it is assumed that bounds about
the norm of the noise as well as of the solution are known.
Accordingly, we have that

kA
i

�� ˜

E

S

k  ✏, k�k  E (1)

where i 2 (v, f) and ˜

E

S

is in general the noisy scat-
tered field. Of course, it is furthrmore assumed that the
set of object functions � for which both constraints hold
true is not empty. By recalling that A

i

are compact oper-
ators the choice of the truncation threshold can be pursued
within the framework of the topological information theory
in terms of the ✏-entropy H

✏

and the maximum number of ✏-
distinguishable messages M

✏

that can be conveyed back on
the unknown space. In particular, the ensemble composed
by the maximum number of distinguishable messages that
can be sent back to recover an approximation of the un-
known solution, constitutes the backward information flow.
In [11], it has been shown that the cut-off threshold must be
chosen as N

✏

= max{n > 0 : �

n

(A
i

) � ✏/E}, �
n

(A
i

)

being the singular values. By further assuming E = 1, the
following estimates have been derived

H
i✏

�
N

✏X

n=0

log

2

�

n

(A
i

)/✏ and M
i✏

� 2

Hi

✏ (2)

Equation (2) makes it evident that not only the num-
ber of singular values but also their magnitudes are impor-
tant. In [12], the focus was addressed on how the diversities
change both these attributes of the singular value behaviour.
In particular, mathematical arguments that allow to analyt-
ically estimate the singular values were developed. Here,
the aim is to exploit the results obtained there in order to
derive an analytical expression of the right side of equation
(2) in terms of the parameters of the configurations . That



Figure 1: A pictorial view of the scattering configuration
considered in this paper is sketched.

is, how the ✏-entropy changes by varying of the scattering
parameters is addressed.

In order to tackle the problem under the simplest con-
ditions, a canonical configuration is considered. In more
detail, the scattering domain is assumed to be a strip illu-
minated by plane waves whereas the scattered field is as-
sumed to be collected in the far zone. Invariance is assumed
along the plane wave polarisation direction which in turn is
orthogonal to the strip. Accordingly, the study is devel-
oped for the two-dimensional scalar configuration sketched
in Figure 1.

2. View diversity

Consider the geometry sketched in figure 1. Let I = [�a; a]

be the scattering domain which is assumed to lay along the
x-axis and ⌦

o

= [�u

max

;u

max

] the observation angular
corner with u

o

= sin ✓

o

2 ⌦

o

. Moreover, thanks to view
diversity the scattered field is collected for different inci-
dence directions u

v

= sin ✓

v

2 ⌦

v

with ⌦

v

✓ ⌦

o

. Let
us assume that ⌦

v

be a discrete subset of ⌦
o

. In particular,
say M the number of views which are taken by uniformly
sampling ⌦

o

.
The pertinent scattering operator then writes as

A
v

: �(x) 2 L2

I

�! E

S

(u

o

, u

v

) = A
v

� 2 L2

(⌦

o

⇥⌦

v

)

(3)
with

A
v

� =

Z
a

�a

exp [jk

0

(u

o

� u

v

)x]�(x)dx

k

0

being the wavenumber at single frequency adopted in the
scattering experiment.

In order to estimate the singular system of equation (3),
it is convenient to study the eigenspectrum of the associated
operator A†

v

A
v

, with A†
v

being the adjoint operator of A
v

.
In this case it results that

A†
v

A
v

=

MX

m=1

2⇡

k

0

P
I

B
⌦

m

P
I

(4)

Figure 2: The case of three angles of incidence ⌦

i

=

{�u

max

, 0, u

max

}. The top panel gives a pictorial view of
the frequency bands which now overlap. The bottom panel
shows how the spectrum of the kernel can be still given in
terms of disjoint bands.

where P
I

and B
⌦

denote the spatial limiting and the
band limiting projectors over the spatial I and frequency
⌦

m

intervals, respectively and ⌦

m

= [�k

0

u

max

+

k

0

u

im

, k

0

u

max

+ k

0

u

im

]. The operator A†
v

A
v

can be con-
veniently rearranged as (see Figure 2 for a graphical expla-
nation)

A†
v

A
v

=

M�1X

m=1

2⇡(M �m)

k

0

[P
I

B
˜

⌦

m

P
I

+P
I

B
ˆ

⌦

m

P
I

] (5)

where ˜

⌦

m

= [(m� 1)�,m�] and ˆ

⌦

m

= [�m�,�(m�
1)�], with � =

2k0umax

M�1

. In this way, ˜⌦
m

and ˆ

⌦

m

for each
m 2 {1, ...,M � 1} are disjoint bands.
Let be �

n

[A†
v

A
v

] the eigenvalues of A†
v

A
v

. They are not
known in closed form. However, as shown in [13], if the
spatial-bandwidth products of each single operator in equa-
tion (5) (c

M

= a�/2 ) are greater than 4, the eigenval-
ues of A†

v

A
v

can be very well approximated by the union
of those associated to each single operator, the latter being
extensively studied in literature [14]-[15]. Therefore, the
eigenvalues of �

n

[A†
v

A
v

] can be given in terms of those as-
sociated to the prolate spheroidal wave-functions (�

l

(c

M

))
as

�
�

n

[A†
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A
v

]

 1
n=0

'
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k
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l

(c

M

)}1
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] (6)
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Figure 3: Singular value behavior for six angles of inci-
dence, ⌦

o

= [�1, 1] and a = 20⇡/k

0

. As can be seen, the
foreseen five steps are well evident.

The same holds also true for the singular values of the
scattering operator ,denoted by �

n

[A
v

], that are the square
root of such eigenvalues. In particular, as the behaviour of
[{�

l

(c

M

)}1
l=0

[ {�
h

(c

M

)}1
h=0

] is a step-like one with the
knee at the index [4c

M

/⇡], the singular values of A
v

exhibit
M � 1 steps where the first knee occurs at N

1

= [4c

M

/⇡].
The successive m-th step is comprised between the in-
dexes N

m

= N

1

+

P
m�2

l=0

l[4c

M

/⇡] and N

m

+ [4c

M

/⇡],
for m 2 {2, 3, · · · ,M � 1}. Moreover, on each step
the singular values are equal to

p
(M �m)2⇡/k

0

with
m 2 {1, 2, · · · ,M�1}. An example confirming this result
is reported in figure 3.

By exploiting the results obtained for the singular val-
ues of A

v

, an upper bound of the ✏-entropy in equation (2)
can be analytically obtained. Assume that the bound about
the norm of the noise ✏ is known. Hence, the cut-off thresh-
old must be chosen as N

✏

= max{n > 0 : �

n

(A
v

) � ✏}.
As the �

n

(A
v

) exhibit a M � 1 steps behaviour, estimating
N

✏

entails evaluating how many steps are above ✏. Accord-
ingly let m̃

✏

= max{m : (M � m)2⇡/k

0

� ✏

2} be the
number of steps above ✏, then

H
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� 4c
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✏X

m=1

log
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p
(M �m)(2⇡/k
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)
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M � 2

(7)
By substituting c

M

= ak

0

u

max

/(M�1), it can be obtained
an estimate of the ✏-entropy in terms of the parameter of
scattering

H
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� 4ak
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(8)
In figure 4, a comparison between the metric entropy evalu-
ated from the exact singular values and the one estimated by
the equation (8). In particular, it can be appreciated how the
estimation given by the equation (8) works very well. Let
H

✏

be the ✏-entropy for the single view /single frequency
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Figure 4: A comparison between the metric entropy evalu-
ated from the exact singular values and the one estimated by
the equations (8) for the view diversity when I = [�10, 10]

m,⌦o = [�1; 1] and M = 3.

configuration. Its expression in terms of the parameter of
the configuration is

H
✏

� 2ak

0

u

max

⇡

log

2

p
2⇡/k

0

✏

(9)

As expected, to collect the field for different angles
of illumination entails an increasing on ”the information”
that can be conveyed back from data to the unknown with
respect to the single view case and this improvement, if
✏

2

< 2⇡/k

0

, can be quantified as

H
v✏

/H
✏

�
8
<

:

2 M = 2

2[1 +

1

(M�1)

log2

p
(M�1)!

log2

p
2⇡/k0
✏

] M > 2

(10)
In [12], it has been shown that in order to obtain the

maximum number of measures ’linearly independent ’ two
extremal views (i.e., having angles corresponding to the
edges of ⌦

o

) are sufficient. Accordingly, multiple views
can be considered redundant. From the equation (10), it
can be concluded that also the redundant views yield an in-
creasing on ”the information” that can be conveyed back
from data to the unknown. In fact, the redundancies ”am-
plify” some spectral components of the data against the
noise. This suggests that the optimal strategy of data col-
lection would be to illuminate the object by two extremal
views and probing the scene more times for each view. In
this way a maximisation of the NDF and of the ✏-entropy
is obtained, contemporaneously. When ✏

2

> 2⇡/k

0

, H
✏

is
zero and only collecting the data for M > 2 views allows
to reconstruct the unknown.

3. Frequency diversity

In this section, the role of frequency diversity is studied.
Therefore, let us assume to probe the field by varying the
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frequency of the incident waves within the discrete interval
⌦

k

= {k
min

, k

max

}. In this case the scattering operator
particularises as

A
f

: �(x) 2 L2

I

�! E

S

(u

o

, k) 2 L2

(⌦

o

⇥⌦

k

)

(11)

A
f

� =

Z
a

�a

exp (jku

o

x)�(x)dx

where now u

o

= sin ✓

o

and u

i

has been assumed equal to
zero (normal incidence).

Let ⌦
k

consists of M frequencies k

m

taken uniformly
between [k

min

, k

max

] at a step of �k = (k

max

�
k

min

)/(M � 1). Accordingly, it results that

A†
f

A
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k

m

P
I

B
⌦

m

P
I

(12)

where now ⌦

m

= [�k

m

u

max

, k

m

u

max

]. For the sake of
simplicity, from now on, we assume that u

max

= 1 so that
⌦

m

= [�k

m

, k

m

].
The operator A†

f

A
f

can be conveniently rearranged as
(see figure 5 for a graphical explanation)

A†
f

A
f

=

MX

m=1
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k

m

P
I

B
⌦1PI

+

+

MX

m=2

MX

l=m

2⇡

k

l

⇣
P
I

B
˜

⌦

m

P
I
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B
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⌦

m

P
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(13)

where ˜

⌦

m

= [k

min

+(m�1)�k, k

min

+m�k] and ˆ

⌦

m

=

[�k

min

�m�k,�k

min

� (m� 1)�k].
Now, A†

f

A
f

is in a suitable form to apply the results
reported in [12]. Hence, it has been shown that as long as
c

M

= a�k/2 � 1 and ak

min

� 1 the �

n

[A†
f

A
f

] exhibit
M steps with knees occurring at N

m

= [2k

min

a/⇡]+(m�
1)[2a�k/⇡]. Moreover, on the m-th step the numerical
value is

P
M

l=m

2⇡/k

l

, with k

l

represents the lth frequency
in ⌦

k

. An example confirming this result is reported in
figure 6.

The following analytical estimation for the ✏-entropy
H

f✏

follows

H
f✏

� 2k
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a

⇡

log

2

qP
M

l=1

(2⇡/k

l

)

✏

+

+

2(k
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� k

min
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⇡(M � 1)

m̂

✏X

m=2

log
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qP
M
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(2⇡/k

l

)

✏

(14)

where m̂

✏

= max{m :

P
M

l=m

(2⇡/k

l

) � ✏

2}. Also here,
this estimation works very well (see figure 7).

As expected, collecting data for different frequencies
below k

max

entails an increasing of the information as
compared to the single frequency k

0

= k

max

case. This
improvement, if ✏2 < 2⇡/k

max

, is estimated as

Figure 5: Illustration of how to rearrange the frequency
bands to obtain (13).
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Figure 6: Singular value behavior of A
f

for the case of
M = 3 frequencies k
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(15)

In [12], it has been concluded that while the maximum
number of measurements ’linearly independent ’ depends
on the highest adopted frequency k

max

, by using more fre-
quencies (lower than the highest one) shapes the singular
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Figure 7: A comparison between the metric entropy esti-
mated by the exact singular values and the one estimated
by the equation (14) for the frequency diversity when I =

[�10, 10] m,⌦o = [�1; 1], M = 3 and ⌦

k

= {⇡, 6⇡}m�1

.

value behaviour so that it resemble a staircase. From equa-
tion (14), it can be observed that the presence of multiple
frequencies yield an increasing of the ✏-entropy and this im-
provement depends on the parameters of the configuration.
Also here, an optimal collecting strategy of the field can be
reached by illuminating the object at the frequency k

max

and probing the scene more time at the same frequency. In
this way a maximisation of the NDF and of the ✏-entropy is
obtained, contemporaneously.

4. Comparison between the diversities

The expressions obtained in the previous sections allow to
obtain an estimation of the ✏-entropy in terms of the scat-
tering parameters. In this section, such results are used to
compare the different configurations considered herein.

Assume that the bound about the norm of the noise ✏ is
known and equal to ✏ = 0.21 and that the observation do-
main is ⌦

o

= [�1, 1]. For the single frequency case (which
means for both the single-view /single-frequency and multi-
view/single-frequency configurations) the object is illumi-
nated at the spatial frequency k

0

= k

max

.
Equation (9) normalised with respect to a becomes

¯H
✏

� 2k

max

⇡

log

2

p
2⇡/k

max

✏

(16)

where ¯H
✏

denotes the normalised ✏-entropy.
When the multi-view configuration is considered, the

scattering scene is probed at M different angles of inci-
dence. Accordingly, equation (8) normalised to a becomes

¯H
v✏

� 4k

max

(M � 1)⇡

M�1X

m=1

log

2

p
(M �m)(2⇡/k

max

)

✏

M � 2

(17)
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Figure 8: A comparison between the normalized upper
bounds of the ✏-entropy associated to the three different
configurations, as k

max

varies in the interval [10, 100]m�1,
when M = 2. The blue line refers to single view /single fre-
quency configuration, the red and green line to multi-view
and multi-frequency configuration, respectively .

From equation (17) it can be observed that in order to
obtain better performance in terms of ✏-entropy only k

max

and M play a role. For multi-frequency configuration only
normal incidence is considered. In this case, also k

min

en-
ters and affects the ’information’. Equation (14) normalised
is

¯H
f✏

� 2k

min

⇡

log

2

qP
M

l=1

(2⇡/k
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l
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✏

(18)

In order to perform the comparison let us assume
k

min

= 2⇡ m

�1. This way, the different configurations
can be compared by varying k

max

and M only.
In figures 8 and 9, the normalised upper bound of the

✏-entropy is shown as a function of k
max

for each configu-
ration, when M = 2 and M = 3, respectively. In particular,
the blue line is associated to single view/ single frequency
configuration (that is when no diversities are employed),
while the red an the green lines are associated to the multi-
view and multi-frequency configurations, respectively.

As expected, there is a gain in terms of ✏-entropy
obtained by exploiting the diversities with respect to the
single-frequency/single-view configuration. This is always
true as the scattering parameters vary .

Furthermore, as can be seen, the multi-view configura-
tion allows to obtain better results than the multi-frequency
one and this improvement increases as more views or fre-
quencies are introduced.

However, this cannot allows to state that the multi-view
configuration is the optimal one because in general the ✏-
entropy depends on the chosen k

min

as well. Indeed, for
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Figure 9: A comparison between the normalized upper
bounds of the ✏-entropy associated to the three different
configurations ,as k

max

varies in the interval [10, 100]m�1,
when M = 3. The blue line refers to single view /single fre-
quency configuration, the red and green line to multi-view
and multi-frequency configuration, respectively .

some parameters the multi-view configuration can be better
than the multi-frequency one (as in this case) and for other
parameters the opposite is true.

So, the presented analytical analysis allows to get the
answer to what is the optimal configuration when the pa-
rameters have been fixed according to some constraints that
one may have.

5. Conclusion

The impact of view and frequency diversities on the Kol-
mogorov entropy measure has been studied in the frame-
work of linear inverse scattering problems.

Canonical strip-like scatterers have been considered.
This has allowed to determine and estimate the ✏-entropy
for all the considered configurations. Also, these expres-
sions clearly make it evident the role of the scattering pa-
rameters (i.e., observation corner, number of views, fre-
quencies, etc.). Numerical checks of such estimations
showed that they are in very good agreement with the actual
entropy.

As expected, the use of diversities increases the infor-
mation content. Also, some numerical examples have been
run to compare the view and the frequency diversities. It
is shown that, for the considered parameters, view diversity
outperforms the frequency one. However, in general this
cannot be the case.

The main results of this paper is to provide a tool to
foreseen the information content once the configuration pa-
rameters have been fixed. Conversely, the reported estima-
tions can be used to set the configuration parameters in or-
der to maximise the achievable information content.
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Abstract

The problem of detecting the breath activities of a human
subject is addressed. A CW signal is used to probe the scene
and the MUSIC algorithm is exploited to detect frequency
doppler modulation introduced by chest movements. For
this particular measurement configuration, the correlation
matrix results rank deficient. In order to restore the rank,
two decorrelation techniques are compared by exploiting
numerical data.

1. Introduction

The contactless heartbeat and respiration detection of a hu-
man subject via radar sensing is a problem that is relevant
in medical as well as security contexts (e.g. for apnea syn-
drome and baby monitor)[1] or for detecting human be-
ings trapped under snow or debris after avalanche or quake
events [2].

The underlying principle upon which those methods
are based is the Doppler shift. More in detail, once a hu-
man body is exposed to continuous-wave (CW) microwave
fields, the arising reflected signals turn out to be modulated
in frequency (or equivalently in phase) due to body move-
ments. Now, if the subject is at rest for some reasons, the
only relevant movement is the one due to chest displace-
ment owing to the breathing and heart beating. These move-
ments are essentially nearly periodic and hence can be de-
tected starting from the reflected field by adopting a suitable
demodulation/filtering scheme.

Vital signs’ detection is a complex task due to many im-
pairing factors. Leakage between the TX and RX channels,
null point problem, stability of local oscillator and strong
clutter coming from environment are among the problems
to be faced [3].

Most of breath frequency estimation approaches are
based on Fourier transform [4] algorithms which are of-
ten combined with proper demodulation schemes in order
to avoid some of the drawbacks mentioned above [5].

In this paper, in order to detect the Doppler shift, a MU-
SIC [6] based algorithm is adopted. The key idea is to
reach a particular spectral decomposition of the data corre-
lation matrix into the so-called signal and noise subspaces.
In particular, the noise subspace is employed to build the
pseudospectrum which ”peaks”, in the unknown space, just
in correspondence of the looked parameters.

Here, the MUSIC algorithm is properly tailored to take
into account that for the case at hand the received signal is

Figure 1: Scattering scenario: a human being is probed by
a CW radio signal.

not a linear combination of complex exponentials. More-
over, as the signals representing the vital signs are corre-
lated, a decorrelation stage has to be run before detection.
Otherwise, the achievable performance rapidly decays so to
cause missing detection.

In order to restore the rank of the correlation ma-
trix, two decorrelation methods are compared: the spatial
smoothing [7]-[8] and the Toeplitz based method [9].

Numerical examples are included in order to show how
two methods work.

2. Mathematic model

Consider the scattering experiment schematically described
in Figure 1. A human being is illuminated by the transmit-
ted signal T (t). Then the reflected modulated signal R(t)
arises and is collected in the receiving stage.

Neglecting amplitude variations, the transmitted signal
T (t) under CW regime can be expressed as

T (t) = cos (2⇡ft+ �(t) ) (1)

where t is elapsed time, f and �(t) are the frequency and
the phase noise of the local oscillator, respectively.

This signal impinges on a human target located at a
nominal distance d0. The chest introduces a time-varying
displacement denote by x(t). Accordingly, after the trans-
mitted signal propagates back and forth for a total dis-
tance (between the transmitter and the receiver) equal to
2d(t) = 2d0 + 2x(t), the received signal is collected; its



expression is given by

R(t) ⇡ cos


2⇡ft� 4⇡(d0 + x(t) )

�
+ �

✓
t� 2d0

c

◆�

(2)
where c is the propagation velocity (the speed of light) and
� is the wavelength in air, which equals c/f .

Chest movements are of course embedded in the phase
term related to x(t). Therefore, this is the factor that has to
be single out in order to detect (if any) and possibly charac-
terize the breath activities. Accordingly, the received signal
is processed by the receiving channel and a MUSIC-based
algorithm as depicted in Figure 2.

Note that a quadrature demodulation scheme is ex-
ploited in order to avoid the null point problem. Hence,
the signal to be processed is given by

B(t) = BI(t) + |BQ(t) = exp

✓
|
4⇡x(t)

�
+ |✓(t)

◆
(3)

where ✓(t) = 4⇡d0
� +��(t) and ��(t) is the residual local

oscillator phase noise, which usually can be neglected [10].
As the spatial displacement x(t) is very small, it results

that
B(t) ⇡ exp (|✓)

✓
1 + j

4⇡x(t)

�

◆

Actually, besides the signal in Equation (3), clutter con-
tributions are always present, specially when there is an ob-
stacle (i.e., a wall, etc.) between the person and the antenna
system.

Therefore, the actual demodulated signal is

B(t) = C + exp (|✓)

✓
1 + j

4⇡x(t)

�

◆
(4)

where C stays for the clutter and is not function of time t.
Note that the clutter introduces a static contribution (af-

ter demodulation) that can be eliminated by filtering out the
continuous component. This filtered signal is denoted as

˜B(t) = exp (|✓)j
4⇡x(t)

�
(5)

and represents the signal that is actually passed to the MU-
SIC stage.

From the theory of Fourier series, any time-varying pe-
riodic displacement x(t) can be viewed as the combina-
tion of a series of single-tone signals. Therefore, for the
ease of analysis and without loss of generality, it is as-
sumed that the chest movement x(t) is described as the
sum of xh(t) = Ah cos (2⇡fht), due to heartbeat, and
xr(t) = Ar cos (2⇡frt) due to respiration.

3. MUltiple SIgnal Classification (MUSIC)

The MUSIC algorithm is a powerful method to estimate
frequencies embedded in a signal.

The standard formulation applies to a linear combina-
tion of complex exponentials. Therefore, here, it is need to
adapt this method to the problem at hand.

Figure 2: Schematic of the receiving stage.

Assume that the reflected signal is collected in corre-
spondence of L instants of time tn so that tn+1 � tn = �t
is the sampling interval. Say b̃ the data column vector cor-
responding to the time vector t. Then, Equation (5) can be
recast in a matrix form as

b̃ = Ca = [cos(2⇡tf1) . . . cos(2⇡tfd)]a (6)

where d is the number of harmonics and a the coefficient
column ai = exp(|✓)j 4⇡Ai

� (in our case d = 2 and A1 =

Ah and A2 = Ar).
In order to build the pseudospectrum, the data

space is factorized in the so-called signal and noise
subspaces. To this end, it is noted that the ma-
trix C can be expressed as C = E�

+E+ where
E�

= [exp(�j2⇡tf1) . . . exp(�j2⇡tfd)] and E+
=

[exp(j2⇡tf1) . . . exp(j2⇡tfd)].
Accordingly, the signal subspace corresponds

to that range of C, i.e., R(C), which in turn
R(C) = R(E�

) [ R(E+
). Therefore, R(C) =

span{exp(�j2⇡tf1), . . . , exp(�j2⇡tfd), exp(j2⇡tf1),
. . . , exp(j2⇡tfd)}. The noise subspace is orthogonal to
both R(E�

) and R(E+
). Hence, also for the case at hand,

the pseudospectrum can be achieved by considering as
steering vector only exponential like vectors (as in usual
MUSIC).

Formally, the pseudospectrum is as follows

�(f) =
1

kP[exp (j2⇡ft)]k2 (7)

where P is the projection operator onto the noise subspace
which depends on the adopted decorrelation algorithm.

4. Decorrelation methods

For the particular scenario addressed herein, it is obvious
that the correlation matrix corresponding to (6) is rank defi-
cient. So the rank need to be restored by some decorrelation
techniques. In this section two different algorithms are de-
scribed.

4.1. Spatial Smoothing

In Spatial Smoothing technique (SS) the data, consisting
of L time samples, is separated in Md = L � N + 1

overlapped sub-arrays composed by N samples, so that
b̃k =

˜B(tk, . . . , tk+N ), with k 2 [1, 2, . . . ,Md], Md

2



Figure 3: Synthetic data with acquisition time equal to 10s. Pseudospectrum comparison between SS (red line) and Toeplitz
(black line) methods by varying the number of samples and the decorrelation index: (a) L = 270, Md = 53, (b) L = 270,
Md = L/2, (c) L = 270, Md = 153, (d) L = 80, Md = 21, (e)L = 80, Md = L/2, (f) L = 80, Md = 61

Figure 4: Synthetic data by varying the acquisition time and the decorrelation index. Pseudospectrum comparison between SS
(red line) and Toeplitz (black line): (a) �tL = 5s, Md = 51, (b) �tL = 5s, Md = L/2 = 100, (c) �tL = 5s, Md = 151,
(d) �tL = 3s, Md = 11, (e)�tL = 3s, Md = L/2 = 60, (f) �tL = 3s, Md = 101
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being the decorrelation index. Accordingly, the correlation
matrix is estimated as

SSS =

1

Md

MdX

k=1

rk (8)

where

rk = b̃kb̃
H
k = DHkD

H (9)

is the correlation matrix calculated for the k-th sub-array,
D = [cos(2⇡tifh), cos(2⇡tfr), sin(2⇡tfh),
sin(2⇡tfr)] and (·)H denotes the complex conjugate trans-
pose. Hk is a 4 ⇥ 4 matrix. If the smoothing is properly
achieved then the rank of

PMd

k=1 Hk should be 4.
In order to identify the signal and noise subspace, the

Singular Value Decomposition (SVD) is applied to SSS . By
checking singular values, the noise subspace is defined as
the set of singular values that get small with respect to the
first one. In particular, note that for the case at hand, due
to particular form of the matrix C, the number of the rele-
vant singular values (i.e., the signal subspace dimension) is
twice as the number of frequencies. Finally, the projection
operator P picks the corresponding left singular function
of SSS in order to build the pseudospectrum. Note that af-
ter the smoothing, data is as it were collected only over the
instants (7), with t = t(1, . . . , N).

4.2. Toeplitz based algorithm

This method is based on building up Toeplitz matrices for
each row of the correlation matrix r = b̃b̃H [9]. Its in-
troduction is motivated by the need to avoid reducing the
time interval used while constructing the pseudospectrum
that occurs in the Spatial Smoothing procedure.

The l-th Toeplitz matrix is defined as

Rl =

2

6664

r
�
l, L

2

�
r
�
l, L

2 + 1

�
· · · r(l, L� 1)

r
�
l, L

2 � 1

�
r
�
l, L

2

�
· · · r(l, L� 2)

... · · ·
. . .

...
r(l, 1) r(l, 2) · · · r

�
l, L

2

�

3

7775
=

= GSlG
H (10)

where G = [g(fr) g⇤
(fr) g(fh) g⇤

(fh)]
is the steering matrix where g(fd) =⇥
exp(j2⇡tL/2fd), exp(j2⇡tL/2�1fd), · · · , exp(j2⇡t1fd)

⇤T

(d = r, h) and Sl is 4 ⇥ 4 diagonal matrix that can be
shown to be full rank.

Then the SVD factorization is applied to the following
matrix

ST =

L/2X

l=1

RH
l Rl (11)

with t = t(1, · · · , L/2) in (7).
It is noted that also this method entails a reduction of

the time interval. But in this case only half the time interval
is lost to achieve decorrelation.

It is interesting to compare both methods. This is the
main aim of this paper and will be achieved numerically
in the next section. However, we find interesting to show
some analytical arguments we found that establish a clear
link between them. More in detail, comparing the i, j-th
entry of SS correlation matrix

{SSS}ij =
1

Md

MdX

k=1

bi+k�1b
⇤
j+k�1 (12)

and that of Toeplitz correlation matrix

{ST }ij = F

L/2X

k=1

bi+k�1b
⇤
j+k�1 (13)

with F =

PL/2
k=1 |bk|2, it is easy to note that, unless

unessential constant, the entries of both matrices are the
same when Md = L/2. This means that for Md = L/2
the two methods are practically the same. Also, this solves
the problem connected to the choice of Md in the SS algo-
rithm. Indeed, by choosing Md = L/2 one is sure that SS
fully recovers the rank.

5. Numerical Results

In this section the analysis is conducted with numerical
data. The comparison between the two decorrelation meth-
ods is carried out in terms of dynamic range and resolution
and with respect to the signal to noise ratio (SNR), number
of time samples and time interval duration.

The demodulated signal taken into account is

b̃ = Arcos(2⇡frt) +Ahcos(2⇡fht) + n(t) (14)

with Ar = 1.5mm, Ah = 0.001mm , fr = 0.3Hz and
fh = 1.2Hz, n(t) denotes the noise which is assumed to
be AWGN.

In all the following examples, the pseudospectra are
plotted in log-scale: the blue line indicates the MU-
SIC pseudospectrum without decorrelation step, instead,
red and black lines show the pseudospectra with SS and
Toeplitz decorrelation methods, respectively.

The reflected signal is collected at most over L = 400

samples for an interval of time of 10s.
As first example, noiseless data are considered while

the number of samples is reduced at 270 (Figure 3(a)-(c))
and then at 80 (Figure 3(d)-(e)). The analysis is conducted
by varying the correlation index Md in the SS method (red
line) in order to appreciate the differences with respect to
Toeplitz technique (black line).

As can be noted, in panel (b) and (e), when Md is cho-
sen equal to L/2, the performance are the same in perfect
agreement with the discussion reported above. On the other

4



Figure 5: Synthetic data with L�t = 10s and L = 400. Comparing SS (red line) and Toeplitz (black line) methods by varying
the SNR level and the correlation index: (a) SNR = 20dB, Md = 101, (b) SNR = 20dB, Md = L/2, (c) SNR = 20dB,
Md = 301, (d) SNR = 10dB, Md = 101, (e) SNR = 10dB, Md = L/2, (f) SNR = 10dB, Md = 301, (g) SNR = 5dB,
Md = 101, (h) SNR = 5dB, Md = L/2, (i) SNR = 5dB, Md = 301
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hand, when Md = 53 < L/2 (panel (a), (d)) the SS decor-
relation performs better than the Toeplitz method in terms
of resolution, whereas when Md = 153 > L/2 (panel (c),
(f)) the opposite is true. This clearly occurs because Md

actually dictates the effective length of the time interval in-
volved in the pseudospectrum formation.

In Figure 4 the role of time interval is studied keeping
fixed the sampling step. In detail, in panels (a)-(c) the ac-
quisition time is reduced to 5 seconds (L = 200) whereas
in panels (d)-(f) to 3 seconds (L = 120). Of course, as the
overall acquisition time has been reduced the pseudospectra
tend to enlarge. Furthermore, the same trade as above as far
as Md is concerned is practically observed. However, now,
when Md < L/2 (here Md = 11, see Figure 4(d)) the SS
also exhibits a loss in the dynamic range. This is because in
this case the smoothing procedure does not work perfectly.
Whereas, when Md > L/2 (Md = 101, see Figure 4(f)),
the SS shows a dramatic loss of resolution.

Finally, we turn to address the effect of noise on data.
In Figure 5 the results retuned by the two methods at

hand are displayed by varying the Signal to Noise Ratio
(SNR). In particular, in the panels (a)-(c) SNR is equal to
20dB, in (d)-(f) the SNR = 10dB and in (g)-(i) SNR =

5dB.
As expected, the presence of noise does not allow to

detect the heartbeat harmonic due to its very low ampli-
tude Ah. Also, both the methods appears relatively stable
against noise, even though the dynamic range reduces as
compared to the noiseless case. Finally, it is noted that
whether Md < L/2 or Md > L/2 the SS returns lower
or higher (than the Toeplitz method) pseudospectra. This
can be explained that when Md > L/2 Equation (8) entails
a more ”strong” averaging that tends to reduce the noise.
However, the cost to pay is a loss of resolution.

6. Conclusions

In this paper, two different decorrelation methods for vi-
tal sign detection have been compared. In particular, the
analysis has been conducted in terms of dynamic range and
resolution for Spatial Smoothing and Toeplitz methods.

It has been demonstrated that the SS and Toeplitz tech-
niques show the same performance with a suitable choice
of decorrelation index, in particular when it is equal to half
of number of the available samples (L/2).

The performance of SS method depends by the choice
of decorrelation index. Indeed, the results have shown that
when Md < L/2 the pseudospetrum have a loss of dynamic
range and an increasing of resolution and for Md > L/2 the
opposite holds true.
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Abstract
This paper aims to investigate the performance of linear
sampling method for mixed boundary (both dielectric and
conducting) objects in the half-space domain. The study
is based on the numerical evaluation of synthetic examples
at different frequencies. It is shown that in half space sce-
nario, dielectric objects are not detected at lower frequency
whereas PEC objects do not suffer from such limitation.
In order to improve the image reconstructions, a multifre-
quency approach is used.

1. Introduction
The Linear Sampling Method (LSM) is a simple, robust,
and efficient method to detect the target’s shapes and loca-
tions from the multi-view multi-static data collected around
the target [1]. The method has been applied in the fields of
biomedical, geophysical explorations, through-wall imag-
ing, and so on [2, 3, 4]. Recently, in our work, it has been
applied to the mixed boundary problems [5] where the be-
haviour of LSM for reconstructing the dielectric and the
perfect electric conducting (PEC) objects were discussed in
a full space measurement scenario. It is found that the LSM
fails to detect low-permittivity objects at low frequencies
and the reconstructions are improved either with increase
in frequency or at higher permittivity values. In the case
of PEC objects, good estimates are observed at lower fre-
quencies. At higher frequencies, the chance of occurrence
of eigenvalues is more for both dielectric and PEC objects
which in-turn affects the target’s shape. In extension to
these works, this paper studies the reconstruction capabili-
ties of LSM in the half space-domain. Conclusions are ob-
tained from the numerical results evaluated at different fre-
quencies. Moreover, a modified LSM indicator, based on
multifrequency, is used to make the reconstructions more
robust against limitations occurring at each operating fre-
quency. The rest of the paper discusses brief view of linear
sampling method, numerical results, and conclusions.

2. Linear sampling method
The LSM is able to retrieve the target’s shape through the
linear equation solved at each sampling point of investigat-
ing domain [1]. It is claimed that the solution assumes fi-
nite energy if sampling point belongs to the scatterer and

infinite elsewhere. While referring the reader to the liter-
ature for more mathematical details, the LSM equation in
the half-space domain is written as [6, 7]
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Here scalar problem (two-dimensional) is assumed.
Escat is the scattered field, '

i

is the angle of incident field,
r = (x, y) is the location of measured Escat, ⇠ is the un-
known complex function, z

t

= (x, y) is the sampling point.
H

(2)
0 (.) is the Hankel function of 2nd kind and 0

th order. k1
and k2 are the wavenumbers of region ’1’ and region ’2’ re-
spectively, as shown in Fig. 1(a). ✓ is the angle between the
propagation direction of the field and normal vector direc-
tion at the boundary.

To find the scatterer support, auxiliary linear equation
(1) is to be solved at each z

t

. According to the principle of
LSM, the solution in the energy form k⇠(z

t

)k2 is finite if z
t

belongs to the scatterer and infinite elsewhere [1]. Here, k·k
is the standard L2-norm. Hence, (1) is ill-posed [8] and re-
quires regularization for a stable solution. While referring
the reader to [1, 9] for mathematical details, the final form
of regularized solution in the energy form based on the Sin-
gular Value Decomposition (SVD) technique [10] can be
written as

k⇠(z
t

)k2 =

NX

n=1

✓
�
n

�2
n

+ ↵

◆2

|f · µ
n

|2 (2)

where �
n

and µ
n

are singular-values and left-singular-
vector of F , respectively. ⇠ is the vector of unknowns, vec-
tor f is the far-field pattern radiated by the point source
located in the half-space region at z

t

(right side of the LSM
equation), N is the total number of non-zero singular val-
ues, and ↵ is a regularization parameter. Therefore, the sup-
port of the scatterer is found by plotting k⇠(z

t

)k2 over the
investigating domain. Parameter ↵ can be calculated us-
ing physics-based criteria as reported in [11], which does



not require knowledge about noise level present in the mea-
sured data. Based on the reasons reported in [11], the indi-
cator function is to be modified to image the deeper parts of
the probed region, and it is given by

���e⇠(z
t

)

��� =

k⇠(z
t

)k
kG(z

t

)k (3)

Next, we evaluate the performance of LSM by consid-
ering a few numerical examples.

3. Numerical results
In these synthetic examples, both dielectric and PEC ob-
jects are embedded in region ’2’ as shown in Fig. 1(a). It
is assumed that the dimension of the objects along the z-
axis is infinite. For image reconstruction, we consider two
examples. In these examples, A total of 31 antennas are
uniformly positioned from (-2 m, 0 m) to (2 m, 0 m). The
spacing between the antennas is chosen such that it satis-
fies the minimum number of required measurements for the
considered investigation area, up to 800 MHz [12]. The ob-
jects under investigation are buried in a lossy background
medium of relative permittivity "

r2 = 2 and conductivity
�2 = 0.002. An investigating domain of size 1 m ⇥ 1 m
with centre d = �1.5 m is considered and uniformly dis-
cretized into 201 ⇥ 201 cells. Here, the synthetic data has
been corrupted with additive Gaussian noise at the level of
SNR ratio of 25 dB.

3.0.1. Example I

We consider one square dielectric object of "
r

= 4 and
conductivity � = 0.004 along with a PEC square object.
The reference image is shown in Fig. 1(b). Both these ob-
jects have a length of 0.2 m. The reconstruction results of
LSM at frequencies 200 MHz, 300 MHz, 500 MHz, and
800 MHz are shown in Fig. 2(a) through Fig. 2(d). Similar
to the case of full space measurements [5], dielectric object
is not detected at low frequency and when the frequency is
increased, the image of dielectric object improve. However,
in the case of PEC, good estimates are observed at all con-
sidered frequencies. Further, the shapes of the targets are
not accurately retrieved due to limited input data. More-
over, the effect of eigenvalues [5] cannot be seen clearly
due to limited number of measurements.

3.0.2. Example II

In this numerical example, we consider an image of one
PEC cylinder of radius 0.15 m along with a square dielec-
tric object of length 0.2 m and a dielectric cylinder of ra-
dius 0.15 m as shown in Fig. 1(c). Both dielectric objects
are of "

r

= 4 and � = 0.004. The reconstruction results
of LSM at frequencies 200 MHz, 300 MHz, 500 MHz, and
800 MHz are shown in Fig. 3(a) through Fig. 3(d). In
this case also, dielectric objects are not detected at low fre-
quency, and when the frequency is increased, the images of
dielectric objects improve.

Figure 1: Image references. (a) Half-space scenario. (b)
Example I. (c) Example II.

Figure 2: LSM results of Example I. (a) 200 MHz. (b) 300
MHz. (c) 500 MHz. (d) 800 MHz.

3.1. Modifications to the indicator function

From the numerical results, it is evident that the indicator
function at the domain of PEC has larger values compared
to the dielectrics. Hence, the dielectric objects are not visi-
ble in the result clearly. Target’s better support is estimated
with a simple modification to the indicator function. It can
be achieved by restricting the maximum value of the indi-
cator function to a particular value as given below:

Max = max

r2⌦
(�10 log(

���e⇠(r)
���
2
)) (4)

Here, the value of Max indicates the maximum value
of indicator that is achieved over the entire investigating
domain. We define a threshold value of 0.65Max such that
the higher values of LSM output which are greater than the
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Figure 3: LSM results of Example II. (a) 200 MHz. (b) 300
MHz. (c) 500 MHz. (d) 800 MHz.

Figure 4: The modified LSM results for example I . (a) 200
MHz. (b) 300 MHz. (c) 500 MHz. (d) 800 MHz.

threshold, are replaced by the threshold value itself whereas
lower values are unaltered. It can be written as

if

⇢
�10 log(

���e⇠(z
t

)

���
2
) > 0.65Max

�

then

�10 log(

���e⇠(z
t

)

���
2
= Max

(5)

Figs. 4 and 5 show the results of LSM with new mod-
ifications. It can be observed that the estimates of dielec-
tric objects are improved. Further improvements can be
achieved using multifrequency approach. From [5], the in-
dicator function is given by

Figure 5: The modified LSM results for example II . (a) 200
MHz. (b) 300 MHz. (c) 500 MHz. (d) 800 MHz.
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where N

F

is the number of frequencies that are consid-
ered for reconstruction. It should be noted that the consid-
ered frequency-band should be sufficiently large in order to
accommodate and combine different kinds of maps in the
low- and high-frequency regions. Here the LSM indicator
is modified to exploit the reconstructions computed at each
considered frequency. The strategy is to combine various
single-frequency maps in such a way that the drawbacks
of low and high frequencies are overcome. However, this
procedure cannot completely eliminate the drawbacks of
each frequency but certainly will produce a better estima-
tion compared to individual frequencies. Fig. 6 shows the
results of multifrequency approach. Here, 200 MHz to 800
MHz with a step size of 50 MHz is considered. It can be ob-
served that a better reconstruction is obtained with the new
indicator function. Notably, the new results are definitely
better as compared to a single-frequency case. It is worth
mentioning that, in the preceding examples, the LSM re-
sults were shown for simple structures. Our aim is to show
the nature of LSM estimation for mixed boundary objects
in the half space domain at various frequencies. In case of
complicated objects, sophisticated LSM indicator similar to
[11] should be adopted for accurate reconstructions.

4. Conclusions
The presented paper has discussed the reconstruction of
LSM for mixed objects in the half space domain. It has
been observed that the PEC objects are detected irrespec-
tive of the frequency. The reconstruction of dielectric ob-
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Figure 6: Results of LSM with multifrequency indicator
function. (a) Example I. (b) Example II.

jects are improved at higher frequencies. The accuracy of
reconstructions is less compared to the case of full space
measurements due to the limited input data. Using mul-
tifrequency approach, the obtained results are found to be
superior to the single-frequency case.
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Abstract-  

This paper discusses the RTD (resonant tunneling diode) based non-Foster matching with a 
tunable passive inductor to achieve reconfigurable, multiband and broadband performance of an ESA 
(electrically small antenna). A capacitive ESA (λ/10) exhibits high capacitance and very low radiation 
resistance. An RTD based capacitive negative impedance circuit is required to cancel the antenna 
capacitance and a tunable inductor based non-Foster based transformer circuit is used to reconfigure 
the operational bandwidth from 250 MHz to 2.5 GHz range. 

 
The Quality factor (Q) of ESA is bound by Chu’s limit [1] and the matching of a high Q antenna 

using a passive lossless network is limited by Bode-Fano limit [2].  A non-Foster circuit (NFC) based 
negative impedance elements offer a solution to the problem to a certain extent. An NFC is an active 
N-port network which disobeys Foster reactance theorem, according to that, the reactance or 
susceptance decreases with increasing frequency. The various approach based on transistors [3], 
operational amplifiers [4], CMOS integrated circuits [5] have been explored for achieving negative 
impedance. Recently, a RTD based NFC has been proposed [6] which highly reduces the complexity of 
the circuit realization. An RTD is a negative differential resistance device which offers negative 
resistance and negligible reactance with suitable biasing.  

 
Figure 1: RTD evaluation board layout. 

 
The topology shown in figure 2 is showing the matching of ESA which has self-resonance at 3.5 

GHz, one can safely model as a 5 pF and frequency dependent radiation resistance with k = 10-19 -.sec2. 
The antenna reactance has been cancelled by the negative capacitance circuit, leaving the frequency 
dependent radiation resistance. The tunable inductors, LTUNE plays major role in the tunablity of the 
matching and tune the frequency dependent radiation resistance of ESA to 50 - at difference 
frequencies from 300 MHz to 2.5 GHz. The upper matching frequency limited by the dominance of RTD 
reactive parasitics after 2.5 GHz [6]. 



 
Figure 2: The topology for antenna matching with tunable inductor pair. 

The tuning has been performed using Coilcraft 164 series inductors by means of an aluminum core. 
The possible inductance varies from 9 nH to 281 nH using this component. However, in this paper we 
are varying the inductance from 15 nH to 100nH range in order to achieve almost full UHF band 
reconfigurable antenna as shown in Figure 3. 

 

Figure 3: Reconfigurable antenna matching using tunable inductor. 
 

The variation of inductance from 15 nH to 60 nH, the matching achieved form 2.5 GHz to nearly 1 
GHz. A dual band operation has been obtained around 80 nH tuning and a broadband matching is 
noticed at 100 nH tuning of inductance. As the real impedance is very low at lower frequencies and 
around 50 Ohm at 3.5 GHz, a passive match is difficult to match at lower frequencies and offer 
matching near 3.5 GHz depending upon the value of constant k. Non-Foster matching has certain 
limitations in antenna apart from matching bandwidth. The noise introduce by active elements in 
receive mode and non-linear behavior in transmit mode are the issues needs to be addressed.  
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Sidewall relief gratings imprinted on optical fiber sidewall for sensing 
applications 
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Nanoimprint lithography (NIL) is a promising method that can fabricate nanostructures with high 
resolution, high throughput and low cost [1]. Since this technology was developed, it has been 
used in many different fields such as photonics[2], bio-sensing[3], etc. Integration of NIL or 
other fabrication technology with optical fiber results in a new concept “lab-on-fiber” [4].  
 
In this work, we proposed a fabrication method to create nanoscale structures on the sidewall of 
a plastic optical fiber (POF) to demonstrate a new form of “lab-on-fiber” for light-matter 
interaction. We then used this fiber sensor to detect the environment refreactive index (RI) as an 
application demonstration. And a theoretical model was developed to explain the experimental 
phenomenon. 
 
Fig. 1a showed the schematic of experimental setup for nanoimprinting on the sidewall of POF. 
The imprinting temperature was controlled by a hot wind gun. A copper stick was used to press 
POF into a silicon mold carrying grating patterns with period of 278nm, depth of 110nm and 
duty cycle of 1:1. Images of the POF after nanoimprint from top, side, and bottom view were 
provide in Fig. 1b. The transferred pattern was on the bottom side, and corresponding SEM 
images were showed in Fig. 1c. Thermal expansion and contraction of POF caused a little 
distortion of the grating lines. 
 
In Fig. 2a, the reflection measurement setup (top) was illustrated. Light from a broadband source 
or a laser was guided into POF through a Y-shape fiber, the reflected light was collected by a 
spectrometer or a photodetector. Bottom figure showed the schematic of the model we developed 
to simulate the reflection caused by the imprinted region of POF. The measured and simulated 
reflectance of POF in air was plotted, and they agree well with each other. To construct a highly 
sensitive RI sensor, 30 nm gold was deposited on the POF for RI detection. The reflection 
spectrum in media with different RI was plotted in Fig. 2c with a schematic of the gold coated 
grating inserted. Linear fit and original peak positon (blue) with RI was plotted in Fig. 2d. 
Besides this peak position method, another method was to measure reflection intensity with a 
650nm laser as light source, and corresponding intensity (red) was also plotted in Fig. 2d. 
 
In summary, we propose a NIL method to fabricate structures on sidewall of fibers, and a model 
was developed to explain the reflection at imprinted region. Finally, RI detection was conducted 
using this fiber as a probe. 
 
[1]$ S.$Y.$Chou,$P.$R.$Krauss,$and$P.$J.$Renstrom,$Applied$Physics$Letters$67,$3114$(1995).$
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Fig.1 (a) Schematic of thermal nanoimprint setup for POF; (b) Images of POF after imprint from 
top, side and bottom view; (c) SEM images of the transferred grating pattern on the bottom of the 
POF 

 
Fig.2 (a) Schematic of reflection measurement setup (top) and an analytical model used to 
investigate the reflection nature (bottom); (b) Measured and simulated reflectance of imprinted 
POF in air without any metal coating; (c) Reflection spectrum of POF after 30nm Au layer 
deposition, inset picture is a schematic of the gold deposited grating; (d) Refractive index 
detection result of monochromatic intensity method and peak position method. 
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Abstract-We proposed a color reflective display which can have unprecedented vivid 
color and brightness. It has a stacked tunable “color mirrors” architecture. Each 
“color mirror” is implemented with high contrast gratings fabricated by Nanoimprint 
lithography. The modulation of each “color mirror” will be realized using an 
electrowetting process. The working principle, design, fabrication and 
characterization of “color mirrors” will be presented. 

 
Reflective display requires no internal light source, this gives them unique properties 

such as printing-like looking, low power consumption, and readability under sunlight. 
Those properties make them suitable for a number of potential applications like e-book 
reader, signage, electronic shelf-labels and display for wearable devices[1]. So far, several 
approaches have been reported and commercialized on reflective displays, e.g., 
electrophoretic displays[2], electrowetting displays [3, 4], and cholesteric liquid crystal 
displays[5]. However, most approaches are still suffering from some common drawbacks, 
like low brightness, low color saturation and small gamut volume[1], therefore commercial 
reflective displays are still dominantly black-and-white only. To solve the issues, we 
proposed a full color reflective display design based on stacked “color mirrors” (figure 1), 
which could exhibit high reflectance with large gamut area, as well as the ability to 
modulate the reflectance[6].  

The “color mirrors” are implemented using 2-D high contrast gratings (HCGs) (figure 
2). They are fabricated by combining interference lithography and nanoimprint lithography 
(NIL). The modulation of the reflectance is achieved by changing the index contrast 
between the grating and its surrounding. Figure 3 shows the blue and green mirrors and 
their reflection spectra in ON and OFF states. High resolution pixels and the combinations 
of colors by mirror stacking will be presented too.  

Acknowledgements This work is supported in part by Huawei Technologies Co., Ltd. 
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Figure 1  Three-layer architecture of a full color reflective display. Blue, green and red filters are stacked, reflecting 

blue, green and red light, respectively. 

 
Figure 2 (a) SEM image of the 2D subwavelength grating reflecting blue light. (b) SEM image of the green mirror. 

 
Figure 3  Both experimental (color lines) and theoretical reflection spectra of blue (a&c) and green (b&d) mirrors in ON 

state (a&b) and OFF state (c&d). The inserts are optical photos of the color mirrors. 
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Sub-10-nm Three-Dimensional Plasmonic Probes and sensors  
 
 

G. Calafiore1, A. Koshelev1, T, Darlington2, N. J. Borys2, J. Schuck2, A. Weber-Bargioni2, 
S. Babin1, K. Munechika1, S. Cabrini2 

 
1aBeam Technologies, 22290 Foothill Blvd, St. 2 Hayward, CA, 94541 

2The Molecular Foundry, Lawrence Berkeley National Laboratory, Berkeley, CA 94720 

 
Plasmonic antennas have been investigated as potential sensing element since long, but great part of 
the efforts on the nanofabrication have been devoted to the 2 dimensional patterning. Many times the 
the “sensing or probing” processes require geometries of the probe that are more complicated than 
the simple flat surface.  In this paper we are going to show some example of three dimensional 
structures and their plasmonic properties as well as their application as sensors for IR spectroscopy 
and probes for Near-field scanning optical microscopy. We will present a series of structures and 
their characterization in IR as well as visible light. Particularly we will focus on the NSOM 
application. It is a powerful and unique approach to characterize the chemical, physical and 
biochemical properties of materials with the nanometer scale resolution in real-time [1]. One of the 
main challenges in using NSOM for a broad range of applications is the development of reproducible 
and efficient near-field probes. A novel class of nano-optical probes has been recently proposed, 
namely "campanile". Campanile tips consist of a 3-Dimensional (3D) tapered structure terminated by 
a plasmonic nano-antenna, which provides superior NSOM performance and decisive advantages [2].  
We will present a novel approach to drastically simplify the fabrication of Campanile probes by 
ultraviolet nanoimprint lithography (UV-NIL) directly on the facet of commercial optical fibers, 
without the need to use FIB. The 3D mold is fabricated by a combination of polymer embossing and 
FIB lithography in a Helium Ion Beam.  
We will show some characterization [3]measurement as well as some NSOM hyperspectral images 
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Abstract-Vertically stacked heterostructures of emerging layered materials are needed for 
modulating the band structures of new nanoelectronic/photonic devices based on layered materials. 
We present a nanofabrication route for producing arrays of such heterostructures, which uniquely 
combines nanoimprint-assisted shear exfoliation and transfer printing techniques. Using this route, 
we have demonstrated the fabrication of uniform arrays of heterostructures consisting of different 
multilayer transition metal dichalcogenides as well as photoresponse devices based on such 
structures. 
 

Emerging layered transition metal dichalcogenides (TMDCs, e.g., WSe2 and MoS2) are attractive materials 
for making new optoelectronic and nanoelectronic devices due to their superior electronic, photonic, and 
mechanical properties.[1-2] In addition, TMDCs have high-quality 2D surfaces with extremely low densities of 
defects and dangling bonds. Therefore, heterostructures with high-quality interfaces free of charge traps can be 
made through the direct stacking of different TMDC layers. This simple stacking process does not need exquisite 
epitaxial growth tools (e.g., molecular beam epitaxy (MBE)) and is potentially compatible with cost-effective 
roll-to-roll manufacturing processes. The produced vertically stacked TMDC heterostructures can be exploited 
for modulating the electronic band structures of various nanoelectronic and optoelectronic devices. One of the 
important applications is the generation of built-in potentials in TMDC-based photoresponse devices for 
facilitating the separation of photo-generated excitons and resulting in high photo-responsivity.[3] However, we 
still lack a top-down nanofabrication approach capable of producing arrays of such attractive TMDC 
heterostructures. 

We present an upscalable nanoimprint/nanoprint-based technique capable of producing uniform multilayer 
TMDC heterostructure arrays into device sites. Specifically, using this technique, we have demonstrated the 
fabrication of uniform multilayer WSe2/MoS2 heterostructure arrays. These heterostructures can be used for 
making photo-response devices.  

Fig. 1 illustrates the presented nanofabrication technique, which involves two critical sub-processes. Firstly, 
our previously developed nanoimprint-assisted shear exfoliation (NASE) technique is used to exfoliate 
prepatterned TMDC features with uniform thicknesses from a bulk TMDC stamp onto a PDMS transfer stamp 
(Steps 1-4).[4] These TMDC features on the PDMS stamp are subsequently transferred into the ordered device 
sites on the target substrate (Steps 5, 6) through a transfer-printing (TP) process. During the TP process, 
prepatterned metal contacts or already-printed TMDC layers can serve as effective adhesion layers for 
immobilizing as-printed TMDC flakes. The repetitive operation of this NASE+TP process for printing different 
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 Absoprtion and emission of electromagnetic radiation in 2D layered materials



Coherent absorption of N00N states
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Abstract— We experimentally investigate N00N state coherent absorption in a multilayer
graphene film and show that coherent absorption may be used to selectively choose whether the
sample undergoes one-photon or two-photon absorption.

A partial absorber placed in a standing wave may either completely transmit or coherently absorb
light, depending on the relative phase of the counterpropagating fields. Recent results in deeply
subwavelength thickness films hold the promise for coherent control and logical gate operations with
both classical and single photon light sources [1, 2]. Here we experimentally investigate two-photon
N00N state coherent absorption in a multilayer graphene film. Depending on the N00N state input
phase, it is possible to selectively choose between single or two photon absorption of the input
state in the graphene film [3]. These results demonstrate that coherent absorption in the quantum
regime exhibits unique features with applications in multiphoton spectroscopy and imaging.
Recent experimental work has shown that coherent perfect absorption can occur when a single
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Figure 1: A frequency tripled Nd:YAG laser is used to pump a type 1 BBO crystal producing correlated
photon pairs. The photons (P1, P2) are separated by a knife-edge prism (KEP) and coupled to single-mode
polarisation-maintaining fibers. The photons are recombined onto a beamsplitter producing an N=2 N00N
state. The quantum state is combined once again onto a second beam splitter BS2, which either takes the
form of either a lossless 50:50 beamsplitter or an absorptive graphene sample. The output states from the
second beamsplitter are distributed over 4 SPADs, A, B, C and D via two further beamsplitters in order to
measure the two-photon output states.

photon Fock state is input to a Sagnac interferometer into which a 50% absorbing film is placed, thus
implying deterministic absorption of the single photon [4, 5]. More intriguing results are expected
when non-trivial quantum states interact with a lossy beamsplitter. Fig. 1 shows the experimental
layout for studying coherent absorption of N00N states; a Hong-Ou-Mandel (HOM) interferometer
creates N00N states that are then used as input to a Mach-Zehnder interferometer (MZI). The
output beamsplitter of the MZI is a ⇠ 50% absorbing multilayer graphene film. To explain the
quantum coherent absorption process at the graphene beamsplitter, we use a theoretical model
based on that developed in [6] and then compare the results to our experiments with N00N states
incident on a graphene film and an ideal lossless beamsplitter. By changing the relative phases of
the two arms of the MZI, we show the ability to modulate between two-photon output states and
deterministic absorption of a single photon. In Fig. 2 we show that for a lossless beamsplitter the



output states are always two-photon states (as expected) and therefore show no overall modulation
of the photon number. In contrast, when the output beamsplitter of the MZI is lossy, we observe a
modulation of the total coincidence rate, indicating that absorption of one photon or two photons
occurs for a specific phase of the interferometer. These results show that two photon absorption,
although typically a nonlinear optical e↵ect, may also occur in the linear regime as a result of the
peculiar absorption regime and input photon states used in our experiments.
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Figure 2: Total coincident rate counted with (i) no sample, black curve (ii) 50:50 lossless beamsplitter, purple
curve (iii) lossy graphene beam splitter - graphene sample, red curve as a function of interferometer mirror
position. The blue curve shows a fit to the oscillation at !2. It can be seen that in (i) and (ii) no overall
oscillation is seen inferring no modulation of the energy within the interferometer. In (iii) it can be seen
that there are a series of minima and maxima corresponding to ‘nodes’ and ‘anti-nodes’ of the N00N state.
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Abstract-Near-field terahertz (THz) imaging is indispensable to investigations in sub-wavelength 
regions down to the nanometer scale. This technology is particularly useful for examining objects 
such as nanomaterials, polymers, cells, and biomolecules. My talk will explain novel THz sensing 
and imaging technologies based on graphene and carbon nanotube devices, and their applications to 
materials and devices characterization. 
 

The advantageous properties of terahertz (THz) waves - permeability through objects opaque for visible light, 
etc. - potentially enable various applications of imaging in this band. A promising approach for achieving high 
spatial resolution is to utilize near-field imaging technique. This method has been well established in visible, 
near-infrared and microwave regions. However, near-field imaging in the THz region remains to be fully 
explored. In particular, the development of passive near-field THz imaging is one of the important issues, which 
enables to provide clear information about inherent properties of samples without external THz source. For this 
realization, highly sensitive detection of the THz evanescent field alone is necessary. In this work, we have 
developed new devices for active and passive THz near-field imaging in which all components: an aperture, a 
probe, and a detector are integrated on a solid-state chip.  

The first part of this talk explains our chip-based near-field imaging technology by utilizing two types of 
two-dimensional (2D) systems1-8: GaAs/AlGaAs heterostructure and graphene. By scanning an 
evanescently-coupled THz detector closely across a sample surface (Fig. 1), we carried out collection-mode 
near-field THz imaging. The implementation of a magnetically-tunable THz detection method further allowed us 
to obtain frequency-selective, near-field THz images. As an application of this technology, cryogenic  
THz-emission imaging was demonstrated (Fig. 2), where THz radiation associated with energy dissipation in a  

 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Schematic view of the near-field THz imager. 

－ +

B

Fig. 2 Near-field image of THz emission distribution in a 
2D semiconductor device, taken with the imager shown 
in Fig. 1. No external THz pump source was used.  



2D semiconductor device was imaged without any THz pump sources. This observation offers direct information 
about electron injection into a 2D semiconductor channel.  

The second part introduces THz sensing based on carbon nanotube devices9-12. We found that the noise of 
this detector was close to the Johnson noise limit, indicating that this device works as a low-noise, highly 
sensitive THz detector.  
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Carbon materials have attracted much attention due to their unique properties, ranging from low 

dimensional effects, good structural integrity, high electrical and thermal conductivity, and 

chemical stability. Increasingly, carbon-based materials have progressed from thin films to the 

nanoscale dimensions, such as graphite to graphene. There are many potential applications ranging 

from electronics to conductive coatings to biomedical technology. In order to obtain high quality 

materials as a precursor, the key focus has been in optimizing and finding the correct growth 

techniques.  

 

Pulsed laser deposition (PLD) has been widely known for its ability to deposit high quality 

hydrogen free diamond-like carbon films. In this talk, I will focus on the lesser known fact that the 

PLD technique can be used to deposit high quality graphene films at relatively low temperatures of 

700 oC. In addition, by modifying the growth process, one can obtain graphite nanodots and through 

the formation of nanocomposites, particles such as ZnO can be embedded into the carbon matrix. 

Some applications of the graphene, graphite nanodots and nanocomposites will also be shown. For 

example, with careful design, flat-film electron emitters can be engineered to be as effective as 

tube-like emitters. This forms the basis in fabricating these 2D materials on other forms of 

substrates for renewable energy such as Li-air batteries, Li-ion batteries, PEM fuel cells and 

Supercapacitors. The applications of the MoS2 in Li-air battery will be discussed. 
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Abstract-We introduce hybrid metamaterials consisting of split ring resonators and a graphene 
nanoribbon array and demonstrate their use for both modulation and integrated detection of 

electromagnetic radiation. 

 

Research on metamaterials has progressed rapidly with substantial expansion of both the scope of novel 
functionalities and the operating frequency range enabled by different types of artificial structures. Many 

approaches are based on noble metals, but at mid-infrared wavelengths and longer the negative permittivity of 

noble metals means that the surface plasmons (SPs) are weakly bound to the metal-dielectric interface. Graphene 

has been shown to support tightly confined SPs in this spectral range [1], with the significant advantage that the 

SP resonance can be tuned by changing the conductivity of graphene, which can be modulated by two orders of 
magnitude using an applied gate voltage. We have recently demonstrated a novel type of tunable hybrid 

metamaterial employing graphene plasmonic resonators strongly coupled to conventional metal based 

metamaterials [2], as shown in Figure 1. Using this structure we were able to demonstrate a terahertz modulator 

exhibiting 60% transmission modulation and operating speed in excess of 40MHz. 

As seen in the simulations in Figure 1(b) the hybrid metamaterial acts to concentrate the electric field 

component of incident radiation along the edge of the graphene ribbon. This effect can be used as a means of 

significantly enhancing the interaction of light with a sample under test and therefore, for example, potentially 

enhancing the sensitivity and resolution of infrared spectroscopy. As a first step towards this we have been able 

to reproduce the infrared transmission spectrum of a very thin (~20nm) layer of test polymer by integrating this 
metamaterial with graphene photodetectors [3]. Features associated with the vibrational modes within the 

polymer molecules then appear as minima in the measured photo-voltage. This is a key step towards the 

realization of a fully integrated, high spatial resolution, surface enhanced sensor and the ultimately could form 

the basis of a spectrometer-on-a-chip. 

(a) (b) Figure 1: (a) SEM image of a fabricated hybrid 

metamaterial unit cell (scale bar = 1Pm) containing a 

graphene nano-ribbon (GR) (b) Simulated x-component 

of the electric field associated with the plasmon 

resonance in the graphene nano-ribbon.  
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Abstract— Graphene is one of the most studied 2D materials. However, the ultrafast car-
rier dynamics influenced by the crystallographic structures is not well studied, because of the
instrumental limitations. Locally different twisting angle between graphene layers was detected
by Raman spectro-microscopy. Photogenerated carrier lifetimes in these selected regions were
estimated by time-resolved photoemission electron microscopy with 100 nm spatial and 100 fs
temporal resolutions. We concluded that the interaction between layers and to the substrate
influence the optoelectronic properties.

1. INTRODUCTION

Quasi-standing mono and multilayer graphene has attracted attention for a range of optoelectronic
applications. The modulation of graphene’s properties for devices applications relies on the un-
derstanding of the carrier interactions and recombination dynamics. Indeed, stacked monolayer
graphene, demonstrates tunable band stuctures that depends on the stacking orders, i.e. the ro-
tation angles between two layers. In that regard, one expects the carrier dynamic to be angle
dependent. Therefore, the ultrafast kinetics and their correlation with the number of layers as
well as the stacking configuration is of particular interest. These relaxation mechanisms have been
extensively studied in high quality exfoliated and SiC graphene using pump-probe techniques. Here
we exploite a different technique coupling an optical pump-probe technique using femtosecond (fs)
laser pulses and a photoemission electon microscopy with the spatial resolution of 100 nm (time-
resolved photoemission electron micriscopy: TR-PEEM). On one hand the fs timescale helps to
investigate the faster relaxation mechanisms, and on the other hand the simultaneaous microscopic
observation probes any particular region that may exhibit a given rotation angle.

We investigated a sample of CVD graphene with multilayer defects inherent to the growth
process. These defects exhibit different stacking angles. Our spatial resolution permits to acquire
in one shot the photoemission of all these defects. A subsequent analyzis performed on the pixelized
image allows the extraction of the lifetime of the carrier within a particular region. As a result,
we are able estimate lifetimes in multilayer regions which have a stronger interaction with the
underliying substrate and other which seem decoupled from the substrate.

Figure 1: (a) Diagram of TR-PEEM. (b) Demonstration of TR-PEEM with a GaAs wafer.



2. TIME-RESOLVED PHOTOEMISSION ELECTRON MICROSCOPY

Figure 1(a) is a schematics of TR-PEEM setup. Figure 1(b) provides a diagram of demonstration
of TR-PEEM with a GaAs wafer sample. A series of TR-PEEM images with different delay times
between pump and probe pulses are shonw. The pump pulse with 2.4 eV excite electrons over the
band gap, and the probe pulse induce photoemission, whose intensity is proportional to the density
of the excited electrons. The temporal evolusion of the image contrast presents the relaxation and
recombination of photogenerated carriers.

3. RESULTS AND DISCUSSION

Figure 2: (a) Raman microscopy image. (b) PEEM
image. (c) and (d) Raman spectra and time dependent
carrier annihilation on different regions as indicated by
A, B, C, and a green square in (a) and (b).

We have isolated a sample containing CVD
graphene superlattices with different orien-
tions. Figure2(a) shows a Raman micriscopy
image of the 2D peak over the G peak to en-
hance the structural information. The bilay-
ered regions are marked with A, B, and C.
Region A corresponds to a rotation angle of
larger than 12 dgeree whereas region B and C
correspond to around 12 degree and smaller,
respectively. These angles have been deter-
mined from the Raman signatures. Figure2(b)
provides a PEEM image obtained at the same
region to Figure2(a). Slightly darker contrasts
in the three regions indicate the higher work-
functions inherent to the different stacking or-
ders. From the time-dependent photoemision
intensity, we can determine the photogener-
ated carrier lifetime for each angle. Differ-
ent stacking orientation give rise to a different
band structure and therefore we expect dif-
ferent recombination lifetime for each region.
Clearly, we observe a difference between the
monolayer that is directly onto silicon diox-
ide and suffers from phonon interaction as op-
posed to the the bilayer superlattices, Fig.
(d). The graphene layers decoupled from the
substrate and longer lifetime are observed. The PEEM system presented here is able to precisely
map in space and with fs time resolution the lifetime of photogenerated carrier in complex nanos-
tructred materials.
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Two-dimensional (2D) materials are currently receiving a lot of attention for 
applications in optoelectronics. In this talk, I will review our research activities on 
electrically driven light emission and photodetection in 2D materials and van der Waals 
heterostructures. In particular, I will present studies of electroluminescence from MoS2 
and WSe2 monolayers and their heterojunctions. Further, I will discuss 
photoconductivity studies of 2D semiconductors, in which we find strong 
photoconductive gain. We envision that the efficient photon generation and detection, 
combined with the advantages of 2D semiconductors, such as flexibility, high 
mechanical stability and low costs of production, could lead to new optoelectronic 
technologies. 



 Homogenization and effective medium theories



High-frequency homogenization for layered hyperbolic
metamaterials

A. A. Krokhin1, J. Arriaga2, L.N. Gumen3, and V. P. Drachev1

1University of North Texas, USA
2Instituto de F́ısica, Universidad Autónoma de Puebla, Mexico
3Universidad Popular Autónoma del Estado de Puebla, Mexico

arkady@unt.edu

Abstract— We propose an analytical approach for calculation of the dielectric tensor of metal-
dielectric superlattice (SL). The obtained formulas are valid at high frequencies near the points
of topological transition from an elliptic to hyperbolic regime. We take into account the evanes-
cent character of the plasmonic mode and oscillatory behavior of the waveguide modes. Our
results show good correspondence to the exact solution of the dispersion equation and significant
deviation from the widely used quasi-static formulas, which ignore spatial field inhomogeneity.

The most common geometry for artificial hyperbolic metamaterials is 1D periodic metal-dielectric
SL [1]. The dielectric function of such structure becomes negative at sufficiently low frequencies
when the contribution to polarization from the metallic layers overcomes the contribution from the
dielectric constituent. Since polarizations along the layers and perpendicular to them are different,
the elements of the dielectric tensor ϵ∥(ω) and ϵ⊥(ω) vanish at different frequencies, giving rise to
the frequency bands with either elliptic or hyperbolic dispersion. Here the sub-indices ∥ and ⊥
refer to the propagation parallel or perpendicular to the optical axis, respectively.

The static values of the dielectric constants

ϵ|| = ϵ̄ = fϵa + (1− f)ϵb,
1

ϵ⊥
=

f

ϵa
+

1− f

ϵb
. (1)

with ϵa replaced by ϵa = 1 − ω2
p/ω

2 are widely used at optical frequencies. Here f = a/d is the
portion occupied by metal in a unit cell of length a+b. This oversimplified approach can be justified
only if the width of the metal film a is less than the skin-depth δ(ω) = c/(ω|ϵa(ω)|. Otherwise,
spatial variations of the fields in metal make the quasi-static approximation invalid, even if the
homogenization condition Kd << 1 for the Bloch vector K is satisfied.

Here we propose relatively simple new analytical method of calculation of ϵ∥(ω) and ϵ⊥(ω) [3].

It is based on well-known formulas Vph = ω
k = c

n and Vg = dω
dk = c

n(ω)+ω dn(ω)/dω for phase and group
velocities respectively. Combining these formulas, a simple differential equation for the effective
dielectric function ϵeff = n2(ω) can be obtained [3]:

c2

VphVg
= n(n+ ω

dn

dω
) = ϵeff +

1

2
ω
dϵeff
dω

= F (ω). (2)

Solution of this equation gives frequency-dependent dielectric function of the equivalent homoge-
neous medium

ϵeff (ω) =
2

ω2

∫ ω

ω1

ω′F (ω′)dω′. (3)

Here ω1 is the constant of integration, which is the frequency where the effective dielectric function
vanishes, i.e. ϵeff (ω1) = 0. Thus, Eq. (3) defines exactly the effective dielectric function if the
group and the phase velocities are known within some interval of frequencies.

The proposed method of calculation of the effective dielectric function can be realized for metal-
dielectric SL where the dispersion relation ω = ω(K) is known implicitly from the Rytov’s equation
[2]. For propagation parallel to the lattice axis the following result has been obtained in the long-
wavelength limit Kd << 1:

ϵ||(ω) ≈
2c2

ω2d2
[
1−D||(ω)

]
, (4)
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Figure 1: Left panel: Permittivity ϵ∥(ω) for a SL with filling fraction f = 1/2. Red stars is the result
obtained from the exact equation [2], blue circles is the effective permittivity obtained from Eq. (4), green
squares plots the ϵ|| proposed in Ref. [4], and brown triangles is the dependence ϵ∥(ω) obtained in the
quasi-static limit (1). Right panel: Calculated effective permittivity ϵ⊥(ω), black solid line. The quasi-static
approximation ϵ⊥ (1) is shown by dashed red line.

In Fig. 1 we plot the dielectric function (4) (blue circles) for a SL with a = b = 2c/ωp and
ϵb = 2.25. The topological transition occurs at ω1/ωp ≈ 0.478. For comparison we also plot the
dielectric function (red stars) calculated from the exact dispersion equation. In the vicinity of
topological transition ϵ||(ω) calculated from Eq. (4) is practically undistinguishable from the exact
result. Unlike this, the dependence obtained from the quasi-static formula (1) (brown triangles)
underestimates the value of the effective permittivity. This approach gives the position of the
topological transition red shifted by 90 nm from the exact result. The dependence shown by green
squares is calculated using the formula derived in Ref. [4]. The method of homogenization proposed
there takes into account the skin-effect, however the effective permittivity is overestimated. The
position of the topological transition is blue shifted by 35 nm. Thus, the accuracy of the method
of homogenization proposed in Ref. [4], as well as the accuracy of the quasi-static approximation
are not sufficient for modern optical studies.

The effective dielectric constant for propagation of the TM mode perpendicular to the lattice
axis is shown by black solid line in Fig. 1 (right panel). At low frequencies the propagating
mode is of plasmon-like nature. For this mode the fields are localized near the metal-dielectric
boundaries. Our approach gives ϵ⊥(ω → 0) = ϵb [1 + 2c/(bωp) tanh (aωp/2c)] for the homogenized
dielectric function of this mode. For frequencies above the lowest cut-off frequency the spectrum of
SL consists of waveguide modes. The corresponding permittivity vanishes linearly near each cut-off
frequency, see Fig. 1. The graphs in Fig. 1 show that the quasi-static approximation (1) is not
satisfactory for this component of the dielectric tensor as well.

In conclusion, we show that the quasi-static approximation is not valid near the frequencies of
topological transitions and propose a new method of calculation of the effective dielectric tensor.
This method takes into account rapid spatial variations of the fields within the unit cell and it is valid
for high-frequencies in the long-wavelength limit Kd << 1. Some recent results for electrodynamics
of hyperbolic metamaterials based on quasi-static approximation should be revised and recalculated.
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Abstract-We propose a nonlocal effective medium theory for photonic crystals and metamaterials 

by matching of the dispersions and impedances of eigen-fields. Such nonlocal effective medium 

theory is capable of homogenizing periodic structures beyond the long wavelength limit. The 

conditions of the validity of the theory is also clarified. Moreover, with the nonlocal effective 

medium theory, we propose photonic crystals with omnidirectional impedance matching and the 

ability of formation of aberration-free virtual image, which we denote as “ultra-transparent” 
photonic crystals. 

 

 

We consider that a structure with translational symmetry in the z  direction is composed of periodic 

rectangular lattice in the xy  plane. And the lattice constant is xa  ( ya ) in the x  ( y ) direction. For the waves 

propagating in xy  plane, the effective parameters can be obtained by matching the dispersions and impedances 

of eigen-fields: 
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 . Here, the electric and magnetic fields are the eigen-fields 

obtained from the numerical calculations. 
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Abstract-Using a generic microscopic model, we show that the boundary stress induced by an 

electromagnetic plane wave in a negative-refractive-index metamaterial depends not only on the 

macroscopic effective permittivity and permeability but also on the microscopic lattice symmetry 

of the polarizable units that constitute the metamaterial. The lattice effect is attributed to 

electrostriction and magnetostriction which can be accounted for by the Helmholtz stress tensor 

within the context of effective medium theory. 

 

It is well known that light carrying momentum k  exerts a positive photon pressure on an object in 

vacuum. With the advent of metamaterials which can have negative refractive indices, does photon pressure 

become photon tension in such a kind of material?  

 

 
Figure 1. (a) The microscopic model system and (b) the effective medium system. 

 

To answer the question we use a generic microscopic model as shown in Fig.1 (a), where two kinds of 

materials carrying different microstructures form a boundary in the middle. Near the boundary the materials are 

discretized into a lattice consisting of polarizable units (electric/magnetic dipoles), say for example, a square 

lattice here. The incident electromagnetic plane wave propagates from the left hand side to the right hand side 

and we are interested in the optical stress exerted on the boundary region. In the long wavelength limit the lattice 

system can be approximated as an effective medium system [Fig. 1(b)] characterized by the macroscopic 

effective permittivity and permeability. In the microscopic model system, the boundary stress is determined as 

follows. We first solve for the total field by using an analytical Green’s function method. Then the optical force 

acting on each polarizable unit is calculated by using the Maxwell stress tensor approach. The boundary stress is 

obtained by summing the force acting all the units within the boundary region. We considered three kinds of 

lattice system: square lattice, triangle lattice and amorphous lattice and found that they have different boundary 



stress, although they are designed to have the same effective permittivity and permeability and hence correspond 

to the same effective medium system. This means that the boundary stress is, in fact, indeterminate if only the 

macroscopic effective parameters are specified. Light can either push or pull a metamaterial boundary, 

depending also on the microscopic lattice structure of the polarizable units that constitute the medium.  

Within the effective medium theory, the corresponding boundary stress can be determined using the 

Helmholtz stress tensor [1-3]: 

 � �H * * 2 2 2 2eff eff
0 eff 0 eff 0 eff 0 eff 0 0

1 1 1
Re

2 2 2ij i j i j ij
ij ij

T E E H H E H E H
u u

H P
H H P P H H P P G H P
ª º§ ·w w

 � � � � �« »¨ ¸¨ ¸w w« »© ¹¬ ¼
 , (1) 

where eff eff,/ /ij iju uH Pw w w w  are electrostriction and magnetostriction terms that take into account the 

microscopic lattice information and they can be analytically derived using multiple scattering theory or 

numerically retrieved based on the band structure of the lattice. Using this stress tensor one can predict the 

boundary stress that match the results of the microscopic model system very well. Other forms of stress tensors 

such as Abraham, Minkowski or Einstein-Laub cannot predict the correct results for boundary optical stresses 

due to the absence of lattice-structure dependent terms. 

 Our results may shed light on the study of optical force density inside dielectric medium and may find 

applications in the field of biophysics (e.g., how the electromagnetic stress will deform a biological cell).  
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Abstract-We report a scheme, based on coherent potential approximation, to homogenize a type of 

metamaterial with elliptical inclusions beyond the long-wavelength limit.  It offers an analytic 

solution to the anisotropic effective medium parameters.  The theory serves as a tool in the design 

of new metamaterials.  Here we present two examples, one can control energy flux arbitrarily and 

the other can perfectly absorb oblique incidence coherent waves. 

 

By using coherent potential approximation, we found analytic solutions to the effective medium parameters 

of a rectangular array of dielectric elliptical cylinders embedded in air. The system and its microstructure are 

illustrated in Fig. 1.  

 

Figure 1: (left) Schematic of the system. (right) Microstructure of the unit. 

 

 The effective medium parameters are obtained as [1]:  
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In the quasi-static limit, the solution recovers the Maxwell-Garnett form [2] and in the limit of vanishing 

eccentricity, the solution converges to that of the isotropic case [3].  

Guided by the effective medium theory, we design two types of anisotropic metamaterials. One can realize a 

theoretical proposal on arbitrarily controlling the energy flux [4] and the other can absorb the oblique incident 

coherent wave almost perfectly [5].   
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Abstract-We present a homogenization scheme for acoustic metamaterials that is based 
on reproducing the lowest orders of scattering amplitudes from a finite volume of 
metamaterials. This approach is noted to differ significantly from that of coherent 
potential approximation, which is based on adjusting the effective-medium parameters to 
minimize scatterings in the long-wavelength limit. With the aid of metamaterials’ 
eigenstates, the effective parameters, such as mass density and elastic modulus can be 
obtained by matching the surface responses of a metamaterial’s structural unit cell with a 
piece of homogenized material. From the Green’s theorem applied to the exterior domain 
problem, matching the surface responses is noted to be the same as reproducing the 
scattering amplitudes. We verify our scheme by applying it to three different examples: a 
layered lattice, a two-dimensional hexagonal lattice, and a decorated-membrane system. It 
is shown that the predicted characteristics and wave fields agree almost exactly with 
numerical simulations and experiments and the scheme’s validity is constrained by the 
number of dominant surface multipoles instead of the usual long-wavelength assumption. 
In particular, the validity extends to the full band in one dimension and to regimes near 
the boundaries of the Brillouin zone in two dimensions.  

 

 In this work, we propose an approach to homogenize acoustic metamaterials based on 
matching the lowest-order scattering amplitudes arising from a finite volume (or a structural unit) of 
the relevant metamaterial with that of a homogenized material whose material parameters are the 
desired quantities to be determined. From the Green’s theorem applied to the exterior domain problem, 
matching the scattering amplitudes is the same as matching the interfacial responses of the relevant 
finite volume. The surface responses of a heterogeneous structural unit, in turn, may be formally 
calculated based on its eigenstates, which can be obtained numerically, e.g., such as by the finite 
element method (FEM). The problem can thereby be converted into a set of response equations for the 
unknown material parameters. We show that the relevant effective parameters can be explicitly solved 
as functions of frequency, and the homogenized effective medium provides an exact match to the 
motions at the boundaries of structural units and, hence, the scattering amplitudes with that of the 
actual metamaterial. The advantage of this approach is that it is conceptually clear cut and focuses on 
the resonant scatterings that are the source of metamaterials’ exotic behaviors. It can ensure validity 
over a broad range of frequencies: In one dimension (1D), the theory is valid for all frequencies, and 
in two dimensions (2D), the validity of the theory is shown to be almost over the entire Brillouin zone, 
even when the effective wavelength is comparable to the size of the unit cell at the Brillouin-zone 
boundary. Such accuracy is achieved by matching only the lowest two orders of scattering amplitudes 
(surface motions).  

 We demonstrate the effectiveness of the proposed approach through three examples. The first 
is a two-phase layered lattice in which one phase is stiff and heavy while the other phase is an elastic 
medium. The wave propagation characteristics and the relevant wave fields, calculated from the 
homogenized effective parameters, are shown to yield excellent agreement with numerical 
simulations. The second example is a 2D hexagonal lattice of concentric cylinders. The homogenized 



medium pre- dictions are compared with numerical simulations from FEM and multiple-scattering 
theory with excellent agreement. The third example is the membrane-type metamaterial with a 
decorated-membrane resonator as the unit cell of a planar array. Again the comparison of the 
transmission/reflection characteristics with the experimental results from impedance tube 
measurements shows excellent agreement.  

 

REFERENCE: 

[1] M. Yang, G. Ma, Z. Yang, and P. Sheng, Phys. Rev. Lett. 110, 134301 (2013). 
[2] M. Yang, G. Ma, Y. Wu, Z. Yang, and P. Sheng, Phys. Rev. B 89, 064309 (2014). 
[3] Y. Wu, J. Li, Z. Q. Zhang, and C. T. Chan, Phys. Rev. B 74, 085111 (2006). 
[4] D. Torrent and J. Sanchez-Dehesa, Phys. Rev. B 74, 224305 (2006).  



            

 1 

Dynamic Homogenization of Metamaterials: Nonlocal Effects and 

Additional Constitutive Parameters 
 

M. F. Ponge1, O. Poncelet1, and D. Torrent1, 2* 
1Université de Bordeaux, Institut de Mécanique et d’Ingénerie, UMR 5295, France 

2Université de Bordeaux, Centre de Recherche Paul Pascal, UPR 8641, France 
*corresponding author: torrent@crpp-bordeaux.cnrs.fr 

 

Abstract-We present a dynamical homogenization method for acoustic and elastic metamaterials 

based on periodic arrangements of inclusions. The method allows for the calculation of the 

frequency-dependent effective parameters. It is shown that they are also spatially dispersive 

(nonlocal). Additionally, new constitutive parameters, which can also be accurately computed in the 

framework of the present theory, are found in the homogenization process. Several propagation 

regimes concerning these nonlocal effects are studied and some examples are given. 
 

We present a homogenization method for periodic (elastic or acoustic) composites based on the well-known 

Plane Wave Expansion Method (PWE). A relationship between the averaged fields is found, from which we can 

obtain the effective constitutive parameters [1]. The method shows that the effective parameters are not only 

frequency-dependent, but also wavenumber-dependent. Metamaterials are then nonlocal structures whose 

dependence on the wavenumber can be very strong. 

Additionally, it is found that metamaterials will require in general an additional constitutive parameter, 

called the Willis term in elasticity [2]. Willis term 𝑺 is also required for the accurate description of acoustic 

metamaterials, whose constitutive density 𝜌 and bulk modulus 𝐵 are found to be 

 

𝜕𝑡𝒗 + 𝜌−1𝛻𝑃 − 𝑖𝑺𝜕𝑡𝑃 = 0 (1) 

𝛻 ⋅ 𝒗 + 𝐵−1𝜕𝑡𝑃 − 𝑖𝑺 ⋅ 𝛻𝑃 = 0 (2), 

 

                                 

with 𝒗 and 𝑃, the velocity and pressure fields. 

The consequences of these new equations for the propagation of acoustic waves in metamaterials will be 

analyzed, both in the local and nonlocal regimes. A comparison with elastic and electromagnetic metamaterials 

will be discussed, and possible consequences and applications of these effects will be presented. 

 

REFERENCES 
1. Torrent, D., Pennec, Y., & Djafari-Rouhani, B. (2015). Resonant and nonlocal properties of phononic 

metasolids. Physical Review B, 92(17), 174110. 

2. Milton, G. W., & Willis, J. R. (2007, March). On modifications of Newton's second law and linear continuum 

elastodynamics. In Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering 

Sciences (Vol. 463, No. 2079, pp. 855-880). The Royal Society. 



Higher order terms and origin dependence in metamaterial
homogenization

C. A. Dirdal1, H. O. H̊agenvik1, and J. Skaar1

1Department of Electronics and Telecommunications, Norwegian University of Science and Technology,
Norway

christopher.dirdal@iet.ntnu.no

Abstract— Surprising features of metamaterial homogenization are presented. The electric
quadrupole and higher order terms in the expansion of macroscopic polarization can be signif-
icant. Origin dependence in the e↵ective parameters can be used to adjust them towards e.g.
making the e↵ective parameters “more local”. These features are discussed in relation to the two
classical Agranovich & Ginzburg and Russako↵-Jackson formulations, and the correspondence
between them is made.

The rise in diversity and complexity of realizable metamaterial structures have spurred renewed
interest into homogenization theories. These are theories that allow for the formulation of e↵ec-
tive macroscopic Maxwell’s equations in structured media from the exact microscopic ones, and
thereby allow for e↵ective plane wave solutions in materials with complex structures, where dimen-
sions are well below the wavelength. We aim to present some surprising features of metamaterial
homogenization: That the electric quadrupole and higher order terms in the expansion of macro-
scopic polarization can be significant, ambiguity of the e↵ective parameters, choices of coordinate
origin that ensure desirable properties such as locality, and a discussion of alternative e↵ective
permeability parameter definitions.

Faced with the wide variety of proposed homogenization theories in the field, it makes sense to
highlight such features in relation to the two classical formulations by Agranovich & Ginzburg and
Russako↵-Jackson [1–5]. Consider the following definition of macroscopic (averaged) polarization,
in which we expand the exponential function

P ⌘ 1

V

Z
P(r)e�ik·rd3r, (1a)

= PE � 1

!µ
0

k⇥ME � ik ·QE � 1

2V

Z
(k · r)2P(r)d3r. (1b)

The integrals are taken over the volume V of the unit cell, and the quantities PE,ME and QE
represent the averaged electric and magnetic dipoles and electric quadrupole, respectively, as defined
in [5]:

PE =
1

V

Z
P(r)d3r, ME = � i!µ

0

2V

Z
r⇥P(r)d3r, QE =

1

2V

Z
[rP(r) +P(r)r]d3r. (2)

The Agranovich & Ginzburg formulation, as used in Silveirinha’s homogenization [3], describes the
entire averaged polarization by a single spatially dispersive e↵ective permittivity ✏(k), defined as
P = ✏

0

(✏(k)� 1)E, where E represents the averaged electric field. The zeroth and second orders of

✏(k) may thereafter be assigned to local parameters ✏s and 1 � µ
�1

s , respectively. The Russako↵-

Jackson formulation, as used in Alù’s homogenization [5], instead places the averaged polarization
P(r) into both a spatially dispersive e↵ective permittivity ✏a(k) and a spatially dispersive e↵ective
permeability µa(k), that may in some cases tend to local parameters in the long wave limit k ! 0.
Assuming we are dealing with a metamaterial without bianisotropy, consisting of non-magnetic
constituents, the parameters may be expressed as PE = ✏

0

(✏a(k)�1)E and ME = µ
0

(1�µ
�1

a (k))H,
where H is the averaged magnetic field and we have defined them to include dipole moments only.

The following correspondence between the e↵ective parameters of the two homogenization meth-
ods can be written as an equation that operates on E

✏ = ✏a �
c2

!2

k⇥ (1� µ
�1

a )k⇥, (3)



when keeping first the dipole terms in (1b). While ✏ is independent of the choice of origin, this is

not the case1 of ✏a and µ
�1

a . A shift in coordinate origin therefore turns out to correspond with

a shift between the amount of averaged polarization P that is included in each of ✏a and µ
�1

a . In
other words, individually Alù’s parameters are arbitrary unless the coordinate system is specified,
while combined as in (3) they unambiguously describe a given physical system. Another di↵erence
between the two formulations is how much each of their respective e↵ective parameters include of
the expansion (1b). All terms are represented in ✏(k), whereas the electric quadrupole and higher

order terms are excluded from ✏a and µ
�1

a . This exclusion turns out to be problematic for certain
metamaterials.

If k ? P one may rewrite k ·QE ⌘ k⇥Q in (1b) where Q is a vector which may be absorbed
into ME. The electric quadrupole will then have the exact same magnitude as the magnetic
dipole, and may therefore be significant, as is already known for several metamaterial systems [6,7].
Furthermore, despite corresponding to higher order multipoles which are usually disregarded, the
last term in (1b) may too in some circumstances be significant. If we have a non-gyrotropic medium
so that ✏(!,k) = ✏(!,�k), then the right hand side of (3) cannot be first order in k. If it is second
order in k it seems intuitive that the last term of (1b) may, at least under certain circumstances,
be significant. To observe a concrete example of this, we will consider a 1D photonic crystal where
k ? P = ✏

0

[✏(x)� 1]E for which (3) may be written

✏(!,) = ✏a(!, k) +
2c2k2

!2

✓
1� 1

µa

◆
� k2

1

2d✏
0

E

Z d

0

x2Pdx, (4)

when including all terms from (1b). Note that the electric quadrupole contribution is identical with
the magnetic dipole contribution, which is why there is a factor 2 multiplied with the second term
on the right hand side as compared with (3). Assuming a system with inversion symmetry we find
that ME ! 0 and H ! 0 as k,! ! 0, so that (1� 1/µa) = O(1), allowing us to express

1� 1

µs
⌘ !2

2c2
@2✏

@k2

����
k=0

, (5a)

=
!2

2c2
lim
k!0


@2✏a
@k2

+
2c2

!2

✓
1� 1

µa

◆
� 1

d✏
0

E

Z d

0

x2Pdx

�
, (5b)

That is, for Silveirinha’s local e↵ective permeability the multipole term of order above the electric
quadrupole in (4) may be significant. Numerical calculations verify that this is the case.
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It is readily seen that ME and QE depend on the origin from (2). Additionally, changing the coordinate origin to a point

r0 introduces a phase factor exp(ik · r0) to the averaged quantities, as seen from (1a), which in turn leads also to a origin

dependence in ✏a.
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Abstract— Apparent superluminal propagation characterized by a divergent group velocity is
shown for the Dirac-cone modes in photonic crystal slabs by deriving their dispersion relation in
the presence of diffraction loss. An analytical expression connecting the energy velocity to the
group velocity is presented. It is shown that the former remains smaller than the speed of light
even when the latter diverges.

Superluminal propagation in non-Hermitian systems, which often appears in optical physics,
is an important and yet unsolved problem. A well-known example is the exciton polariton in
the anomalous dispersion region [1]. The dispersion relation calculated for the complex dielectric
constant with a damping term gives a group velocity that is larger than the speed of light, c, for
certain frequencies, which contradicts special relativity. In Ref. [1],this problem was dealt with by
taking into account the distortion of the wave packet during its propagation and evaluating the
time necessary for the peak of the wave packet to reach the observation point that is sufficiently far
from the starting point. The calculated value was an averaged velocity for a certain long distance,
so it was not proven that the instantaneous group velocity was always smaller than c.

In this presentation, we show that the superluminal propagation is also present for the Dirac-
cone modes in photonic crystal slabs with diffraction loss. We show this fact by deriving an
analytical formula of the group velocity for photonic crystal slabs with the C4v symmetry. We also
derive an analytical expression for the energy velocity (ve = [spatiotemporal average of Poynting’s
vector]/[that of the electromagnetic energy density]), which remains smaller than c, so the problem
of the violation of special relativity is resolved. We show in particular that the non-Hermitian
Dirac-cone dispersion is obtained by solving the eigenvalue problem of the 3× 3 matrix,

D̂ =

( −iw 0 b′kx
0 −iw b′ky

b′∗kx b′∗ky 0

)
, (1)

where b′ is the slope of the Dirac cone in the absence of the diffraction loss, (kx, ky) is the in-
plane wave vector, and w is the damping constant of an E mode due to the diffraction loss, which
generates the Dirac cone with an A1 mode [2]. Then, the dispersion relation is given by

ω = ωΓ +
(
−iw +

√
−w2 + 4|b′|2k2

)
/2, (2)

where ωΓ is the Dirac point frequency. The group velocity (vg = ∂ω/∂k) is divergent at k = w/2|b′|.
However, we can derive the relation between ve and vg:

ve = vg + wIm

[
Ak

∂A∗
k

∂k

]
, (3)

where Ak is the complex amplitude of the E mode in the Dirac-cone mode. We can prove that ve
is always smaller than c even when vg is divergent. In the presentation, we extend this finding to
Dirac cones materialized by different mode combinations and different structural symmetries.

This study was supported by a Grant-in-Aid for Challenging Exploratory Research from Japan
Society for the Promotion of Science (Grant number 26610090).
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Abstract— A new method to determine the effective properties of periodic composites is pro-
posed, based on the integral equation form of the governing equations. For ease of illustration
the scheme is presented here in the context of the two-dimensional potential problem, e.g. we
determine the effective conductivity of a unidirectional fibre-reinforced composite. New, explicit
formulae for effective properties are derived that are valid at arbitrary volume fraction, for general
lattice configurations and for a wide range of fibre cross-sections.

1. INTRODUCTION

A classical problem in the mechanics of inhomogeneous media is to attempt to replace the two-
dimensional potential problem ∇·(µ(x)∇Φ(x)) = 0, where x = (x, y) and µ(x) is a periodic (scalar)
function that varies rapidly with x, with an equivalent problem of the form

∇ · (µ
∗
∇Φ∗(x)) = 0, (1)

assuming a so-called separation of scales and noting that in general µ
∗
is a second order tensor. The

process of obtaining (1) is homogenization and the problem posed is sufficiently general; µ here could
refer to the electrical conductivity, electric permittivity or magnetic permeability in electromagnetic
problems or more broadly it could be the antiplane shear modulus, thermal conductivity, etc.
Assume now that µ(x) is piecewise constant, and
the medium takes the form as depicted in Fig. 1 so
that the medium is a unidirectional fibre-reinforced
composite (FRC), noting that we wish to consider
general fibre cross-sections. A number of methods
have proved extremely successful at predicting µ

∗

including the method of asymptotic homogeniza-
tion [1] and the equivalent inclusion method [2].
In [3] a new scheme was devised based on the inte-
gral equation form of the governing equation, and
the leading order result was determined. Here we
extend this to higher order terms (valid for higher
volume fractions) and show that explicit forms for
µ
∗
can be determined. We restrict attention to

orthotropic media so that µ
∗
= Diag(µ∗

1, µ
∗

2).

µ0

µ1

Figure 1: Inhomogeneous medium with piece-
wise constant µ(x). The unidirectional fibre
reinforced composite medium depicted here
has general microstructure, in particular the
fibred have non-circular cross-sections.

2. METHODOLOGY AND RESULTS

The governing equation is written in integral equation form which includes a sum over all fibres
on the periodic lattice. Taylor expanding the associated Green’s function and generating moment
averages of the potential gradient fields, coupled with an expansion of the effective properties in
powers of the volume fraction leads to a linear system for the determination of the coefficients
in this expansion. The shape of the cross-section is incorporated via terms that are akin to Hill
polarization tensors and higher order moments of these tensors. It is determined that

µ∗

j

µ0

=
1 + C1jφ+ C2jφ2 + C3jφ3 + C4jφ4 + ...

1 +D1jφ+ C2jφ2 + C3jφ3 + C4jφ4 + ...
, j = 1, 2 (2)

where Cnj and D1j , j = 1, 2 and n = 1, 2, 3, ... depend explicitly on the lattice geometry, the ratio
m = µ1/µ0 and the shape of the fibre cross-section. The expression (2) will be called the IEM order
p method where the expansion on both numerator and denominator includes terms up to O(φp).



We compare this scheme to the method of asymptotic homogenization (MAH) where [1]

µ∗

j

µ0

= 1 + (m− 1)(φ +Hjj), j = 1, 2, (3)

in which Hjj is computed via the solution to the so-called periodic cell problem. This quantity can
also be computed for the Integral Equation Method (IEM) by rearranging the expression in (3) for
Hjj in terms of µ∗

j and using (2). It is as a convenient (sensitive) measure for method comparison
and is plotted in Figs 2 and 3 below for the cases of fibres of circular and rectangular cross-sections.
Effective properties for these cases and for elliptical cross-sections are shown on the right of Fig. 3.

Radius r
0.4 0.42 0.44 0.46 0.48 0.5

H
11
(r
)

-0.55

-0.5

-0.45

-0.4

-0.35

-0.3
Circular fibres

IEM order 1
IEM order 4
IEM order 8
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Figure 2: Plot of H11(r) when circular fibres are arranged on a square lattice, with associated solutions of
the cell problem from the MAH inset (left) and a close-up for high radii (right).
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Figure 3: Plot of H11(r) for the situation when rectangular fibres are arranged on a square lattice, with
associated solutions of the cell problem from the MAH inset (left) and a plot of the effective property µ∗

1 for
circular, rectangular and elliptical fibre cross-sections (right).

3. CONCLUSIONS

A new method for homogenization is proposed providing explicit expressions for effective properties
of periodic media. Numerous applications reside in the fields of composite media and metamaterials.
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Abstract-Upper and lower bounds for eddy current losses in Soft Magnetic Composites (SMC) 

treated as a periodic pattern of circular fibers inside a matrix are analytically deduced. The model is 

validated using numerical simulations. The bounds are found to apply to 3D SMC with spherical 

inclusions. 
  

Soft Magnetic Composites (SMC) are designed to reduce eddy current losses while maintaining high magnetic 

permeability. Several approaches can be found to estimate the effective magnetic permeability of composite 

materials [1-3]. As for Eddy Current (EC) losses, numerical [4] and analytical [5] approaches have been provided 

for 2D SMC with magnetic field perpendicular to the 2D plane. Under such condition at low frequency, the 

magnetic field in the whole domain is uniform, which greatly simplifies the problem. However, for 2D SMC with 

in-plane excitation, analytical deduction of EC losses is much more challenging, because there is no uniformity of 

the magnetic field. We propose to solve the problem using a homogenization approach to determine information 

about the distorted field, which leads to lower and upper bounds on EC losses. This method also applies to SMC 

with spherical inclusions. 

Consider an inclusion (circle in 2D, sphere in 3D) of radius 𝑅2, with linear isotropic permeability 𝜇2 placed 

in an infinite medium. The medium is initially filled with a uniform field. Then the field inside the inclusion, H2, 

is also uniform. At low frequency where the induced magnetic field is negligible, eddy current density in the 

inclusion can be deduced by solving Maxwell equation. The EC loss density 𝑈2 in inclusion is given by (1) [6]: 

𝑈2 = 𝐾𝑓𝜎2𝑅2
2𝜇2

2𝐻2
2                                    (1) 

where 𝑓 is the frequency, 𝜎2 the conductivity, and  𝐾 the coefficient (𝜋2/4: for 2D case with normal field; 

𝜋2/2: for 2D case with in plane field;  𝜋2/5:  for 3D case). 

  

(a) 2D with normal field      (b) 2D with in plane field      (c) 3D (Spherical inclusion) 

Figure.1. Field Distribution of periodic SMC of square lattice (2D) or cubic lattice (3D)  



For periodic SMC, the field inside each inclusion is affected by the neighboring inclusions, with the exception 

of 2D case with normal field excitation, as shown by numerical computations in Fig. 1.  

In the following we focus on the 2D case with in plane field. To apply the homogenization strategy, 𝐻2
2 in 

(1) is estimated by calculating either the average field (𝐻2
2 = 〈𝐇〉2

2) or the second order moment (𝐻2
2 = 〈𝐇2〉2). 

For a rectangular lattice of circular inclusions excited by an arbitrary field H=[Hx, Hy], noting H=|H| as average 

value over the periodic cell, the general solution for the potential in inclusions is [3], 

Φ(𝑟, 𝜃) = 𝐻 ∙ 𝑅2 ∑ (𝐴𝑛 cos(2𝑛 + 1)𝜃 + 𝐵𝑛 sin(2𝑛 + 1)𝜃)∞
𝑛=0 ( 𝑟

𝑅2
)

2𝑛+1
         (2) 

where 𝐴𝑛, 𝐵𝑛 are unknown real dimensionless coefficients. The average field and second order moment are 

respectively, 

{
  〈𝐇〉2 = −𝐻 ∙ [𝐴0, 𝐵0]                            
〈𝐇2〉2 = 𝐻2 ∑ (2𝑛 + 1)(𝐴𝑛

2 + 𝐵𝑛
2)∞

𝑛=0
                            (3) 

By substituting (3) into (1), we obtain 

{
𝑈2,1 = 𝜋2

2
𝑓𝜎2𝑅2

2𝜇2
2〈𝐇〉2

2 = 𝜋2

2
𝑓𝜎2𝑅2

2𝜇2
2𝐻2(𝐴0

2 + 𝐵0
2)                             

𝑈2,2 = 𝜋2

2
𝑓𝜎2𝑅2

2𝜇2
2〈𝐇2〉2 = 𝜋2

2
𝑓𝜎2𝑅2

2𝜇2
2𝐻2 ∑ (2𝑛 + 1)(𝐴𝑛

2 + 𝐵𝑛
2)∞

𝑛=0

           (4) 

Solving Maxwell equations, eddy current density can be deduced, and the exact EC loss density is obtained: 

𝑈2 = 𝜋2

2
𝑓𝜎2𝑅2

2𝜇2
2𝐻2 ∑ 𝐴𝑛

2 +𝐵𝑛
2

𝑛+1
∞
𝑛=0                              (5) 

It is clear from (4) and (5) that  

𝑈2,1 ≤ 𝑈2 ≤ 𝑈2,2                                      (6) 

Similar inequality applies for spherical inclusions. Numerical calculations of EC losses have been performed and 

compared to the analytical estimates. 

The results show that the bounds on the EC losses in SMC can be obtained from homogenization information 

about the magnetic field distribution. The average field and second order moment of the magnetic field, which can 

be obtained from an effective permeability estimate, enable one to bound the EC losses in SMC with circular fibers 

or sphere inclusions. 
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Abstract
An effective-medium theory (EMT) is developed for the
coated particles based on coherent potential approxima-
tion, which is then extended to the magnetic metamateri-
als (MMs). It is shown that a surface charged dielectric
nanoparticle (CDNP) is equivalent to an equal-size neu-
tral particle with different constitutive parameters, which is
helpful for the understanding of the phenomena related to
the CDNPs such as the vanishing scattering, the enhanced
absorption, as well as the surface charge induced surface
plasmon resonance. When applied to MMs, the EMT can
take into account the anisotropy of the MMs exactly, which
is instructive for the related nonreciprocal effects.

1. Introduction
In designing composite materials, including both structured
materials and structured particles, in the long wavelength
limit they can be considered equivalently as either homo-
geneous media or homogenous particles with effective con-
stitutive parameters. Therefore, it is significantly important
to retrieve these parameters (effective electric permittivity
εeff and effective magnetic permeability µeff ), for the un-
derstanding of exotic electromagnetic properties of meta-
materials [1] such as negative index materials [2, 3] and ze-
ro index materials [4, 5], as well as the composite particles
such as multilayered particles [6] and charged particles [7].
Based on the coherent potnetial approximation, we develop
an effective-medium theory (EMT) for composite particles
with regular boundaries, which can be generalized straight-
forwardly to the metamaterials consisting of regular sub-
wavelength building blocks such as cylinders and spheres.

2. Theoretical framework
For the composite particles the typical configurations that
can be solved analytically within the framework of the Mie
theory and the coherent potential approximation are coated
cylinders, coated spheres, and CDNPs, which are schemat-
ically illustrated in Fig. 1. As a typical paradigm, we con-
centrate our attention on CDNPs as shown in Fig. 1(c).

2.1. Mie coefficients for CDNP

For definiteness, it is supposed that a homogeneous spher-
ical particle with the radius R, the permittivity εs, and the
permeability µs in free space is concerned. Different from

( )a ( )b ( )c

Figure 1: Schematic illustration of three typical compos-
ite particles (a) coated cylinder, (b) coated sphere, and (c)
charged sphere.

a neutral particle, the electromagnetic field can drive a sur-
face current for the charged particles, thus converting the
boundary conditions. As a result, the tangential component
of magnetic field is no longer continuous, which transforms
the Mie coefficients to [8]

an =
µskψ′

n(mx)[ψn(x)− gψ′
n(x)]− µ0ksψn(mx)ψ′

n(x)

µskψ′
n(mx)[ξn(x)− gξ′n(x)]− µ0ksψn(mx)ξ′n(x)

,

(1a)

bn =
µskψn(mx)[ψ′

n(x) + gψn(x)]− µ0ksψ′
n(mx)ψn(x)

µskψn(mx)[ξ′n(x) + gξn(x)]− µ0ksψ′
n(mx)ξn(x)

,

(1b)
with

g = iωµ0k
−1σs = iωµ0k

−1 iηe/me

ω + iγs
= −fΦ

x

ω

ω + iγs
,

(2)
where x = kR is the size parameter with k = ω

√
ε0µ0 the

wavenumber in the vacuum, ψn(x) = xjn(x), ξn(x) =

xh(1)
n (x) are the Ricatti-Bessel functions, m = ks/k is the

refractive index of the dielectric particle with ks = ω
√
εsµs

the wavenumber insider the particle, σs is the effective sur-
face conductivity [8, 9], e/me is the charge-to-mass ratio
of electron, f = ε0µ0e

me
= 1.96 × 10−6 is just a constant,

Φ = |η|R/ε0 is the electrostatic potential due to the surface
charge with the static surface charge density η, and the pa-
rameter γs ≈ kBT/! [10] at room temperature T = 300
K with kB the Boltzmann constant, T the thermodynamic
temperature, and ! the Plank constant. For the special case
with g = 0, the Mie coefficients in Eq. (1) are reduced to
those for a neutral particle. Evidently, the surface charge
can alter the scattering properties of a dielectric particle, al-
ternatively, it can be concluded that by surface charging a



dielectric particle we can tailor its electromagnetic proper-
ties.

2.2. EMT for CDNP

On the condition that x ≪ 1 and mx ≪ 1, namely, in
the long wavelength limit the scattering properties of the
charged particles mainly arise from n = 1 terms, while the
high order Mie coefficients are almost negligible. Based
on the coherent potential approximation [11, 12], the ef-
fective permittivity εe and effective permeability µe of the
charged sphere can be retrieved when treated as a neutral
one. The process of the EMT is as follows: (i) Suppose
we have a homogenous neutral background medium with
constitutive parameters εe and µe; (ii) We can then calcu-
late the scattering efficiency Qsca when the charged particle
is immersed in the background; (iii) If the scattering effi-
ciency Qsca vanishes, it can be concluded that εe and µe

are the effective constitutive parameters for the equivalent
neutral particle. Mathematically, we should just replace k,
ε0, µ0, and x in Eq. (1) with ke = ω

√
εeµe, εe, µe, and

x
√
εeµe, namely, replacing the vacuum with the supposed

background. The vanishment of Qsca leads to the near-zero
Mie coefficients, corresponding to a1 = 0 and b1 = 0 in the
long wavelength limit. By taking x → 0, the Ricatti-Bessel
functions and their derivatives can be further approximated
to be ψ1(x) ∼= x2/3, ψ′

1(x) ∼= 2x/3, ξ1(x) ∼= x2/3 − i/x,
and ξ′1(x) ∼= 2x/3+ i/x2. As a result, we can finally arrive
at

εe = εs +
2gε0
x

,

(
1− gxµs

2µ0

)
µe = µs. (3)

It should be noted that the equations are reduced to εe =
εs, µe = µs for g = 0, corresponding to a neutral par-
ticle case as is certain. Considering the fact that gxµs ≈
−fΦ ω

ω+iγs
→ 0, the differences between the effective neu-

tral particle and the charged particle ∆ε = εe − εs and
∆µ = µe − µs can be deduced

∆ε = −2fΦ

x2

ω

ω + iγs
ε0, (4a)

∆µ ≈ −fΦ

2

ω

ω + iγs

µ2
s

µ0
. (4b)

From Eq. (4), we can find that the permeability difference
∆µ is usually negligible due to the fact that fΦ ≪ 1, while
the permittivity difference ∆ε could be significantly large
provided that the size of the spherical particle is very small
compared to the wavelength for a sufficiently large surface
potential Φ.

3. Discussion
3.1. CDNP related effects

We first examine the permittivity difference ∆ε for a CD-
NP with the fixed size parameter x = 0.05 versus the cir-
cular frequency. The numerical results are shown in Fig.
2(a), where we can find that the real part decreases fast in
the first stage and then reaches a saturation value, while the

imaginary part exhibits an evident peak at a lower frequen-
cy range and then vanishes at higher frequency. These prop-
erties indicate that one can tailor the effective permittivity
of a CDNP by adjusting its surface potential, especially at
high frequency. The scattering properties of a CDNP can be
precisely evaluated by calculating the scattering, extinction,
and absorption efficiency [13]

Qsca =
2

x2

∑

n

(2n+ 1)(|an|2 + |bn|2), (5a)

Qext =
2

x2

∑

n

(2n+ 1)Re{an + bn}, (5b)

and Qabs = Qext − Qsca. According to Eq. (4), the ef-
fective permittivity of a CDNP tends to ε0 around optical
frequency provided that the surface potential is equal to
Φ ≈ (εs − ε0)x2/2fε0, thus leading to the vanishing of
the scattering efficiency Qsca of the CDNP. As illustrated
in Fig. 2(b) by the red solid line, for the CDNP at the sur-
face potential Φ ≈ 637 V the scattering efficiency is almost
vanished in accord with the fact that the real part of effec-
tive permittivity Re{ε/ε0} is nearly equal to 1 as marked
by blue dashed line in Fig. 2(b). In this case, the CDNP
seems to be invisible to the incident light.

Figure 2: (a) The permittivity difference ∆ε versus circular
frequency ω for the CDNP with the fixed size parameter
x = 0.05 and the fixed surface potential Φ = 600 V. (b) The
scattering efficiency Qsca and the effective permittivity εe
as the function of the surface potential Φ at the fixed circular
frequency ω = 1.5×1015 Hz for the CDNP with x = 0.05,
εs = 2ε0, and µs = µ0.

It is well known that the surface plasmon resonance of a
spherical metal particle is located at εs = −2ε0 in the long
wavelength limit. Interestingly, a dielectric particle was al-
so shown to exhibit such resonance via surface charging by
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Figure 3: (a) The absorption efficiency Qabs and the real
part of effective permittivity εe are plotted as the functions
of the size parameter x for a CDNP under a fixed surface
potential Φ = 500 V. (b) The absorption efficiency Qabs

versus the size parameter x under three different surface
potentials Φ = 400 V, Φ = 500 V, and Φ = 600 V. The
frequency of the surface plasmon resonance can be tuned by
surface potential as indicated by the peaks of the absorption
efficiency Qabs. The other parameters are R = 5 nm, εs =
2ε0, and µs = µ0.

Rosenkrantz and Arnon [7]. Since the effective permittivity
of a dielectric sphere can be tailored significantly by surface
charging, the surface plasmon resonance can be realized on
the condition that the real part of the effective permittivity
is equal to −2ε0, which corresponds to fΦ

x2 ≈ 1 + Re{εs}
2ε0

as can be acquired from Eq. (3). The numerical results are
shown in Fig. 3(a), where we present the absorption effi-
ciency Qabs and the effective permittivity εe as the func-
tions of size parameter x for a CDNP. The surface plas-
mon resonance can be determined by the peak of the ab-
sorption efficiency, which comes into appearance exactly at
εe = −2ε0 at a particular frequency for the fixed surface
potential Φ = 500 V. Moreover, the surface plasmon reso-
nance can be tailored by the surface potential as illustrated
in Fig. 3(b), where we can find the higher surface potential
can shift the resonance to higher frequency, offering anoth-
er freedom in manipulating the electromagnetic properties
of the charged particles.

3.2. Generalization to MMs

The idea of coherent potential approximation can also be
extended to consider the metamaterials composed of the
building blocks with regular boundaries such as the cylin-
drical and spherical geometries [11, 12]. The scenarios of
the corresponding EMT can be illustrated with the aid of the
schematic diagram shown in Fig. 4 as follows: (i) Transfor-

a1

! "s !"0 0

!"eff eff

rs

0r

I

III

I
I

(a) (b)

>
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Figure 4: (a) A two-dimensional metamaterials consisting
of the infinite long rods arranged periodically as square lat-
tice in the air background, and (b) the corresponding geom-
etry treated approximately in the EMT. The red circles, the
white region, and the dark yellow region correspond to the
infinite long rods, the isotropic homogeneous background,
and the effective medium, respectively.

m the periodic metamaterial in Fig. 4(a) into the effective
homogeneous medium with the effective permittivity εeff
and the effective permeability µeff in Fig. 4(b); (ii) Take
the unit cell of the metamaterial marked in Fig. 4(a) ap-
proximately as an equal-area coated rod with the rod as
the inner core and the background medium as the coated
layer with radius r0 = a/

√
π for the case of a square lat-

tice. The metamaterial with hexagonal lattice can be con-
sidered similarly, but with a different radius of the coated
layer r0 =

4√3√
2π

a; (iii) The effective constitutive parameter-
s εeff and µeff can be retrieved on the condition that the total
scattering of the coated rod in the effective medium vanish-
es in the long wavelength limit k0

√
εeff

√
µeffr0 ≪ 1 with

k0 the wave-number in the background medium.
Besides the composite particles and the electromagnet-

ic metamaterials, the concept of coherent potential approx-
imation based EMT can also be extended to acoustic meta-
materials [14] and the elastic metamaterials [15] to retrieve
the corresponding effective parameters. Here, our concen-
tration is focused on the former case. As a typical exam-
ple, we present the effective constitutive parameters for an
MM composed of an array of ferrite rods of the radius
rs = 2 mm arranged periodically as square lattice with
lattice constant a = 8 mm. The permittivity of the fer-
rite rods is εs = 15 and the saturation magnetization is
Ms = 1750 Oe, operating under an external magnetic field
(EMF) H0 = 500 Oe. The effective permittivity εeff and
permeability µeff acquired by the EMT are shown in Fig.
5(b), where εeff and µeff are denoted by the red solid line
and the blue dashed line, respectively. The photonic band
diagram are calculated as well as shown in Fig. 5(a) to
confirm the validity of the effective constitutive parameter-
s from the EMT. It should be pointed out that the simul-
taneous positive or negative effective constitutive parame-
ters correspond to photonic bands, while the single nega-
tive or positive constitutive parameter corresponds to the
photonic band gaps. Concretely, in the frequency range
0.05 < ωa/2πc < 0.075, simultaneous positive εeff and

3



Figure 5: The photonic band diagram (a) and the effective
constitutive parameters of the MM are calculated in the long
wavelength range a/λ ∈ [0.05, 0.3]. The related param-
eters of the MM are a = 8 mm, rs = 2 mm, εs = 15,
Ms = 1750 Oe, and the EMF satisfies H0 = 500 Oe.

µeff appear, which implies a positive refractive index, cor-
responding to the first photonic band. In the vicinity of
the frequency ωa/2πc = 0.075 both electric and magnet-
ic resonances appear, which leads to the formation of the
photonic band gap and the flat bands, originating from the
spin wave resonance [16]. Then, in the frequency range
0.08 < ωa/2πc < 0.1 simultaneous positive εeff and µeff
appear again, corresponding to the photonic band. At the
frequency near to ωa/2πc = 0.1 another magnetic reso-
nance appears, resulting in the form of a dense set of flat
bands and the photonic band gaps. This resonance arises
from the magnetic surface plasmon resonance of the ferrite
rods, which can induce strong nonreciprocal effects such as
unidirectional waveguiding [17] and reflection [18]. Above
the magnetic surface plasmon resonance both µeff and εeff
are positive until the emergence of the second electric res-
onance, which correspond to the photonic band in the fre-
quency range 0.12 < ωa/2πc < 0.24 and the photonic
band gap above, respectively.

4. Conclusions
In conclusion, we present an effective-medium theory
based on coherent potential approximation, which can be
used to retrieve the effective constitutive parameters for the
surface charged dielectric nanoparticles. Some interesting
phenomena such as the vanishing scattering, the remark-
ably enhanced absorption, and the tailorable surface plas-
mon resonance are demonstrated and interpreted based on
the effective-medium theory. It is then extended to the
metamaterial system and the effective constitutive param-
eters for magnetic metamaterials are acquired, which are in
good agreement with the photonic band diagram calcula-
tion.
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Abstract-We propose novel platform for integrated sensing and modulations using silicon 

nanowires. The nanowires can be easily fabricated using metal assisted chemical etching (MACE). 

The dimensions of these nanowires can be easily controlled using the time and temperature of the 

etching process.  
 

Silicon photonics attracts great attention in the last decade due to its ease of fabrication and high tolerance 

and fabrication yield which.  However, silicon lacks good electro optic properties and depends on carrier 

diffusion process in order to change its optical characteristics. This process is slow and depends mainly on the 

speed of carrier generation and recombination. Hence the speed of modulation using this approach is limited to 

few giga Hertz only. Reaching higher modulation speed using silicon technology is a challenge that require the 

incorporation of other material that has fast electro optic response. In this work we utilize silicon organic hybrid 

platform using silicon nanowires (SiNWs) based optical waveguides [1].  

These SiNWs allow for highly sensitive waveguide platform which require less switching power and faster 

response.  Few novel designs using this platform have been proposed and discussed. These designs include, 

directional coupler configuration, and multiomode interference devices. The proposed platform proved to be 

more sensitive to the change in the organic material than other configurations.  It is also easy to fabricate and 

control. It also provide faster modulation speed. 

Using this platform we are proposing novel components with superior performances including optical 

switches, modulators, and sensors. The enhanced performance of these components is mainly due to novel nature 

of the waveguides which becomes highly sensitive to any surrounding changes. 
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Abstract. This study aims to review the previous research work taken towards this technology for the 

treatment of wastewater and hydrogen production that could guide for creating a new system that 

combines the two applications for the reduction of the consumed energy. The study will undertake all 

the related previous work in order to discuss the feasibility of the new proposed system for its 

application in the industrial scale. 

 

Treatment of wastewater released from the industrial sector is an essential matter to achieve in order to 

overcome its negative impact on the environment and human being. As the industrial sector generates its 

wastewater with extremely hazardous pollutants, reaching highest efficiency for their removal is mandatory 

before sewage disposal to the aquatic life. Several treatment methods have been applied such as biological, 

chemical oxidation, adsorption and ion exchange, and filtration systems. However, these methods meet further 

limitations in their applicability including the system efficiency, capacity, running cost, and area required for 

installation. Among the treatment technologies, several studies were taken towards the applicability of plasma 

technology for sewage treatment. This radiation system is highly efficient for the removal of contaminants in 

limited time, while high energy consumption limits its applicability in the industrial scale. Alternatively, plasma 

technology has further application in providing clean energy from the vaporized water in which the mechanism 

depends on the electrolysis process for hydrogen production. Plasma application for radiation treatment has 

several methods including glow discharge electrolysis, dielectric barrier discharge, and pulsed corona discharge. 

Several studies recommend the dielectric barrier discharge (DBD) method for water purification that could be 

applicable for large scales since the system produces non-equilibrium plasma without rising in temperature. 

Therefore, there is no cooling system required for this method which is recommended for the reduction of the 

consumed energy. The treatment method takes place through the transformation of liquid water to plasma in 

which the sewage is accelerated to high speed and converted to liquid/gas mixture with applying high voltage for 

electric discharge. This conversion leads to the release of UV radiation, electric fields, and shockwaves that aids 

in the removal of hazardous pollutants and killing of microorganisms. This study aims to review the previous 

research work taken towards this technology for the treatment of wastewater and hydrogen production that could 

guide for creating a new system that combines the two applications for the reduction of the consumed energy. 

The study will undertake all the related previous work in order to discuss the feasibility of the new proposed 

system for its application in the industrial scale. This new system will be taken through a prototype model in 

which the study will consider the operational parameters that control the process of treatment and hydrogen 

production. These parameters include but are not limited to the reactor geometry and design, flowrate, power 

supply, and control system. The study will continue to undertake the optimization of the operational parameters 

for its scalability in the future works. The generated sewage will be selected according to the characteristics of 

the wastewater that contains high amount of hydrocarbons and aromatic compounds since they are good donors 

for hydrogen production. 
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Abstract— This proposal aims to demonstrate the benefit that could be expected from re-
sampling methods for electromagnetic compatibility (EMC) test cases subject to random vari-
ations. Based upon Monte Carlo simulations, the use of bootstrap-like approaches will provide
optimized confidence levels for stochastic assessments. Based upon statistical assumptions, the
optimization process is validated and quantified in view of electromagnetic field-to-wire coupling
inside EMC enclosure.

1. EMC CONTEXT AND MOTIVATIONS

The importance of stochastic susceptibility testing for electronic systems has been demonstrated
regarding transmission lines (TLs) in several recent works [1, 2, 3, 4]. Although a large diversity of
electromagnetic (EM) tools and test devices exist to model above systems, their structure and/or
EM environment (enclosures, sources) lead to the inadequacy of purely deterministic strategies.
Indeed, the variability is inherent to a huge number of EMC issues, e.g. due to environmental
drifts (thermal, mechanical, EM), ignorance of inputs parameters (such as the geometries and/or
materials of TLs). In this framework, the ElectroMagnetic Interference/Compatibility (EMI/EMC)
communities have shown a growing interest over the past years for the assessment of the maximum
confidence in simulation [1, 2, 3, 4] and also experiments [5]. To this end and without exhaustive-
ness, uncertainty quantification and propagation techniques such as Polynomial Chaos Expansion
(PCE) [1], Stochastic Collocation (SC) [2], Extreme Values Theory [3] (EVT), stochastic fields
decomposition [4] have provided interesting results. Despite all, EMC analysis, for technical and
industrial constraints (mainly costs), naturally requires the minimization of the number of experi-
ments.

2. STATEMENT OF THE PROBLEM

(a) (b)

Figure 1: (a): Mock-up of the simulation set-up with CST c�. (b): MC simulations with several random
realizations (heights of TLs).

This proposal is focusing on the statistical assessment of the penetration of EM field inside
a cabinet, e.g. see Fig. 1a (several examples will be presented in the final paper): the height
(h) is assumed to be uniformly distributed between 50 and 150 mm inside the enclosure that
is illuminated by an arbitrarily chosen plane wave. Monte Carlo (MC) simulations [4] are often
considered as reference approach; in this proposal, time domain simulations (using finite integral



technique, CST c�) are serially achieved based upon MC set of inputs. Since MC methods are known
for their low convergence rate, the aim of this work is to propose advanced strategy for assessing
precise statistics and safe margins with reduced number of simulations. Fig. 1b gives an overview
of the statistical dispersion of the results considering dozens of MC simulations, justifying the
importance of computing maximum confidence levels. We propose to optimize use of re-sampling
techniques [6] in this context.

3. EMC OPTIMIZATION OF CLASSICAL AND BAYESIAN BOOTSTRAPS

Bootstrapping procedures are based on new observations obtained by randomly taking sets of the
original data, increasing sequentially the size m of samples. Since it was firstly introduced by Efron
in 1979, many paradigms of the technique exist (e.g. Bayesian Bootstrap (BB) [6]), but few criteria
are available to ensure the quality of bootstrapping replications. The final paper will give details
about re-sampling methods used in this work and their optimization in EMC framework.

(a) (b)

Figure 2: (a): BB assessments of mean and confidence levels VS MC results for current at load Z1 and
f = 210 MHz. (b): Re-sampling computing time (sec) following classical and Bayesian bootstraps (Fig. 2a).

Fig. 2a shows the precision and quick convergence of BB procedure for the evaluation of the
mean current at load Z1 (Fig. 1a) comparatively to MC simulations. Results are given in function of
parameterm that stands for the number of bootstrapping samples [6]. The e�ciency of the proposed
approach is validated in Fig. 2b both regarding the similar computing time (several seconds for
di↵erent sizes of sampling m) of bootstrap and BB in comparison with simulation time needed for
one MC realization (here about 230 sec). This justifies the benefit expected from the real-time
inclusion of bootstrapping procedures since convergence rates are improved with more than 30%
gain relatively to crude MC approach. In the final paper, we will demonstrate the robustness of
bootstrapping procedures for several EMC applications and the assessment of high-orders statistics
(e.g. quantiles), and lay emphasis on the interests of BB in comparison to classical re-sampling.
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Abstract— This proposal is devoted to a collaborative approach dealing with microwave mi-
croscopy experiments. The application is dedicated to electromagnetic field cartography above
circuits and the influence of nanometric material layer deposition on the circuits. The first appli-
cation is associated to microstrip circuits. The results are in agreement with the simulated fields.
The second application is focused on the e↵ects of a dielectric layer deposited on the circuit and
its impact in terms of electric modes propagation and shielding e↵ectiveness.

1. INTRODUCTION

Recent functionalities in microelectronic have induced an increasing development of new materials
inside integrated circuit (IC) and particular systems to characterize them [1]. Only few studies
about the electromagnetic interferences have combined material science and electromagnetic com-
patibility (EMC) fields [2], even if the importance of material science in EMC is known for a long
time [3]. The authors develop a collaborative project which associates these disciplines, using the
microwave microscopy [4] along with numerical simulation comparisons. The objectives are to
explore the influence of new materials (such as nanometric layers) on circuits and their e↵ects on
the distribution of electromagnetic (EM) fields.

2. EXPERIMENTAL SETUP

Figure 1: Experimental set-up of the mi-
crowave imager.

As shown in Fig. 1, the experimental set-up is composed
of a positioning stage including XY- and Z-components
with respectively spatial resolutions of 20 µm and 5 nm
at horizontal (XY) and vertical (Z) levels. The device
under test is placed on the XYZ stage in order to move
the circuit under the electric probe (fixed with its own
cable). Thus, the analysis system excludes all mechanical
stress on the probe which would induce significant per-
turbations during the measurements. It is composed of
home-made E- and H-fields probes connected to a spec-
trum analyzer which may be replaced by a vector net-
work analyzer (VNA). The whole set-up is monitored by
LabVIEW c�interface.

3. FIRST RESULTS AND EM(C) IMPACT OF
MATERIAL DEPOSITION

The first experiments are focused on the E/H-fields mapping of usual circuits. A micro-strip
resonant ring structure is used (Fig. 2, left); the resonance is estimated at 2.67 GHz by VNA
(ZVB) measurements. Circuit feed is achieved with a signal generator (�10 dBm). According
to the theoretical models the electromagnetic propagation is a transverse magnetic mode. The
numerical simulation of H-field confirms this hypothesis since two symmetric lobes are observed
(Fig. 2, right). Figure 3 shows the results of the numerical simulation (right) and the experimental
measurements (left) of normalized Hx field at 3 mm above the circuit. The estimated values agree
well between simulations and experiments.

The second part of this work will be associated to the e↵ect of a dielectric layer composed of
nanometric particles. In this case, we chose TiO2 particles (specifically Degussa P25) which is
a mixture of two TiO2 crystallographic (anatase and rutile). TiO2 [5] material is widely used



Figure 2: Mock-up of micro-strip ring resonator (left). Simulated normal H-field at z = 3 mm (right).

Figure 3: Normalized Hx component from measurements (left) and CST simulations (right) at 2.67 GHz.

in photovoltaic cells, white paintings and EMC shielding [6]. The mean crystallite sizes are
respectivey 49 nm (rutile) and 26 nm (anatase). The layer is obtained according to a simple
doctor blade protocol with a thickness estimated around 25 µm (mechanical profilometer). The
microwave circuit under investigation is here a classical patch antenna designed at 2.4 GHz (VNA
measurements). The comparison of the simulation and the experimental results will be discussed
in the final paper and will allow to assess the shielding e↵ectiveness of the proposed structures.
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Abstract 

This paper describes a multivariable sensitivity analysis of 
Kapton-based flexible antenna versus the design physical 
parameters. The proposed analysis is focused on the 1x2 
antenna array integrating microstrip Tee-power divider. The 
antenna reflection loss variation in function of the substrate 
relative permittivity and the microstrip antenna physical 
parameters varied randomly in normal distribution with +/-
5% standard deviation under 20 trials is performed. This 
numerical investigation is based on the Monte Carlo 
statistical analysis. The performed Monte Carlo trials 
quantify the combined effects due to the antenna length and 
width associated with the Kapton HN substrate relative 
permittivity. 

1. Introduction 

Recent investigation reveals a great interest on the flexible 
antenna design [1]. This emerging technology will be 
undeniably implemented into the wearable and embedded 
wireless communication devices. This future generation of 
antenna is particularly promising for the implementation on 
low cost substrate as plastic and paper. Those substrates 
offer a possibility to design bended electronic printed 
circuits [2-5].  
Nowadays, various applications of flexible antenna system 
can be widely envisaged. Thanks to the flexible properties 
and its miniature ability, a compact size antenna for WLAN 
operation was proposed in [2]. Furthermore, with flexible 
Hilbert-curve loop antenna targeted exhibiting triple-band 
and omnidirectional pattern, WLAN/WiMAX applications 
were also introduced in [3]. More generally, telemedicine 
[4] and RFID [5] applications were also developed. Design 
methodologies of passive and switching 1x2 antenna arrays 
implemented on flexible Kapton substrate were recently 
proposed in [6-7]. However, so far, the sensitivity of the 
plastic or Kapton based antenna remains an open question 
of the RF design and fabrication engineers. Similar to all 
emerging technology, the flexible antenna performances can 
be considerably modified in function of the design and 
fabrication parameter uncertainties.  
As a concrete real case, it was pointed out in [6] that the 
flexible Kapton based antenna resonance frequency and 
matching level can be outstandingly different between the 
simulations and measurements. For the numerical 

understanding, the antenna array sensitivity analysis versus 
design physical parameters must be conducted. In the 
present paper, the deep analysis on the deviation between 
the simulated and measured return loss of the flexible 
antenna structure implemented in [6] will be investigated 
based on the Monte Carlo approach. 
 

2. Description of the Kapton-based 1x2 antenna 
array under study 

The 1x2 antenna array proposed in [6] is considered as the 
test structure investigated in the present paper. Basically, it 
can be assumed as a planar distributed circuit comprised of 
couple of patch antenna associated with a microstrip Tee-
power divider (T-PWD).  

2.1. Characteristic of the flexible substrate 

The flexible dielectric substrate used for the tested circuit is 
consisted of a polyimide substrate layer synthesized by the 
polymerization between an aromatic di-anhydride and a 
diamine [8]. The considered Kapton HN type presents 
physical characteristics recapitulated in Table 1. 
 
Table 1: Characteristics of the dielectric substrate and the 
metallization used to design the antenna structure. 

Designation Parameter 
name 

Value  

Dielectric constant εr 3.3 
Dielectric Loss 

tangent 
tan(δ) 0.007 

Substrate thickness h 125µm 
Cu metallization 

conductivity 
σ 5.8×107S/m 

Cu metallization 
thickness 

t 17µm 

 

This dielectric substrate can maintain its excellent physical, 
electrical and mechanical properties over a temperature 
range of several hundred °C. Furthermore, it offers 
excellent resistance to chemicals, there is no known organic 
solvent, does not melt, does not burn and can be used in 
high or low temperatures. 
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2.2. Design of the passive antenna array 

The designed and simulated flexible 1x2 antenna array 
design under study is depicted in Fig. 1(a). The photograph 
of the flexible antenna prototype is displayed in Fig. 1(b). 
The nominal parameters addressed in Table 2 were obtained 
after synthesis of the T-PWD and the patch antenna 
parameters.   
 
Table 2: Nominal physical parameters of the antenna 
structure proof of concept. 

Parameter Value [mm] 
Wp=Wpatch  17.84 
Lp=Lpatch  13.79 

Wsub  92.26 
Lsub  51.30 
W1  0.34 
W2  0.30 
d1  11.05 
d2 35.76 

 
 
In the first view, it acts as planar circuit implemented in 
microstrip technology. However, the entire printed circuit 
board (PCB) can be bended geometrically on arbitrary 
shape structures as highlighted in Fig. 1(b). 
 

 
Figure 1: (a) Design and (b) photograph of the flexible 1x2 
antenna array under study. 

This flexible 1x2 antenna array was simulated by using the 
microwave circuit design and simulator ADS®. 
Comparison between simulated and measured return loss 
S11 in the work frequency from 5.75GHz to 6.25GHz was 
realized in Fig. 2 [6]. It can be pointed out that that among 
the differences, the resonance frequency shift was occurred.   
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Figure 2: Simulated and measured return losses from the 
flexible antenna structure introduced in Fig. 1. 
 

For the further understanding on the sources of the 
discrepancies, a multivariable sensitivity analysis is 
conducted in the next section. 

 

3. Multivariable parameters Monte Carlo 
sensitivity analysis 

The present Monte Carlo analysis is carried out with the 
random statistical approach. It materializes the antenna 
structure sensitivity analysis with respect to the different 
parameters 

1pL , 
2pL , 

1pW , 
2pW  and rε . 

3.1. Analytical methodology 

The purpose of the Monte Carlo analysis is the investigation 
of the return loss and the resonant frequency in function of 
the mechanical fabrication uncertainties and the substrate 
material variations. To do this, the following multivariable 
approach materialized by the following functions 
envisaged: 
 

11 1 2 1 211 ( , , , , )S p p p p rS L L W Wψ ε= ,  (1) 

and 

1 2 1 2
( , , , , )r f p p p p rf L L W Wψ ε= .  (2) 

 
In these expressions, subscripts “1” and “2” correspond 
respectively to antennas “1” and “2” as illustrated in Fig. 1. 
The modelling of the analytical functions is out of the scope 
of the present work. However, the trends of the antenna 
structure matching will be numerically investigated in the 
next paragraph. 

3.2. Sensitivity analysis results 

The numerical computation of the performed sensitivity 
analyses was run with +/-5% standard deviation of the 
multivariate parameters Lp and Wp constituting each antenna 
element. 



3 
 

The present sensitivity methodology lies on the random 
statistical simultaneous variations of the assumed antenna 
physical parameters. The generated numerical variables 
explored in this study were realized with 20 Monte Carlo 
trials. For each combination of the parameters 
corresponding to each trial, the antenna structure return loss 
S11 was computed with the randomly chosen independent 
variables. The standard values of the patch antenna 
variables Lp and Wp and εr for the different trials are plotted 
in Fig. 3. The corresponding computed numerical results are 
displayed in Fig. 4. For the further insight on the matching 
positions and levels in function of the input parameters, the 
resulting numerical values are addressed in Table 3.  
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Figure 3: Monte Carlo analysis variables corresponding to 
the patch antennas (a) length Lpatch and (b) width Wpatch and 
the substrate permittivity εr. 
 
With 20 trials Monte Carlo analysis, it can be emphasized 
that the resonance frequency fr of the overall structure under 
study are shifted from 5.44GHz to 6.40GHz. Moreover, this 
frequency shift is due to both the effective permittivity 
variation and the physical length Lp. Moreover, the return 
loss matching is varied from -35.26dB to -9.89dB. The 
observed effect can be interpreted with the variation of the 
terminal antenna input impedance in function of Wp. In 
addition, it can be observed that with the random normal 
values of Lp also that the antenna array structure is 
susceptible to generate a couple of resonance frequency 
between approximately 5GHz and 6GHz. 
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Figure 4: (a) Resonance frequency and (b) return loss 
Monte Carlo analysis results from the structure shown in 
Fig. 1(a) under 20 trials. 
 

Table 3: Monte Carlo analysis results from the structure 
shown in Fig. 1(a) under 20 trials of (a) 

1pW [mm] and 

2pW [mm] and εr, and (b) 
1pL  [mm]  

and 
2pL [mm] and S11 [dB]. 

Trial εr Lp1 Lp2 Wp1 Wp2 S11 
0 3.300 13.8 13.8 17.8 17.8 -23.25 
1 3.355 14.1 13 18.4 18 -27.83 
2 3.346 13.8 13.7 18.8 17.2 -25.07 
3 3.491 14 14.5 18.6 16.8 -13.81 
4 3.097 13.5 13.5 18.2 18.9 -15.53 
5 3.342 12.8 14.4 16.6 17.9 -18.46 
6 3.263 13.7 13.9 17.1 17.7 -28.96 
7 3.378 13.3 15.3 17.6 17.5 -17.91 
8 2.938 14.2 13.4 19.8 17.3 -18.99 
9 3.742 14.3 14 17.7 17.2 -15.93 

10 3.301 14 13.6 19 18.4 -15.49 
11 3.444 13.9 13.3 17.5 17 -17.06 
12 3.202 14.2 13 17.2 18.1 -35.26 
13 3.231 14.9 14 17.7 18.6 -9.89 
14 3.249 13.9 13.5 19.3 16.7 -17.69 
15 3.210 12.9 14.4 17.4 17.3 -23.04 
16 3.144 12.9 13.4 18.4 16.4 -28.20 
17 3.126 13.7 13.7 18 19.1 -20.58 
18 3.086 12.9 14.3 18 16.7 -22.75 
19 3.354 13.7 13.9 18.2 20.6 -22.48 
20 3.350 14.5 14.1 17.5 15.6 -16.82 
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4. Conclusions 

A sensitivity analysis of flexible 1x2 passive antenna array 
printed on the Kapton substrate is examined. It acts as a 
microstrip structure. The proof of concept circuit was 
designed to operate at 5.8GHz [6]. The difference between 
the simulations and measurements of the return loss 
exhibited by this proof of concept motivated us to realize 
sensitivity analysis. It was highlighted with Monte Carlo 
statistical analysis that the antenna structure is particularly 
sensitive to the Kapton substrate relative permittivity and 
the physical size with only +/-5% standard deviation.  
In the future, the proposed methodology can be considered 
by the antenna designers to predict the influence of the 
manufacturing imperfection and the material parameters 
variation. In function of the mechanical fabrication 
uncertainties and the dielectric substrate relative 
permittivity variations, the antenna performance can be 
estimated and optimized. 
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Abstract-We report the proposal and demonstration of an integrated optical matrix-vector 

multiplier. We introduce the principle and show the advantages compared with its free-space 

counterpart. We present the latest experimental results and evaluate the limit of performance. 

 

Matrix-vector multiplication (MVM) is one of the most common operations that are widely used in modern 

digital signal processing. MVM is mainly employed in digital image processing, radar and sonar signal 

processing, coherent optical communication, etc. Due to the inherent architecture of very large scale integrated 

circuit (VLSI), MVM implemented using VLSI is time-consuming and energy-intensive. Inspired by the 

intrinsic parallelism offered by optical information processing, many efforts have been made to develop optical 

systems that can implement such a parallelizable operation. The Stanford multiplier proposed in [1] is one of 

these examples. It uses a light source array (LSA) to represent the vector and a two-dimensional spatial light 

modulator (SLM) to represent the matrix. Two lens systems are employed to deliver light from the LSA to the 

SLM and collect them to a photodetector array in a specific way. 

There are mainly three limitations that impede the scalability and performance of the Stanford multiplier. 

Firstly and apparently, the discrete elements used in the system makes it extremely sensitive to vibration and 

hard to calibrate. Secondly, it’s quite difficult to get large-scale SLM with high switching elements. Thirdly and 

most importantly, the optical system design for large-size SLM is quite difficult. 

To overcome these limitations, we have proposed an integrated optical MVM using wavelength-selective 

modulator array as the SLM, which is a two-dimensional silicon microring resonator array [2, 3]. Compared with 

the Stanford multiplier, discrete elements can be potentially eliminated and the fabrication of large-scale SLM 

with high switching elements is feasible. Most importantly, we employ a new degree of freedom--the 

wavelength to avoid the free-space propagation and thus no related design problems. The delivery of optical 

signals to the SLM is within the SLM plane, which cannot be done in traditional Stanford multiplier. Here in this 

report, we will present the latest experimental results with high-speed silicon microring resonator modulators 

and evaluate the limit of performance of the system due to the material characteristics and fabrication accuracy. 
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Abstract- We review surface-normal Fano resonance photonic crystal membrane photonic devices 

based on heterogeneously integrated crystalline semiconductor nanomembranes on both Silicon and 

flexible substrates. Devices to be reviewed include two types of photonic crystal surface emitting 

membrane lasers on silicon substrates, close to unity absorption from monolayer graphene based on 

critically coupled photonic crystal cavities, and multi-band multi-color imaging arrays. Finally 

nanomembrane enabled flexbile RF electronics/optoelectronics will also be introduced.  
 

Crystalline semiconductor nanomembranes (NMs), which are transferable, stackable, bondable and 

manufacturable, offer unprecedented opportunities for unique electronic and photonic devices for vertically 

stacked high density photonic/electronic integration, high performance flexible electronics, and adaptive 

flexible/conformal photonics. Over the last few years, we have been carrying out research on various photonic 
and electronic devices, based on transfer printing techniques and heterogeneous integration of III-V/Si material 

systems.[1] In this talk, we will review some of the research accomplishments we made over the last few years 

on this emerging and exciting field, with focuses on stamp-assisted transfer-printed photonic crystal 

nanomembrane lasers on Si for Si photonics[2], Fano resonance photonic crystal membrane reflectors, critical 

coupling enhanced absorption [3],  and ultra-high Q optical filters, based on coupled bi-layer photonic crystals 
with lattice displacements.[4, 5]  

Work is supported by US ARO (W911NF-15-1-0431), NSF (ECCS-1308520), and AFOSR 

(FA9550-16-1-0010). 
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Abstract- After decades of development, silicon photonic platform is becoming one of the most 

influential platforms for exploring novel concepts of photonic applications and device designs. In 

this talk, we will fist present an investigation of Bloch oscillations (BO) on a silicon photonic lattice 

under the parity-time symmetry modulation, and we show that the dynamic of traditional BO can be 

largely alerted and the resulted parity-time symmetry BO is accompanied with a strong secondary 

emission. Next, we will present an object oriented device design for various integrated photonic 

devices. In particular, we show that novel, high performance ultra-compact waveguide crossing and 

mode converter are possible. 

 

The research of silicon photonic, although inspired by the need of on-chip optical interconnection, has 

evolved rapidly with its touch in various multidisciplinary field. A strong example is that there is a large portion 

of recent research interest being devoted into the field of optics physics on a fully integrated platform. BO is a 

fundamental transport phenomenon originated from solid-state physics. It is characterized by a coherent 

oscillatory motion of electron in a periodic potential driven by an external DC electric field1. BO has also been 

observed in other wave systems, e.g., matter waves, optical waves, acoustical waves and surface plasmon 

polariton(SPP) waves. Recently, it has been shown that parity-time symmetric modulation of a wave system can 

has a profound effect on its wave dynamics2. In this talk, we present our experimental investigation of 

parity-time symmetry BO in a silicon photonic lattice composed by an array of bent dissipative silicon 

waveguides shown in the inset of Fig. 1a). By directly visualizing the BO in real space, we show that there exists 

secondary emission due to the parity-time symmetry breaking, which is evident from the our simulation in Fig. 

1b) and from the near field image in Fig. 1c) .  

 
Figure 1 a) FDTD simulation of BO with inset showing the fabricated sample, b) zoom-in view of the simulated first Bloch 

period point, c) near field image of the first Bloch period point 

 

Next, inspired by the recent concept of inverse design for photonic devices, we show that key devices like 

waveguide crossing, mode converter, etc can be designed with ultra-compact footprint while maintaining very high 

performance metrics. For example as shown below in Fig. 2, by simply incorporating a lens-like structure into a 

!

!



waveguide crossing section and optimizing its geometry, a waveguide crossing structure with a transmission >96% 

and cross-talk <25dB in the C-band can be confidently designed with footprint less than 1um2. This kind of devices 

may find potential applications in future dense silicon photonic integration technology. 

Figure 2 (a) Schematic of our proposed waveguide crossing structure, (b) a zoom-in view of the first piece around the corner 

of the crossing waveguides, (c) a zoom-in view of the lens-like structure, (d) transmission spectrum, and (e) reflection and 

cross-talk spectrum. 
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Abstract-We present a novel design of chirp-free silicon ring optical modulator. A parallel 
dual-ring coupler structure is introduced to control the coupling between the silicon ring 
resonator and the input bus waveguide. The push-pull drive of the coupler can suppress the 
frequency chirp of the modulated signal.  
 

Silicon ring modulators are one of the most critical components among various energy-efficient devices 
for photonic integrated circuits, due to its small footprint and low power operation [1-6]. However, it is 
challenging to obtain chirp-free modulation with the refractive index modulation directly imposed on the ring 
resonator. Introducing multiple rings can increase the speed and modulation depth of the silicon ring 
modulator [6, 7]. Here, we propose to use a novel dual-ring coupler structure to control the ring-waveguide 
coupling coefficient. With the dual-ring coupler structure, the coupling coefficient could be easily varied with 
slight resonance detuning of the two small rings. The critical-coupling of the major ring would be achieved 
when the coupling coefficient matches with the major ring loss, resulting in a deep notch in the transmission 
spectrum. The coupling can be adjusted to the under-coupling region, leading to transparent transmission in 
the spectrum. The frequency chirp of the modulated signal is highly suppressed upon push-pull drive of the 
dual-ring coupler.   

Figure 1(a) shows the schematic structure of our proposed ring modulator. Refractive index modulation 
based on the free-carrier plasma dispersion effect is performed to the two small rings with a push-pull drive 
scheme, so that the resonance of one small ring is blue-shifted while the other is red-shifted. ti and ki (i= 1, 2, 3, 
4) are the transmission and coupling coefficients of the four couplers of the two small rings (R1 and R2), 
respectively. t5 and k5 are the effective transmission and coupling coefficients of the dual-ring coupler. t6 and 
k6 are the transmission and coupling coefficients of the major ring (R3) output coupler. a is the resonator loss 
factor and ri (i= 1, 2) is the small ring radius. The device parameters are set as a=0.995, r1=r2=5 µm, t2=t4 
=0.99. Both small rings are designed to work at critical coupling, i.e., t2 = at1 and t4 = at3. The small ring 
waveguide refractive index change (Δneff) is assumed to be ±0.0002 during the push-pull modulation. 

At the first modulation state (Δneff =0), the resonances of the two small rings are slightly detuned (Δλ = 
0.16 nm under thermo-optic effect for example), an EIT-like resonance line-shape [6, 8] is generated in the 
coupler transmission (t5) spectrum, as shown in Fig. 1(b). By setting t6=t5/a, a deep notch is present in the 
modulator output spectrum (through port) shown in Fig. 1(c), corresponding to the “0” state of the modulated 
signal (operating at the notch wavelength). At the other modulation state, the resonances of the small rings 
shift further apart, leading to a higher EIT peak. This makes the major ring work in the under-coupling regime. 
The transmission at the operation wavelength becomes high, corresponding to the “1” state.  Therefore, on-off 
keying modulation can be realized by a small resonance detuning of the two small rings under push-pull drive. 
Figure 1(d) shows the output optical phase in response to the refractive index change. The end points of the 
output phase curve correspond to the two modulation levels. The output phase variation is approximately 
equal to zero, resulting in nearly chirp-free modulation. 



 
 

 

 

 
 

Figure 1. (a) Schematic diagram of the proposed ring modulator where the input coupling is enabled by a dual-ring coupler 
delineated by the dashed box. (b) Optical transmission spectra of the dual-ring coupler at two modulation states. (c) Optical 
transmission spectra at the through-port (Pout) of the ring modulator. (d) Output phase in response to the reflective index 
modulation of the two small rings in the input coupler under a push-pull drive scheme.  
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Abstract- The paper describes monolithic silicon modulators having high-efficiency vertical 
PN-junction rib-waveguide phase shifters in the light of energy-efficient small-footprint modulators 
for high-capacity optical fiber communications. Characteristics of intensity modulation and phase 
modulation using the monolithic silicon modulators are reviewed. 
 
 

Small-footprint monolithic silicon optical modulators operating in broad spectral ranges have been widely 
interested for applications to high-capacity optical-fiber communications such as integrated optical transceivers 
in datacenter/optical-interconnect networks and compact-form-factor pluggable digital coherent transceivers in 
core/metro networks. Energy efficiency is one of the major concerns in the high-capacity optical-fiber networks, 
and there have been extensive research and development efforts to realize drive-voltage reduction in high-speed 
silicon optical modulators [1-4]. 

The paper focuses on low-voltage monolithic carrier-depletion silicon Mach-Zehnder (MZ) optical 
modulators in applications to the high-capacity optical-fiber communications. Vertical PN-junction silicon 
rib-waveguide phase shifters [5] have been incorporated to the high-speed silicon MZ modulators. The vertical 
PN-junction phase shifters operate with DC half-waves shift voltage as low as 2.5 V, which is a record low 
voltage for reverse-biased carrier-depletion silicon-based waveguide phase shifters [6]. High-speed silicon MZ 
modulators for two major applications are presented here: one for single-polarization (SP) intensity modulation 
and the other for dual-polarization (DP) in-phase and quadrature (IQ) phase modulation. A silicon modulator 
having single MZ interferometer is suitable to a small-footprint modulator for SP intensity modulation in high 
on-off contrast, while a monolithic silicon modulator having nested IQ MZ interferometers and waveguides of 
polarization-division multiplexing (PDM) is suitable to an ultrasmall-footprint modulator for DP phase 
modulation at high symbol rates. 

Nonreturn-to-zero on-off keying (NRZ-OOK) at 10 Gb/s has been achieved by using the former silicon MZ 
modulator with single-end RF drive voltage as low as 3.3 VPP for SP intensity modulation as shown in Fig. 1. 
High-efficiency intensity modulation with on-off contrast (extinction ratio) higher than 10 dB is verified at high 
temperatures up to 130 C without thermo-electric cooling. DP phase modulation at 128 Gb/s and beyond is 
achieved by using the latter silicon MZ modulator with differential-end RF drive voltage as low as 2 VPPD in the 
modulation formats of DP quadrature phase-shift keying QPSK, DP-16/32 quadrature amplitude modulation. 

 



 
Fig. 1.  Silicon Mach-Zehnder optical modulator having vertical PN-junction phase shifters. 
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Abstract-A full-wave approach for solving the whispering-gallery modes (WGMs) of cylindrical 

microresonators based on the aperiodic Fourier modal method (a-FMM) is proposed. The approach 

allows efficient and accurate calculations of the resonant wavelength, the quality factor, and the 

field of the WGMs of rotationally-symmetric resonators. The validity and the efficiency of the 

method are confirmed by the numerical results with microdisk and microring resonators as 

examples in comparison with other approaches. 

 

Benefiting from the developed fabrication techniques, WGM resonators with high quality factors have been 

demonstrated with various shapes of rotational symmetry such as microsphere, microdisk, microring and 

microtoroid [1]. They provide a platform for fundamental studies including cavity optomechanics, nonlinear 

optics and cavity quantum electrodynamics. They have also shown the ability to be used for various applications, 

such as low-threshold lasing and highly sensitive sensing. 

There have been a great variety of numerical methods used for modeling cylindrical microresonators such as 

the finite-difference time-domain (FDTD) method, the finite element method (FEM) and the boundary element 

method (BEM). The FDTD and the FEM requires a large amount of computation for a full discretization of the 

Maxwell’s equations along orthogonal spatial directions. A uniform distribution of refractive index within the 

cavity region is required for applying the BEM. 

To achieve semi-analyticity in certain spatial direction, the a-FMM has been used for the analysis of 

cylindrical resonators [2–4]. The a-FMM is a generalization of the well-developed rigorous coupled wave 

analysis (RCWA, also called Fourier modal method). In RCWA, the field is expanded upon Fourier basis along 

the transversal x and y directions, and is expressed analytically along the propagation z direction as the 

waveguide eigenmodes. By introducing perfectly matched layers (PMLs) along the transversal directions to 

build up artificial periodicity, the algorithm of RCWA can be used as well for modeling aperiodic systems, 

which is called the a-FMM. Through an artificial periodization along both radial and axial directions with the use 

of PMLs, Bucci et al [2] solved WGMs that are expressed as the waveguide modes propagating along the 

azimuthal direction. The electromagnetic field of the waveguide modes is expressed in terms of double Fourier 

series along radial and axial directions, which leads to considerable amount of computation. Armaroli et al [3] 

expanded the field upon Fourier basis in the axial z direction by introducing PMLs, and expressed the field 

analytically along the radial direction as the eigen modes of cylindrical Bessel functions. With similar method, 

Bigourdan et al [4] modeled the field in rotationally-symmetric structures illuminated by a circular line source. 



In this talk, an efficient full-wave method based on the a-FMM is developed to analyze the WGMs of 

rotationally-symmetric resonators [5]. The field is expanded upon Fourier basis along the radial direction by 

introducing PMLs, and is expressed analytically along the axial z direction as the waveguide eigenmodes. The 

eigen modes are expressed with the elementary exponential function, which is different from the method in [3,4] 

where the eigen modes are expressed as the special function of Bessel functions and thus are more 

computationally consuming. Single Fourier series is used in our method for the expansion of field in the radial 

direction. This requires much less computation amount in comparison with the method in [2] that adopts double 

Fourier series for solving the waveguide modes. The validity of our method is confirmed by the numerical 

results as shown in Table 1 and Figure 1 in comparison with other methods. 

 
 3D-FDTD C-RCWA a-FMM 
Mode Re(Oc) (Pm) Q Re(Oc) (Pm) Q Re(Oc) (Pm) Q 
TM1,11 1.3344 657 1.3899 721 1.3326 675 
TM1,12 1.2769 1916 1.2700 1814 1.2751 1977 
TM1,13 1.2248 4303 1.2512 5226 1.2228 6108 
TM1,14 1.1770 11369 1.1697 7632 1.1745 20679 
TM1,15 1.1313 12109 1.1372 9042 1.1296 69729 

Table 1. Resonant wavelength Re(Oc) and quality factor Q for fundamental quasi-TM WGMs with different 
azimuthal order m for a microring resonator. The resonator is of silicon material, with internal and external radii 

of 1Pm and 1.2Pm, thickness 300nm, and refractive index 3.48. The refractive index of the surrounding medium 
is 1.44. The results of 3D-FDTD and C-RCWA are taken from Table 2 in [3] for comparison. 

 

Figure 1. Electromagnetic field distribution for the fundamental quasi-TE WGM of m=12 for the microring 

resonator, with Re(Oc) =1.16846Pm and Q=395. The result is consistent with that in Fig. 3 of [3]. 
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Abstract-In this work we provide a unified approach for description of a wide variety of complex 

shape crossed grating corrugations in terms of polygons and polyhedrons within the framework of 

the Generalized Source Method. We use analytical expressions for both spatial permittivity function 

Fourier decomposition, and normal vector field Fourier decomposition. The proposed approach is 

implemented on graphical processing units allowing one to obtain a significant calculation time 

gain. 

 

Reliable grating diffraction simulation is important for many applications in diffractive and integrated optics. 

In our previous work we have developed the Generalized Source Method (GSM) for grating diffraction 

simulation with linear time and memory consumption relative to grating complexity [1,2]. The GSM exhibits the 

utmost performance for high-NA diffractive optical elements and photolithography masks with complex fine 

structure and complex geometry of interfaces. Thus, with a view of transforming the GSM into a convenient 

ready-to-use tool in this work we develop a unified approach for treatment of complex corrugation profiles and 

material interfaces. Our consideration concerns both GSM applications to crossed grating diffraction simulation 

[1], and to eigen mode calculation in 3D periodic dielectric composites [3]. The treatment is based on 

representation of complex 2D top-view shapes of binary diffractive structures as polygons and complex 3D 

surfaces being constituents of 3D periodic lattices as polyhedra. In this case Fourier integral of spatial 

permittivity function ε(r) 
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can be taken analytically for arbitrary polygon or polyhedron (see, e.g., [4,5]). Here m stands either for 

two-dimensional or three-dimensional Fourier index, r is two or three-dimensional coordinate vector, and Dk is 

either k-th polygon surface or k-th polyhedron volume. Moreover, one can define normal vector field to polygon 

boundary and polyhedron surface via some point rc inside volume Dk 
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providing that all vertices are seen from point rc. rl0 in Eq. (2) is an arbitrary point on l-th edge of a polygon or 

on l-th face of a polyhedron. Functions (2) also admit analytical Fourier representation thus allowing us to apply 

correct formulation of the GSM as the Fourier space method. 

Within the proposed approach a period of a crossed binary grating should be divided into a dense set of 



convex polygons in such a way that curved interfaces between different materials should coincide with some 

polygon edges. Analogously for electromagnetic analysis of 3D lattices a period is divided into a set of 

polyhedra. The talk will demonstrate the convergence analysis of the GSM with such unified geometrical 

representation of complex structures, as well as implementation of the method on graphical processing units. 
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Abstract- Behind the appellation “modal methods”, for diffraction gratings, one can find a variety 

of methods sharing in common the development of the fields in terms of basis functions that can be 

either Fourier exponentials hence the name Fourier Modal Method (FMM), or polynomials leading 

to the family of Polynomial Modal Methods (Legendre, Tchebychev, and Gegenbauer). These 

approaches may not behave in the same way when dealing with gratings with extreme features such 

as a very low or very high filling ratios. In the present work, we address such a problem and 

compare the performances of the different Modal Methods. 

 

One of the major advantages of modal methods for diffraction gratings [1-2] is their versatility and ability to 

model many plasmonic and metamaterials based devices with a relatively low computational cost. However, in 

certain special situations, the geometry of the structures under study can be pathological. This is the case of 

lamellar diffraction gratings with a very low/high aspect ratio. It is not difficult to figure out that for such a 

structure, the classical FMM [1] is likely to fail in describing the situation since the Fourier representation of the 

actual electromagnetic field will be very poor. On the contrary, polynomial modal methods [2] describe the 

spatial transitions through the appropriate boundary conditions after slicing the period into homogeneous 

subdomains. We will show that this last family of methods is        

 

REFERENCES 

1. B. Guizal, H. Yala and D. Felbacq, “Reformulation of the eigenvalue problem in the Fourier modal method 

with spatial adaptive resolution,“ Optics Letters, Vol. 34, N°18, pp 2790-2792, September 2009  

2. K. Edee and B. Guizal, “Modal Method based on subsectional Gegenbauer polynomial Expansion for 

non-periodic structures: complex coordinates implementation”, J. Opt. Soc. Am. A, Vol. 30, No.4, 631-639, 

2013. 

 

 

 

 

 

 

 



Graphene surface plasmons excited through diffraction gratings 
 

M. Ben Rhouma1*, M. Ouseslati1 and B. Guizal2 

 1Université de Tunis El Manar, Faculté des sciences de Tunis, Unité des Nanomatériaux et Photonique,  

2092, El Manar, Tunisie  
2University of Montpellier, Laboratoire Charles Coulomb, France 

*Corresponding author: maha.physique@gmail.com 

 

Abstract- We propose a model taking into account the periodic spatial modulation of a doped 

graphene sheet conductivity influenced by a dielectric grating. We obtain the dispersion relation 

through the Fourier Modal Method (FMM) and study the excitation of surface plasmons on such 

structures. We compute and study the spatially localized fields on the graphene sheet.  

 

In the last decades, graphene has emerged as a new material with outstanding physical properties [1]. 

Among them, one of the most interesting and promising is the possibility of guiding both transverse magnetic 

(TM) and transverse electric (TE) surface plasmons polaritons (SPP) with striking advantages over those of 

noble metals (confinement, long range…) [2]. Unfortunately, the excitation of SPP over graphene is 

handicapped by the fact that its dispersion relation is very flat which necessitates, for a given frequency, a very 

long wave-vector. With the common techniques like that of Otto or Krestchmann, this implies the use of 

dielectrics with high permittivity, which is not always available. To alleviate this limitation, many approaches 

have been proposed one of which consists of putting the graphene over a diffraction grating. From the modeling 

point of view, the major part of published works treat the graphene sheet, as a homogeneous conducting film 

while it should be considered as periodic. In the present work, we propose an approach that puts into play the 

periodicity through a simple model based on the parallel plate capacitor.            
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Abstract - A lamellar grating model is set up to study hypersingularity of transverse electric 

field component at a sharp edge formed with lossless dielectric and metallic media. The model 

is the simplest, keeping only the essential features of hypersingularity and simplifying all other 

aspects, and it allows asymptotic expression of the final system of linear equations of an infinite 

number of unknowns resulted from the matching boundary conditions. A detailed study of this 

expression may shed light on understanding numerical divergence due to hypersingularity. 

Hypersingularity (HS) refers to the extremely singular behavior of the electric field near the edge of a 

wedge formed with a lossless dielectric and a lossless metal. There are three necessary conditions for HS to 

appear: (1) The edge is mathematically sharp; (2) the medium permittivity is real and changes sign along a 

circle enclosing the edge; (3) the electric field has a component transverse to edge. Near the edge, the 

magnitude of the transverse electric field component diverges to infinity at a rate of 1/r, where r is the 

distance from the edge, and its phase oscillates with a frequency tending to infinity at a rate proportional to 

log(r). The study of HS is relatively recent largely due to the recent research in plasmonics, meta-materials, 

and nano-optics. So far, many facts about HS are known. For example, the most important parameter that 

characterizes HS is the singularity exponent that is solely determined by the medium permittivity function 

and wedge angles. Ample numerical experiments have shown that whenever HS is excited no numerical 

methods for modeling electromagnetic scattering can produce converged results. Introducing absorption loss 

to the wedge medium weakens the singularity from hyper to regular. Rounding off the sharp edge completely 

removes any singularity but as the rounding radius tends to zero the sequence of converged numerical results 

does not have a limit. However, many questions still remain. For example, is the HS problem physical and 

worth studying? Is the HS problem well defined? Is there a convergent numerical method? An attempt to 

answer these questions is made in [1]. Here it suffices to say that the problem is worth studying because in 

some practical cases an electromagnetic scattering problem is near hypersingular. Having a better 

understanding of the HS problem may help to find a better solution to some practical problems. The 

objective of this work is study as analytically as possible how a numerical method diverges in presence of 

HS in a simplest possible model. Such zoomed-in examination may shed some light on the essence of the HS 

problem. 

 
Fig. 1. The simplest lamellar grating model to study hypersingularity. 

The physical model for this work is optical diffraction by a semi-infinite lamellar grating as shown in Fig. 

1. The selection of this model is based on the principle of keeping the essential features of HS while 



simplifying all other aspects. Using a grating model reduces the edge scattering problem from the open space 

to one Brillouin zone. Using the analytical modal method allows access to analytical expressions of 

eigenvalues and field representations. Using a semi-infinite grating reduces the number of boundary 

conditions to the minimum, two. Assuming normal incidence simplifies the eigenvalue solution and cuts the 

numbers of unknown Rayleigh and modal amplitudes by half. Assuming a 50% duty cycle further simplifies 

the eigenvalue solution. 

The eigenvalue problem of the present lamellar grating case has some peculiarities in comparison with 

the ordinary cases because the permittivity function ε(x) changes sign within a grating period (x is in the 

horizontal direction). The basis functions cannot be made orthonormal because the boundary value problem 

is non-self-adjoint. However, biorthonormality can be achieved with respect to basis functions of the 

boundary value problem that is adjoint to the original problem. The eigenvalues ρm are not necessarily real 

even though ε(x) is real. I have proved that when the duty cycle of the grating is 50%, the number of truly 

complex eigenvalues is finite. In other words, ρm is real when m is sufficiently large. This is an important 

result; without it general asymptotic expressions to be mentioned below cannot be easily obtained. With 

these preliminary precautions the asymptotic expressions of the eigenvalues ρm, the overlap integrals amq 

between the modal basis functions φq and Rayleigh basis functions ψm, and the matrix elements Ωmq of the 

final system of linear equations resulted from matching boundary conditions along the upper boundary of the 

grating, can all be found, keeping the leading orders in 1/m and 1/q, for m >>1 and q >>1, respectively. 

The result of the asymptotic modal analysis of the lamellar grating problem is a final system of linear 

equations Σq Ωmq xq = bm of infinitely many unknowns xq, where Ωmq is a rational function of m and q for 

m >>1 and (or) q >>1, and bm has only one nonzero element. To solve this system of equations it is 

customary to use the reduction method, i.e., to truncate the linear system to a finite size N and verify that as 

N → ∞ the solution ( )N
mx converges. The legitimacy of using this method requires convergence of the infinite 

series in q for every m. There are mathematical criteria for testing absolute convergence of an infinite 

determinant. If the determinant is convergent, Cramer’s rule can be used to express the solution ( ){ }N
mx . 

Unfortunately, the determinant of the present infinite matrix [Ωmq] is not absolutely convergent and I have 

not found an applicable convergence criterion in the mathematics literature that can distinguish the 

convergence and divergence of the linear system depending on the permittivity function ε(x). 

As a stopgap I resort to numerical means. The infinite linear equation system is replaced with 
( ) ( )

1
q N N N
q mq q mx b 
 c6 :  and solved numerically, where the elements of Ω' are given by the asymptotic 

expressions of Ωmq for m >>1 and q >>1. In all cases tested, ( )N
qx converges or diverges as N increases 

depending on − εd /εm ∊ (1/3, 3) or − εd /εm ∉ (1/3, 3), as expected for a right-angle edge. 

In conclusion, I have set up perhaps the simplest model of a grating diffraction problem for studying 

hypersingularity and successfully derived a simple, asymptotic (algebraic) expression of the coefficient 

matrix of the final system of infinite linear equations. This expression may allow a close-up examination of 

how HS leads to divergence of expansion coefficients of the transverse electric component and serve as a 

stepping-stone to achieve the final solution of the HS problem. The next step is to find a mathematical 

criterion for testing the convergence or divergence of the final linear system. 
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3Aix Marseille Université, CNRS, Centrale Marseille, Institut Fresnel, UMR 7249, 13013 Marseille, France

4Centre Commun de Ressources en Microondes CCRM, 5 rue Enrico Fermi, 13013 Marseille, France
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Abstract— A novel approach based on the Aperiodic Fourier Modal Method is presented to
compute the radiative properties of a spheroidal particle. A parametric study in which we vary
the di↵erent parameters specific to the method is performed. The computed radiation patterns
show good agreement with experimental data made at Fresnel Institute and with the results of
the T-Matrix method.

Our aim is to model the light transfer within photosynthetic micro-organism suspensions in or-
der to optimize the photosynthesis engineering in a photobioreactor devoted to biofuel production
[1, 2]. Light scattering by small particles is an old problem whose analytical solutions exist in the
case of canonical shapes [3]. The numerical resolution of the Helmholtz equation is a challenging
problem for such diverse disciplines as atmospheric science, oceanography, astronomy and engineer-
ing sciences [1, 4].
In this presentation, we explore a new approach based on a modal formalism for solving the elec-
tromagnetic scattering problem. Our technique is based on the Fourier Modal Method which has
a several decades long history in the field of rigorous di↵raction modeling. The Fourier Modal
Method was originally built for periodic structures such as di↵raction gratings [5]. Nevertheless, by
incorporating perfectly matched layers [6], it became possible to address the scattering by a single
spheroidal object [7].
The results of our analysis were successfully compared with those obtained by the T-Matrix method
and the measurements [8].
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Abstract— An original modal method is derived for the analysis of V-groove plasmonic wave-
guides. The problem is formulated with Maxwell’s equations written under the covariant form
and matched coordinates. The numerical solution is obtained by using the method of moments
and sub-domain basis funtions.

Among the diverse Surface Plasmon Polariton waveguide type, V-shaped dielectric gap wave-
guides achieve subwavelength confinement and low propagation losses. Numerical modelling of
these waveguides is challenging and requires advanced numerical methods with high e�ciency and
accuracy especially when they include materials with negative permittivity as in the present case.
The problem comes from the di�culty to enforce accurately boundary conditions with complicated
geometries which in turn determines the overall e↵ectiveness of the solver. In linear numerical
methods, the waveguide cross section is discretized and a linear matrix eigenvalue problem is
derived by using the method of moments. The e↵ectiveness of any numerical modal method is
linked with the mesh that is used to describe the geometry and by the expansion and test basis
chosen in the computation. Matched coordinates [1] allow to make the boundary of the wave-
guide coincide with surfaces of coordinates which facilitates the writing of boundary conditions.
Adaptive spatial resolution have also shown to be a powerful tool to improve the e↵ectiveness of
various numerical modal methods. In addition to the above geometrical aspects, using sub-domain
basis functions like polynomials [2] or splines [3] allow to enforce boundary conditions rigorously.
In our presentation we shall describe our code and use it to determine the dispersion relations of
diverse V-groove plasmonic waveguides.
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Abstract— Optical scatterometry based on spectroscopic ellipsometry and other measurement
techniques together with optical simualtions are used to analyze the quality of various nanostruc-
ture patterns and to study the optical behavior of selected photonic and plasmonic devices.

Various optical responses and processes observed on periodic nanostructures (gratings, photonic
and plasmonic crystals, and selected devices based on them) are demonstrated by a joint theoretical
and experiemental analysis, referred to as scatterometry [1]. For the theoretical treatment, the
rigorous coupled wave analysis (RCWA) is used and explained in detail. For the experiemntal
treatment, the spectroscopic ellipsometry (SE) and power reflectance and transmittance are used
in wide spectral and incidence angle ranges.

The RCWA is based on treating the electromagnetic fields and the space distributions of material
parameters in the Fourier space. The method uses various recent improvements including a modified
Airy-like series approach (which enables visualization of space-dependent fields in deep structures)
and proper Fourier factorization (which enables fast convergence or short calculation time).

Ellipsometric measurements carried out in a wide spectral range and various incidence geometries
are used to determine the geometric properties of periodic textures with high accuracy and to
analyze plasmonic processes occurring in metallic metasurfaces or optical processes occurring in
common metasurfaces. Indirect observation of the surface plasmon propagation via ellipsometric
spectra is demonstrated.

As an example, a sine-like relief profile created on an Ni plane surface, with a developed native
NiO overlayer, is investigated in detail. The SE spectra in a near-IR/visible/near-UV spectral range
are analyzed to determine the depth and precise shape of the NiO/Ni relief. The precise knowledge
of the relief structure and the Ni dielectric function (determined on a reference thin film sample) is
then used to simulate the propagation of surface plasmon polaritons along the metasurface at the
SE-measurement configuration and to identify this process with the measured spectra. As another
example, the the quality of rectangular and embossed-relief grantings fabricated on chalcogenide
glass surfaces is analogously investigated by scatterometry.

Various optical responses of shallow rectangular patterns are theoretically analyzed by the
RCWA and an approximate local modes method (LMM) based on scalar di↵raction theory. The
di↵raction e↵ects of the edges of nanoscale elements patterned within the metasurfaces are investi-
gated with respect to the spectroscopic response. A numerical modification of the LMM is proposed,
taking into account the edges’ di↵raction e↵ects. The modified LMM is then used to demonstrate
how the edge e↵ects a↵ect the ellipsometric spectra and the holographic images reconstructed via
an aperiodic metasurface working as a spatial light modulator.

The method can help in evaluating the quality of the lithographic techniques, evaluating the
performance and reliability of the imaging techniques, and proposing novel optical and plasmonic
devices.
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Abstract-Plasmonic structures are of great interest particularly for infrared detectors where strong 

enhancements ~ 100x have been reported as compared with bare detectors. Detectors are complex 

layered structures including absorption, contact and possibly other layers. This layer structure can 

impact the plasmonic effects and give rise to leaky modes that couple energy to propagating modes 

in the substrate reducing the surface plasmon detectivity. 

 

There has been extensive work on the impact of metal photonic crystals (MPC) on the responsivity of 

infrared detectors.1-5 Enhancements as high as 100x , depending on detector configuration, have been reported.6 

While most evaluations of plasmonic effects deal with a metal film on a homogeneous substrate, detectors are 

more complex layered structures with absorption and contact regions at a minimum. These layers impact the 

optical interaction leading to the enhanced detectivity. In particular, contact layers because they are heavily 

doped typically have a lower refractive index than the bulk semiconductor as a result of free-carrier effects. This 

lower index can establish a leaky mode that suppresses the coupling to the surface plasma wave and leads to 

enhanced transmission into the substrate. In some cases this can be used to enhance coupling into the substrate 

and to a detection region deeper in the material; in others it results in a loss of the surface resonance and a 

degradation in the detector performance.  

An experimental example (from Ref. 6) is shown in Fig. 1(a), where the only difference between the two 

detectors is the thickness of an n+ contact layer located just below the MPC. There is a clear shift and weakening 

of the plasmon resonance enhanced detectivity. Fig. 1(b) shows an RCWA model of the absorption qualitatively 

replicating the experimental observations. These changes are due to leaky mode effects. Fig. 2 shows a modal 

calculation as a function of the thickness of the lower index n+ layer.  

 

  
Fig. 1: a) Experimental and b) RCWA modeling results for four photodetectors. Two photodetectors are bare, with no 

MPC one with a 0.1 Pm thick top contact layer (black) and one with a 1.3 Pm thick top contact layer (green). Two have a 

MPC film, red for the 0.1 Pm thick and blue for the 1.3 Pm thick top contact layers. Note in particular the shift of the SPW 

resonance between the two MPC cases and the change in the absorption due to leaky mode effects. (from Ref. 6). 



For a thin top contact layer the standard bound SPW mode is found (black crosses). (Note that this mode is 

bound in the absence of a grating structure, the addition of a grating allows coupling to the SPW which is then a 

leaky mode.) There is also an unphysical mode on the improper sheet (black dots). As the thickness of the top 

contact layer is increased, the modal index crosses the branch cut and emerges on the improper sheet as a 

backward wave (red dots). The thickness where this cross over occurs is much less than the SPW evanescent 

field decay. As the thickness is increased further, these modes have complex conjugates modal index solutions, 

both on the leaky mode sheet, with very high losses corresponding into enhanced far field transmission into the 

substrate. As the top contact layer is further increased, the two modes become degenerate, one on either Reimann 

sheet at a value consistent with the index of the contact layer.  Thickness of n+ GaAs Spacer Layer; actual metal loss
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Fig. 2: Modal indices as the thickness of the top contact layer is varied. 
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Abstract- We derive the explicit expression for the Casimir energy between a sphere and a 1D 

grating under thermal equilibrium, in terms of the sphere and grating reflection matrices, and valid 

for arbitrary materials, sphere radius, and grating geometric parameters.   

 

 

We calculate numerically the Casimir energy between a metallic (gold) sphere and a dielectric (fused silica) 

lamellar grating at room temperature, and explore its dependence on the sphere radius, grating-sphere separation, 

and lateral displacement [1]. We quantitatively investigate the geometrical dependence of the interaction, which 

is sensitive to the grating height and filling factor, and show how the sphere can be used as a local sensor of the 

Casimir force geometric features. To this purpose we mostly concentrate on separations and sphere radii of the 

same order of the grating parameters (here of the order of one micrometer). We also investigate the lateral 

component of the Casimir force, resulting from the absence of translational invariance. We compare our results 

with those obtained within the proximity force approximation (PFA). When applied to the sphere only, PFA 

overestimates the strength of the attractive interaction, and we find that the discrepancy is larger in the 

sphere-grating than in the sphere-plane geometry.  
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Abstract— For peridic structures with subwavelength periods, wide-angle boundary models
are developed by matching the reflection and transmission coefficients for incident waves with dif-
ferent incident angles. For non-periodic structures with slowly varying subwavelength elements,
such as some metasurfaces, rigorous numerical simulations are expensive, if the size of the struc-
ture is much larger than the wavelength. The wide-angle boundary models with spatially-varying
coefficents may be used to speed up the numerical simulations.

For a periodic structure, a fundamental problem is to analyze the diffraction of plane incident
waves. If the reflection and transmission coefficients are calculated for plane incident waves of all
incident angles and polarizations, then the diffraction problem of an arbitrary incident wave can
be easily solved. This is so, because a general incident wave can be written as a superposition
of plane waves. Metasurfaces appeared in recent years are mostly non-periodic structures with
subwavelength scattering elements [1, 2]. These structures have been modeled by theories based on
geometric optics [1] or relatively simple impedance conditions [2]. However, the size of the subwave-
length elements in metasurfaces are not significantly smaller than the wavelength. Therefore, the
geometric optics approaches may have limited accuracy, and modeling a complicated metasurface
by an impedance condition is likely to be inadequate.

We propose to model a non-periodic metasurface in two steps. In the first step, for each sub-
wavelength element, we consider a periodic structure where each period contains that element,
calculate the reflection and transmission coefficients of that periodic structure for incident waves
of all angles and polarizations, and approximate the periodic structure by a wide-angle boundary
condition. In the second step, we model a non-periodic metasurface by a wide-angle boundary
condition with position-dependent coefficients, so that the boundary condition at a subwavelength
element is exactly that for the corresponding periodic structure. In the following, we show how to
find wide-angle boundary conditions for periodic arrays of circular metallic rods.

We consider a one-dimensional periodic array of infinitely long circular metallic rods, with their
axes parallel to the y axis and their centers located on the x axis. The array is periodic in x
with period L and surrounded by air. The radius and the refractive index of the rods are a and
n1 = 0.2 + 5i, respectively. For the E polarization, we calculate the reflection coefficent R (the
complex amplitude of the zeroth reflection order) for different values of a, different incident angles,
and for L/λ = 0.26, where λ is the freespace wavelength. The case for a = 0.1L and a = 0.4L are
shown in Fig. 1 as the solid lines. Our objective is to find a boundary condition at z = L/2, so
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Figure 1: Reflection coefficient R (amplitude of the zeroth reflection order) as function of the incident angle
θinc of a periodic array of metallic rods in the E polarization. The solid curves are the exact solution. The
dash-dot curves are wide-angle boundary models.



that its reflection coefficient Rbc approximates R for all incident angles. The simplest boundary
condition is ∂zEy = a0Ey, but it is not sufficiently accurate. We consider the wide-angle mode

∂Ey

∂z
= a0Ey + b0

∂2Ey

∂x2
, z =

L

2
. (1)

The coefficient a0 can be determined from the exact R for normal incidence (θinc = 0). We choose
to determine b0 by matching R at θinc = π/4. The dash-dot curves in Fig. 1 show Rbc as functions
of θinc. It can be seen that the apprixmation is good for a = 0.4L, slightly less so for a = 0.1L
when the incident angle is large. The coefficients a0 and b0 depend on a, and are shown in Fig. 2. It
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Figure 2: Coefficients a0 and b0 (actually, a0L and b0/L) for the wide-angle boundary model Eq. (1).

is possible to further increase the accuracy of the boundary models. For example, we may consider
the following more complicated condition

∂zEy = a0Ey +
J∑

j=1

bj(1 + cj∂
2
x)

−1Ey, (2)

where a0, bj , cj for 1 ≤ j ≤ J can be chosen to match R for various incident angles. Notice that
the above boundary condition can be implemented if we introduce wj satisfying (1+ cj∂2

x)wj = Ey.
We believe that boundary condition (1) can be used to model non-periodic slowly varying

structures, if a0 and b0 are allowed to change with the spatial variable x. For an array of rods with
different radii, but the fixed center-to-center distance L, if x is the center of a rod, we let a0(x)
and b0(x) be the coefficients corresponding to the radius of that rod. For other x, we define a0(x)
and b0(x) by linear interpolation or cubic spline. With such a boundary condition, the reflection
of an arbitrary incident wave by the non-periodic structure can be easily analyzed. Furthermore,
it is also possible to design metasurfaces for applications by considering the required boundary
conditions.
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Abstract— We present an e�cient numerical tool allowing to analysis the electromagnetic
response of plasmonic guiding devices when some geometrical parameters of theses structures
are considered as random variables characterized by a given statistical distribution low. The
deterministic responses i.e. the transmitivity and the reflectivity of the devices are successfully
calculated with the modal method based on a subsectionnal Gegenbauer basis functions. Then
statistical moments of these observables are computed thanks to a stochastic collocation method.
The results are succefully compared with those obtained from some acrude Monte Carlo simula-
tions.

Miniaturized and integrated of opto-electronic high speed devices based on surface-plasmon or
gap-plasmon devices is a rapidly growing research area because plasmon waveguiding structures pro-
vide high subwavelength scale confinement and low propagation loss. Plasmonic waveguides based
on metal-insulator-metal (MIM), plasmonic light-emitting devices (light transmission enhancement
through a metallic subwavelength square coaxial aperture), etc, have been tremendously studied
nowadays. In one hand, some techniques such as electron-beam lithography allow to create com-
plex nano-structures with impressive spatial controle; however, small-scale manufacturing structure
raises questions about the variability of the geometric parameters of these structures and how these
variations influence the electromagnetic response of these plasmonic structures. In the other hand,
since the study of these devices is often linked to a plasmon resonances, this phenomenon may
be succefully treated as an eigenvalue problem with specific boundary conditions. Generally the
numerical modal analysis of metal/dielectric junctions is deemed very tedious but some e�cient
numerical tools have been developed in order to provide both very accurate numerical results and
short-computation time consuming.
it is worthwhile to examine the correlation of these accurate numerical results and the reality of
the manufacturing that necessary involved some variabilities on certains geometrical parameters.
Our goal in this paper is to provide an e�cient stastistical tool coupled with an accurate numer-
ical algorithm in order to integrate stochastic parameters in a plasmonic device simulation. The
structure under study is a plasmonic waveguiding consisting of 2D Metal-Insulator-Metal (MIM)
waveguide coupled with a square-shaped ring resonator for filtering purposes.
The electromagnetic numerical model of the structure is based on the MMGE (modal method based
on a subsectionnal Gegenbauer basis functions) [1] in its non-periodic version [2]. Some geometrical
parameters of the plasmonic device are considered as random variables characterized by a given
statistical distribution low. We are interested in the statistical moments (mean, variance, etc) of the
some output parameters i.e. the transmitivity and the reflectivity of the structure, with respect to
the wavelength. For that purpose, a non-intrusive stochastic collocation method [3] is implemented
and succefully compared with some acrude Monte Carlo simulations.
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Abstract 

With feature sizes becoming smaller and patterns becoming 
increasingly complex in lithography, diffractive optics and 
nanophotonics, there is a growing demand for and lack of 
ultrafast, memory sparing but rigorous light scattering 
calculation techniques at large planar 2D diffracting objects. 
Examples include diffraction in OPC and in real-time 
scatterometry. A good approach to these requirements is the 
Generalized Source Method (GSM) formulated in Fourier 
space [1] and its ongoing improvement. In this conference 
contribution, we report on recent success by switching from 
CPU to GPU computations and by application of the 
scattering-vector (S-vector) algorithm [2, 3]. 

1. Introduction: Review of GSM, status quo and 
improvable points 

With the development of the GSM [1] in 2012, a large step 
towards the ultrafast, memory sparing and rigorous 
calculation at large diffracting objects has been made (see 
figure 1 and 2). Nevertheless, the calculation time of GSM 
on a CPU related to the time for a double FFT as the sim- 
 
 

 

Figure 1: O(N· ln(N))–complexity of GSM in time compared 
to O(N ) – complexity of RCWA, N being the number of 
harmonics. 
 

 
 
Figure 2: Linear memory consumption of GSM compared to 
O(N ) – memory consumption of RCWA. 
 
 
plest approximate method is about t(GSM)/t(double FFT) ≈ 
10 ·  no. of iterations ·  no. of layers ≈ 10 000, where the no.  
of iterations is between several tens and several hundreds; 
the pre-factor in the order of 10 originates from having to 
apply several Toeplitz matrices related to permittivities and 
normal vector components at each layer in each iteration and 
coincides with experiences from numerical experiments. So, 
the computational load is still too much for being 
competitive in time and memory with non-rigorous methods. 
Additionally, with GSM being integral equation based, there 
is a need of allowing more flexibility, facilitating the 
combination of layers of different materials and properties.   

2. Acceleration by GPU computations 

Nowadays, GPUs become increasingly superior to CPUs 
regarding computations. With GSM allowing parallel 
computations at the slices and FFTs being particularly 
suited for conduction on GPUs, GSM is well-suited for 
GPU applications. Having implemented GSM on GPUs, we 
observe an acceleration by a factor of about 400 at the state 
of the art. So, we report a reduction of the computation time 
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down to t(GSM on a GPU)/t(double FFT on a CPU) ≈ 25. 
We perform the reference double FFT on a CPU here, since 
the conduction of a single double FFT on a GPU would not 
allow a significant acceleration due to the time consumption 
for the data exchange between RAM and GPU.  
Yet, with the employment of GPUs, a need of the reduction 
of the memory consumption arises. Data exchanges 
between GPU and RAM are realizable, however take a 
considerable fraction of the overall computation time (see 
figure 3).    
As well, an acceleration of the convergence of the iterative 
solver employed by GSM – here GMRES [4] – is desirable 
since high numbers of GMRES iterations do not only 
require the storage of a high number of GMRES basis 
vectors but also increase the computational load for the 
Arnoldi process (ortho-normalization of GMRES basis 
vectors versus each other) [4].  
As the number of GMRES iterations as well as the memory 
demand of GSM decrease with the thickness of diffracting 
objects, the division of thick gratings into several thinner 
layers to be computed separately is appealing. Yet, the task 
of the combination of several scattering layers arises.  
 

 

Figure 3: Computation time in seconds for the pixelated 
grating depicted in the lower right corner (refractive index 
of substrate and grating material made of glass: 1.46;  
medium of incidence: air, height: 770 nm, wavelength: 532 
nm, size of the pixels: 500 nm × 500 nm). For low numbers 
of slices, the memory on the graphic card is sufficient for 
the entire computation; thus, the computation time increases 
linearly with the number of slices here. For high numbers of 
slices however, the memory on the graphic card becomes 
insufficient, requiring data exchanges between RAM and 
GPU; thus, the overall computation time increases faster 
than linearly with the number of slices here.   

3. Progress by the S-vector algorithm 

As a remedy to the challenges arising in the sections 2 
and 3, we present the S-vector algorithm. The S-vector 
algorithm follows a divide and conquer strategy; it 
models the interaction of subsystems and allows the 
calculation of their collective scattering behavior, 
provided a method for the scattering calculations at the 

subsystems exists. A typical application example for 
the S-vector algorithm is the combination of grating 
layers of different profile or material to be calculated 
separately. The GPU memory consumption is 
restricted to the memory consumption for a single 
layer.  
The prerequisites for the S-vector algorithm are 
illustrated in figure 4: division of the diffracting object 
into items (slicing), representation of the field in terms 
of S-vectors of up and down waves at the boundaries 
of the items and a rigorous method of linear 
complexity for scattering calculations at the items.  

 

Figure 4: Illustration of the prerequisites for the 
application of the S-vector algorithm and the first two 
steps of the algorithm. On the left: coupling of the 
incident light 𝐚↓,inc  into a stack of “S-vector layers” 
𝑆(0),⋯ , 𝑆(𝑠−1) and propagation downwards to the 
substrate (step 0). Reflections 𝐚↑,intm,1  (“intermediate 
up-waves”) appearing at the layers are buffered for the 
subsequent step 1. On the right: collection of the 
buffered reflections 𝐚↑,intm,1  and propagation upwards 
to the cladding (step 1).  
 
There is an explicit and an implicit variant of the 
S-vector algorithm: The explicit variant is a 
Bremmer series [5] or rather a multiple reflection 
series method [6, 7], but with a fast rigorous 
method at the single items. A drawback of the 
explicit variant is its modest and non-reliable 
convergence. Neviere and Montiel reported 
divergence of the multiple reflection series when 
combining it with the differential method [7]. This 
motivates the implicit variant: The multiple 
reflection series, which is a Neumann series, can 
be expressed by an inverse matrix; this introduces 
an inversion to be solved by an iterative solver like 
GMRES. This variant converges fast and reliably. 
We have tested the novel algorithm on the basis of 
many examples. For one of them, the convergence 
of the S-vector algorithm variants is illustrated in 
figure 5. Superior convergence of the implicit 
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variant can be seen in contrast to a trend towards 
stagnation in case of the explicit variant. Having 
combined the implicit variant with GSM in many 
test cases, we have never experienced an absence 
of convergence.  
 

 
 

 
 
Figure 5: Convergence of the explicit variant (red 
crosses) and the implicit one (blue asterisks) in the case 
of non-conical incidence onto a 1D binary grating of 
glass divided into layers, using GSM at the single 
layers. The truncation parameter 𝑖max refers to the 
explicit formulation truncating the multiple reflection 
series; the iteration number refers to the implicit variant 
solving the underlying equation iteratively by GMRES.  
Upper figure: TE-polarization, lower figure: TM-
polarization. For both polarizations, there is a trend 
towards stagnation in case of the explicit variant in 
contrast to super-linear convergence in case of the 
implicit variant.     

 

4. Conclusions 

The performance and versatility of ultrafast, memory 
sparing but rigorous light scattering calculation techniques 
at large planar 2D diffracting objects can be further pushed 
forwards by the use of graphic cards and the application of 
the scattering-vector (S-vector) algorithm [2, 3].  
GSM is very well-suited for GPU computations; at the state 
of the art, one graphic card allows accelerations by more 
than a factor of 10  compared to CPU computations. 
However, the restricted memory on graphic cards and 

consequently the time-consuming data transfer between 
GPUs and motherboard downgrades the computational 
performance in the case of large numbers of basis functions.  
A way of overcoming these limitations is offered by the S-
vector algorithm. This algorithm enables the scattering-
based combination of diffraction computation results at 
single layers and reduces the memory consumption to the 
memory consumption at a single layer. As well, it allows 
the computation of layers of various shape and materials by 
individually adapted methods and enhances the flexibility of 
ultrafast, memory sparing methods in this way.  
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Abstract- We report on a novel ultrathin high polarization AlN/GaN heterostructure for 

millimeter-wave applications that allows achieving unique combination of high performance and high 

robustness. A key feature has been the implementation of a thick in-situ SiN cap layer. A full description 

from growth design to major electrical data with respect to device reliability will be provided in the 

presentation. 

 

GaN-based High Electron Mobility Transistors (HEMTs) devices have superior performance for high 

frequency, high power and high temperature applications compared to other competing technologies based on 

GaAs and Si [1] due to its unique material characteristics such as wide bandgap, high electron mobility and high 

thermal conductivity. Indeed, GaN heterostructures possess high breakdown voltage, which allows large drain 

voltages to be used, leading to high output impedance per watt of RF power, and resulting in lower loss 

matching circuits. The high sheet charge density leads to large current densities and transistor area can be 

reduced resulting in high watts per millimeter of gate periphery. In turn, this leads to lower capacitances per watt 

of output power. Low output capacitance and drain-to-source resistance per watt also make GaN HEMTs 

suitable for switch-mode amplifiers. 

For instance, mobile base stations require high-output and high-efficiency power devices of a 100 W class. 

To achieve such high output power, a parallel configuration of multiple devices is needed if conventional GaAs 

MESFET or Si LD-MOSFET is used. On the other hand, owing to its high-output power performance, GaN 

HEMTs can achieve 100 W or higher with just a single device, making high-efficiency and energy-saving power. 

As a matter of fact, if for example we need to bias the 100 W Ku-band GaAs power amplifier (PA) at +12 VDC, 

we need to design a power supply able to generate 120 Amps. This is by no mean a trivial task, considering the 

small real estate available, the component ratings, and the limited cooling capabilities. By comparison, the same 

power supply, when designed for GaN-based PAs, will need to operate at +48 VDC, and hence generate only 30 

Amps. This will greatly benefit the power supply design, and will have a major improvement in reliability. The 

second major benefit of using GaN transistors is the fact that they are much more efficient. As an example, a 

100W Ku-band GaAs based SSPA, will consume at least 30% more energy than the equivalent GaN based 

design. Higher efficiency, combined with low operating bias current, provide a major improvement in the overall 

reliability of the power supply module in GaN based SSPAs.  

Furthermore, as GaN devices can handle now up to 25°C higher temperature with no degradation in 

performance, it is expected the final RF Power Amplifier MTBF to increase by at least 60%. In summary, GaN 

offers a rugged and reliable technology capable of high-voltage and high-temperature operation. This opens up 

many industrial, defense, medical, and commercial applications that can be covered with GaN material systems. 

 



Several major companies such as Qorvo, Fujitsu or UMS have qualified GaN-based products with gate 

length down to 0.25 µm for RF applications up to Ku band [2]. At higher frequency (millimeter-wave range), 

high reliability of GaN HEMTs requires specific innovative epilayers design as well as careful associated 

process in order to fully benefit from the potential of this outstanding material. Indeed, in this case, shorter gate 

lengths are needed to increase the frequency performance, however inducing much stronger electric field into the 

heterostructure. 

This generates among others the following source of device instability under high electric field: 

x Current Collapse, which manifests as drain current decreases under specific temperature, drain voltage, 
RF drive levels. This phenomenon could be reversible, as a function of drain voltage, or irreversible, when 

permanent damage occurred. The cause was studied in the scientific community and was associated to 

“Electron Trapping” in the dielectric interface. Due to the high energy levels (high RF fields and high Drain 

Voltage), high energy electrons would get trapped into the dielectric, causing drain current decrease. 

x Gate Leakage degradation mechanisms. Under High Drain Voltage bias, and high RF drive levels, the 
peak voltage on the drain can get very high. That high voltage will cause quantum mechanical electron 

tunneling. The electric field at the gate edge will increase enough to cause leakage current, or electron trapping. 

This translates into a severe degradation of DC current and low output RF power. 

x Inverse Piezoelectric Effects. High voltage bias on the gate edge under drain bias can generate inverse 
piezoelectric effects. These high electric fields can induce strain in the crystal structure of the GaN device. 

When a critical gate-drain voltage is reached, defects could develop in the crystal, which will lead to electron 

trapping and gate leakage current. 

 

We have developed a novel AlN/GaN heterostructure that allows addressing the above-mentioned challenges. 

Key features have been the implementation of an ultrathin high polarization AlN barrier layer together with a 

thick in-situ SiN cap layer. This technology is therefore promising to achieve unique combination of high 

performance and high robustness in the Ka band and above [3-5].  
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Abstract- Understanding and predicting Reliability in the fast moving consumer electronics industry is 

becoming more and more difficult, while pressure is increasing to maintain low warranty failure costs while 

developing new products in very short design cycles. The old approach of concentrating purely on Parts 

Count / Stress, Design Reliability and Design Margin simply do not protect the manufacturer from possible 

excessive warranty costs. Increased focus on Early Life Reliability testing and assessment is now more 

critical than ever.   
 
 
In today’s consumer electronics appliances, the customer needs performance first and foremost but assumes 

Reliability as a given. Since 2004 the average 3-5 year failure incidence has grown steadily for consumer items 

while electronic content has also risen. Many designers and manufacturers simply do not place sufficient focus 

on early life reliability and maintain very old and traditional reliability test and prediction practices which 

provide virtually no correlation with real life failure rates. The traditional test methodology has low defect 

stimulation capability, hence many ‘latent’ defects are simply not detected and functional reliability is simply not 
stressed enough to understand Design Quality. This presentation explains clearly how Early Life can be 

optimized using short duration sub system reliability stress testing and several other key reliability indicators 

such as manufacturing process yield, assembly component failure rates, design maturity measurement. 

Combined the measures from each provide a new holistic approach to early life reliability prediction which 

correlates to real life. A range of actual case study material is presented to illustrate the power of this approach   
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Abstract-Gallium nitride based transistors are a disruptive technology in high-power RF and power 

conversion applications. Maintaining device temperatures within a safe operating area is critically 

important to ensure reliable long term operation, although this becomes ever more challenging as 

increasing power densities are required. We review recent developments in thermal management, 

from understanding where heat is generated during different modes of transistor operation (DC 

versus RF), to near junction thermal management strategies, including high thermal conductivity 

diamond substrates. 

 

 GaN high-power RF amplifiers are being developed for the most demanding high-power applications, such 

as communication or radar. To ensure reliable operation over the required lifespan, it is critical that transistor 

channel temperature is maintained within a safe operating area, since temperature is one of the main drivers of 

device degradation. Thermal management is therefore a critical aspect of device design. Very high temperature 

gradients are generated in the transistor channel during operation. Although device temperature can be estimated 

by using simulation only, uncertainties in some input parameters can lead to large errors in mean time to failure 

(MTTF) predictions, owing to the exponential relationship between temperature and failure rate. A better 

approach is to combine device modelling with temperature measurement, although this is challenging if using 

conventional thermal measurement techniques such as IR thermography, due to their finite spatial resolution. We 

have used a combination of laser based measurement techniques with submicron and nanosecond resolution, 

including Raman thermography [1] and thermoreflectance, to perform temperature measurements as close as 

possible to the peak temperature location (Fig. 1), validating detailed device simulations. 

 We use this combined measurement and simulation approach to investigate various aspects of self-heating 

and thermal management in GaN HEMTs. We address whether channel temperature is equivalent during RF 

versus DC only operation, which has been an outstanding question in the reliability testing community [2]. This 

has important implications for the cost and complexity of transistor accelerated life testing. Near junction 

thermal management is also crucial to ensure efficient heat extraction. By integrating GaN transistors with high 

thermal conductivity diamond substrates, we show that a >3× increase in RF power density can be achieved at 

the same channel temperature with respect to SiC, which is the current standard for high power GaN devices [3]. 

We also discuss how device design, novel die attach and packaging materials can be used to improve thermal 

management. 
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Figure 1: Cross section through a combined drift-diffusion / 3-D finite element thermal model of a packaged 

GaN RF HEMT operated with a 50 VDS bias, 11W/mm power dissipation density, at an ambient temperaure of 

25ºC; only the active region is shown for clarity. The S, G, D and FP labels indicate the source, drain, gate and 

field plate, respectively. The channel Joule heating profile close to the AlGaN/GaN interface is also shown 

(upper plot) for visual reference. The peak temperature location close to the gate is evident in the temperature 

contour illustration (lower plot). The experimental Raman temperautre measurement location is highlighted.  
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Abstract 

In this paper, we present one of the most important failure 
analysis tools that permits the localizing and the 
identification of the failure mechanisms. It is a new spectral 
photon emission system, enabling to localize the failure and 
quickly get the photon emission spectra that characterize the 
failure with high resolution. A diffraction grating is used as 
a spectrometer in the system. Application results on 
mechatronic power devices such as HEMT AlGaN/GAN 
and SiC MOSFETs are reported. 

1. Introduction 

Failure analysis (FA) is becoming a crucial part of the 
integrated circuit (IC) design development and 
manufacturing. The microelectronic failure analysis process 
consists of five main steps, namely: failure validation, fault 
localization, sample preparation and defect tracing, defect 
characterization and root cause determination [1].  

Fault localization is the step where the defective area is 
isolated to a smaller area. Photon emission microscopy 
(PEM) has been and still remains one of the most important 
localization techniques in the FA of semiconductor ICs. The 
major advantage of this technique is that it does not damage 
healthy devices nor further degrade existing defects. It is a 
non-destructive technique that requires the units to be in a 
fully functional state. But PEM technique has its limitation. 
It can only be used to indicate the place of the failure. In 
most cases it is not enough to allow an identification of the 
failure [2].  

However, the study of spectral PE signatures gives a 
characterization of the defects, because each failure 
mechanism has its own unique spectral signature. Actually, 
the spectrum for a particular failure mechanism is 
distinguished from that of other mechanisms by its 
wavelength-dependent spectral shape and the wavelength 
range [3]. 

This paper introduces firstly the basics of PE 
phenomena, and a state of the art on the spectral photon 
emission systems (SPEMS). Next, the system developed is 
described. Then, the application results are presented on two 
technologies of semi-conductors devices.  

2. PE distribution characterization 

The PE technique is generally implanted on an optical 
microscope using a high sensible camera enabling the 
detection of the weak emissions from semiconductor 
devices. Fig. 1 shows the quantum efficiency of the best 
detector candidates used for observing photon emissions (Si-
CCD, MCT and InGaAs). 

 

 
 

Fig. 1. Quantum efficiency of typical Si-CCD, MCT and 
InGaAs focal plane arrays [4]  

In our system, PEM observations are performed using 
the microscope PHEMOS 1000 of HAMAMTSU. The 
system is equipped with a cooled Si-CCD detector with 
spectral sensitivity in the visible and near infrared range. 
The test procedure consists of three separate acquisitions: 
- Visible pattern image of the device under test (DUT), is 
obtained by illumination the DUT with an external light 
source Fig. (2-a). 
- Noise image aim at measuring the interference. It is 
obtained when the DUT and the external light source are in 
the idle mode.  
- Emission image, which is the result of the acquisition of 
the biased DUT emissions without illumination, under dark 
conditions (Fig. 2-b). 
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 The result of subtraction of the emission image by the noise 
image is superimposed with the visible image to localize the 
defective region of the DUT (Fig. 2-c). 
 

 
 

Fig. 2. (a) Pattern image of a backside opened Power 
MOSFET with the (x5) power lens. (b) Emission image. (c) 

Superimposed image. 

The PE technique requires a detector view of the active 
surface. So, sample preparation and decapsulation of 
packaged devices are essential. Conventional frontside PE 
analysis is facing severe limitations with the growing use of 
multi-level metals and bridges, which prevent photon 
emission of the defects from reaching the detector. To 
overcome this problem we access the device from the 
backside, through the substrate. Since the transmission rate 
of light in the most conventional substrate (Si, SiC, and 
GaN) is a function of wavelength, substrate thickness and 
the dopant concentration, backside analysis requires proper 
backside sample preparation and substrate thinning (less 
than 180 µm thick) [5]. 

The PE process in a semiconductor occurs when there is 
a radiative emission of electromagnetic waves as a result of 
transition of carriers from a higher energy state to a lower 
energy state. There are different kinds of transition: Hot 
electron, hot hole, donor level, acceptor level, and deep level 
(Fig. 3).  

 

Fig. 3. Type of transitions 

Since the wavelengths or energy of these emitted 
photons are related to the type of transitions of the carriers, 
this information can be a mean to determine the type of 
failure mechanisms that are emitting these photons. Whence 
comes the interest in extracting the spectral photon emission 
signature. 

3. PE Spectrum analysis  

3.1. Failure analysis 

The light emission phenomena may be classified largely 
into three groups namely Oxide radiation, hot carrier 
radiation and recombination radiation. Each group is 
characterized by different spectral distributions [6] (Fig 4). 
In fact, each failure mechanism such as those caused by 
weak oxides, hot-carrier effects, leaky junctions, IC latch-
up, or other current leakage problems has a unique spectral 
signature.  

 

Fig. 4. Typical emission spectrum of most defects [6] 

 

3.2. Existing SPEM systems 

Using information obtained with a SPE system (SPES), 
it is possible to extract the fingerprint of the defect 
emissions of the DUT which can be correlated with the 
failure mechanism. 

The oldest and the simplest approach for spectral 
analysis is the use of a serie of discrete bandpass filters of 
different wavelength range, to cover the whole spectrum in 
the detector spectral range response. By inserting different 
filters in the light path of the PEM, acquisition time becomes 
longer which may degrade further the device [6]. This 
represents a major disadvantage of this method. Moreover, 
these filters have low transmittance which makes the system 
less sensitive to weak emissions. 

 Other methods for spectroscopic analysis with the PEM 
include the use of an elliptical mirror [7, 8]. In the elliptical 
mirror method, Liu et al. used two separate detectors (one 
coupled to the spectrometer and one for the emission 
microscope) which make this method too expensive. In fact, 
the elliptical mirror is positioned between the sample and the 
microscope, to collect the light emitted from the sample and 
guided by an optical fiber to a monochromator. However, 
the system has a short working distance, making it difficult 
to work on encapsulated devices and unpackaged devices 
where probing are needed.  

Another configuration is the in-lens method: a light 
dispersing element such as prism [9, 11, 12, 13] is 
positioned in the optical microscope to disperse the light 
emitted from the device to obtain a continuous wavelength 
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spectrum. Many studies used the prism as spectrometer. De 
Kort et al. used a prism/lens system to focus the spectrum of 
the emitted light on the detector [9, 10]. In this case, a 
beamsplitter is inserted between the objectives of the PEM 
and the detector. The reflected light is directed through a 
direct vision prism coupled by a focusing lens to a second 
detector. 

A simplification of this method is presented by M S. 
Rasras et al. who used only one detector for both 
conventional failure analysis and continuous wavelength 
spectroscopy [11]. However, this system needs physical 
movement of the detector when switching between imaging 
and spectroscopic analysis.  

An improved system based on a three element prism 
was realized by SL Tan et al. The three prisms are 
positioned in the path of the optical microscope, between the 
objective and the tube lens [12]. A more advanced system is 
proposed by P. Scholz et al . who used only one prism 
placed in the optical path of the microscope [13]. The major 
disadvantage of the prism is its incapability to show the 
original emission position and the spectra at the same time. 
Moreover, this device is difficult to insert in the optical path 
due to the volume taken by it.  

As a compromise between the prism and band pass 
filters, a diffraction grating was chosen for our system. 

 
3.2. System Description 

A diffraction grating was used as a spectrometer and 
placed in the optical path of the microscope, between the 
objective lenses and the Si-CCD detector (Fig. 5). The 
choice of a transmission grating was mainly motivated by its 
shape, high resolution and one shot continuous acquisition. 
In fact, the device is flat, easy to insert into the optical path 
and provides continuous registration between the origin of 
the emissions and the spectral distribution. Single emission 
images are treated to obtain the spectrum by expansion of 
the emission spot to a spectral tail. 

The system calibration is performed in two phases. 
The first phase aims to convert the raw PE spectrum as read 
out from the image into the real spectrum. This was obtained 
by founding the relation between the pixel number in the 
PEM image and the wavelength of the light. While the 
second phase has as purpose, the correction of the raw PE 
intensity spectrum by the known spectral response of the 
detector Si-CCD. 

The grating chosen is a 100 lines/mm transmission 
diffraction grating, blazed in the first order. 

The PE spectrum is extracted from the diffraction line. 
This line is drawn automatically by linking the centers of 
gravity of the points of orders ‘0’and ‘1’ or based on average 
of the maximum intensity. The image processing is 
performed using personal software developed on Matlab. 

3.3. Spectral PEM experimental results 

3.3.1 Reliability study of an AlGaN/GaN HEMT 

The first device studied in this work by the spectral 
PEM technique, is an AlGaN/GaN high electron mobility 
transistor (HEMT) power bars on SiC substrate (European 
technology). 

 

 

Fig. 5.  Insertion of a grating in the optical path of the 
microscope. 

PE Characterizations have been realized on the 
transistor mode (Vgs, Vds) = (-7V, 30V). The current Ids is 
extremely low since the transistor is strongly pinched off. 

The PE signatures are localized in this device along the 
gate fingers due to gate current flow. The PE inhomogeneity 
is visible in this pinched off mode when no significant 
current flows through the device. In fact, there are plenty of 
locations characterized by stronger PE intensity and have a 
spot shape. These peaks maximum has been analyzed in 
spectral.  

 

Fig. 6. PE signature of a fresh device in transistor mode: 
(Vgs , Vds)=(-7V, 30V). 

Each spot measured showed no spread of its first order. 
Thus this is was monochromatic emission. The measured 
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wavelength was about 930 nm, corresponding to 1.35 eV 
level energy.  

 

 

Fig. 7.  Photo emission spectrum: Extracting a fresh device 
spot wavelength in the transistor mode (VGS, VDS) = (-7V, 

50V). 

According to literature this deep level energy 
corresponds either to an interstitial carbon defect that forms 
along dislocations [14], or an omnipresent defect such as C 
or possibly dislocations [15]. 

3.3.2 Reliability study on a SiC MOSFET: HTGB Stress 

The second device studied in this work is a second 
generation Cree silicon carbide MOSFETs, having a D-
MOSFET structure (Fig. 8), available in the market with the 
voltage and current of 1200 V and 19 A respectively. 

 

Fig. 8. 2sd Generation SiC Cree MOSFET: D-MOSFET 
Structure [16] 

A device has been aged by high temperature gate bias 
(HTGB) test with (Vds ; Vgs) = (960 V ; -5V) for 26 days. It 
is a step stress temperature increasing from 120°C to 190°C. 
Following this aging test, there was an increase of Rds (on), 
drain leakage current (Idss) and threshold voltage (Vth). 

 A study by spectral PEM is performed on the aged and 
the fresh devices (Fig 9). The spectrum of the two devices 
shown in Fig. 10, presents a decrease in the intensity of PE 
for the aged component, and a slight shift in the decreasing 
wavelengths. 

 

 
Fig. 9 Spectral PEM analysis of the fresh and the aged 

devices 
 

It is believed that following the aging test, the surface 
between the gate oxide and the semi-conductor is damaged. 
This has degraded the gate command, which explain the 
decrease of the thershold voltage and the spectrum shift 
towards the decreasing wavelenghts. In order to prove this 
hypothesis further analysis in focused ion beam and 
scanning electron microscopy are planned.   

 
 

Fig. 10. PE spectrum of the fresh and the HTGB aged 
devices 

3.3.3 Robustness Study on a SiC MOSFET: ESD Stress 

In this paper, we are interested not only by studying the 
reliability of this SiC MOSFET devices with the HTGB test, 
but also in evaluating there robustness to ESD stress, using 
the spectral PEM technique. 

 We studied the spectral PE signature of both the fresh 
and the ESD degraded devices. The PE spectrums obtained 
are in the frequency range of the visible and near infrared 
(Fig. 11). A spectrum shift in the increasing wavelengths 
was noticed, in addition to a decrease in the intensity of light 
emission between the fresh and the degraded devices. 
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Fig. 11. PE spectrum of the fresh and the ESD aged devices 
  

Following the ESD stress, diffusion at this junction is 
suspected, which has generated an increase in leakage 
current, and has caused a spectral gap between the fresh and 
the degraded device. To confirm this hypothesis Nano-SIMS 
analyses will be performed. 

4. Conclusions 

In this paper, photon emission microscopy and spectroscopy 
for microelectronic failure analysis are presented together 
with the instrumentation developments that allow these 
techniques to be effectively deployed for microelectronic 
fault localizing and defect characterization. 
We introduced in this paper a new spectral photon emission 
system. We demonstrate its application on a variety of high 
power mechatronic devices. The failure mechanisms related 
to the results spectrums are discussed and further analysis 
are in perspectives.  
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Abstract- Nowadays, the RFID technologies are used in many domains such as aeronautics, automotives, 
pharmaceuticals and smart cards [1-2]. UHF passive RFID tags are especially suitable for these purposes 

because they are inexpensive, compact, mechanically robust, and their read range is several meters [3].  

Due to their numerous different applications, RFID tags may be exposed to various environmental 

conditions during their lifetime. Different stresses from the environment may affect the reliability of a tag. 
The environmental stresses may, for example, include high temperature or humidity levels, and mechanical 
vibration [4]. Accelerated environmental tests can be used to study the effects of environmental stresses on 

reliability of passive tags [5-7]. 

In this work we have chosen to study the high temperature effect on the performance of passive UHF-RFID 

system. Therefore, a measurement bench was developed, and a thermal storage testing at various extreme 

temperatures (140 ° C, 160 ° C and 180 ° C) were made. 
The results for the thermal storage test at a temperature of 160 °C are shown in Figure 1. 

 
Fig.1. Reflected powers by the tag “W3011” versus distances for different aging times 

The performance parameters of the tag are significantly changed during the tests, the reflected power 
decreases after each test which strongly influences the range of the tag. 



            

Clear differences in the time to failure (TTF) depending on the selected temperature were observed. 
Statistical analyzes using the predicted reliability calculation tools are implemented to estimate the lifetime 

of this type of tag for nominal operating temperatures. Also a physical analysis of the aged tags, using the 

optical microscopy and SEM (Scanning Electron Microscopy), are implemented to reveal the failure 

mechanisms. 
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Abstract 

The electrical overstress (EOS) is assumed as one of 
misinterpreted electrical phenomena susceptible to degrade 
electronic components. This paper deals with the failure 
analysis of a Zener diode under EOS. The experimentation 
enabling to investigate the tested component EOS signature 
with typically millisecond-duration square wave voltage 
pulse is described. Based on the transient responses of the 
stressed diode, the predictive model reproducing the 
degradation mechanism is presented. 
 

1. Introduction 

Beyond the classical ElectroMagnetic Compatibility (EMC) 
and ElectroStatic Discharge (ESD) phenomena, the 
Electrical Over Stress (EOS) or over voltage/current impact 
threatens the modern integrated circuits and electronic 
devices reliability [1]. The correlation between the EOS and 
electronic product failures attracted electronic engineer 
special attention [2]. Despite this preliminary observation, 
the electronic component degradation mechanism caused by 
EOS effect requires further technical analysis. Empirical 
study [3] and tentative modelling [4] of the Zener diode 
BZX84B6V8 degraded by EOS pulse are introduced.  
The overview on the research work for the further 
understanding of the EOS characterization applied to this 
diode is elaborated in this paper. 
 

2. EOS effect failure analysis 

The circuit diagram of the experimental setup 
corresponding to the diode or device under test (DUT) 
characterization is depicted in Fig. 1(a). The overall circuit 
is stressed by the time-dependent square wave voltage 
Veos(t). The stress signal Veos presents amplitude of about 
17V and duration equal to 4ms. The protection resistance 
Rtest=5Ω was inserted in the circuit to control the current 
Ieos. In order to check the relevance of the DUT equivalent 
model, it was integrated in the circuit as shown in Fig. 1(b). 
 

 
(a) 

 
(b) 

Figure 1: Schematic of the considered EOS test setup. 

As seen in Fig. 2, a voltage breakdown of Vd is occurred 
across the DUT. More importantly, this phenomenon 
appears earlier for the periodical pulse EOS substantially 
materialized by the shift of the critical times tc1, tc2 and tc3.   
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Figure 2: EOS test transient results. 

This observation reveals that the EOS transient signature is 
inherently linked to the heat transfer through the diode 
junction. The EOS effect can be visibly understood by the 
degraded area with the X ray imaging of the stressed diode 
sample displayed in Fig. 3. With the progressive increase of 
the EOS amplitude, the EOS signature can be physically 
highlighted. It is observed that the wire bound junction is 
melded seemingly due to the increase of the junction 
temperature corresponding to the energy deposited via EOS 
onto the semiconductor material. 
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Figure 3: EOS signature with X ray imaging. 
 
 

The electrical modelling highlighting this EOS mechanism 
will be examined in the next section. 

 

3. EOS effect predictive modelling 

The predictive model of the diode under EOS is presented 
in Fig. 4. Let us denote θ the temperature variable. It acts as 
an electro-thermal circuit with the equivalent circuit 
constituted by Reos(θ) and Ceos(θ) and the Zener voltage 
Vz(θ) by considering the diode internal relative temperature 
∆θ which is in turn changing with respect to the 
instantaneous dissipated power Peos(t).   
 

 
(a) 

 
(b) 

Figure 4: EOS predictive electro-thermal model. 
 
With the EOS voltage plotted in Fig. 2, it can be 
emphasized that the stress resistance Reos(θ) and capacitor 
Ceos(θ) vary in time-dependent as displayed in Fig. 5. This 
estimation can be deployed with the transient responses of 
Vd with the three periodical pulses shown in Fig. 2. The 
numerical implementation with Matlab of the transfer 
function responses corresponding to the electro-thermal 
model introduced in Fig. 4 enables to estimate the electro-
thermal parameters Rth and Cth. Accordingly, the thermal 
circuit presents a constant time equal to τth≈5.4ms. 
Meanwhile, one assesses the critical temperature variation 
of about ∆θc.  
 

 
Figure 5: Time-dependent variation of the stress resistance 
Reos and capacitor Ceos. 
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Figure 6: Transient temperature variation of the diode 
junction. 
 
Despite this tentative predictive model, deep investigation is 
still needed for more precise deduction of the electro-
thermal parameter variation in function of the EOS signal 
shape. 
 

4. Conclusions 

The EOS characterization applied to a Zener diode and the 
experimental analysis enabling to demonstrate the EOS 
signature are investigated. It is found that the EOS 
degradation mechanism is inherently due to the heat transfer 
which affects the physical characteristics of materials 
constituting the stressed component. The electrical behavior 
of the degraded component is illustrated with the predictive 
model integrating the instantaneous electro-thermal 
phenomenon between each element constituting the diode. 
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Abstract- During this presentation, some important developments on the use of microwave coaxial 
antennas for cancer ablation therapy will be detailed. Particularly, we will focus on the problem of 
backward heating where surface currents propagate on the antenna outer conductor and overheat 

regions far away from the cancerous tissue.   

 

The most frequently used methods for cancer treatment are chemotherapy, radiotherapy, surgery and ablation 

techniques. Each method has its own advantages and disadvantages depending on the patient specific situation or the 

size of the tumor tissue. For example, surgery may not be suitable for deep-seated or very big tumors. In addition, 

only between 10% and 20% of liver cancer patients having also cirrhosis can be treated by surgery. Additionally the 

most commonly used ablation method is the radio frequency (RF) ablation. By this method, the cancerous tissue is 

eradicated using 500 kHz alternating current. RF ablation is effective in tissues with a radius of 1-2 mm. The 

importance of microwave ablation technique arises from its shorter treatment time and relatively wider effective ar ea 

with respect to RF ablation. Microwave ablation method is based on eradicating or minimizing of tumors by 

microwave heating, especially at 2.45 GHz, without causing damage to the healthy tissue. The microwave energy 

transfer is frequently performed by coaxial antennas with a slot opening to radiate the energy in the tissue. Fortunately, 

the physical properties of biological tissues ease the spatial distribution of thermal energy resulting from 

electromagnetic (EM) fields and make the treatment possible for larger lesions. However, the academic research on 

this topic still draw attention from antenna selection to clinical tests since there are some unsolved problems such as 

backward heating due to surface currents propagating from the slot towards the feedline of the antenna. This issue 

causes the high backward thermal energy distribution to healthy region resulting in healthy tissue damage.  

In this presentation, a review of the microwave cancer ablation therapy as well as different microwave 

antennas used for this purpose will be presented. Especially, particular attention will be paid to the well-known 
backward heating problem due to surface currents flowing on the outer conductor of the antenna towards the 

feed-line. Important techniques that have been proposed to stop these surface currents will be exposed. Emphasis 

will be placed on the recent developments carried out over the last few years [1, 2].  
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Abstract-Magnetic Particle Imaging (MPI) is a recently introduced biomedical imaging modality 

that takes advantage of the nonlinear magnetization response of superparamagnetic iron oxide 

(SPIO) nanoparticles to image their distribution in vivo. As a “hot spot” imaging modality, MPI has 

shown promise for various applications such as angiography, stem cell tracking, and cancer 

imaging. Here, we show the potential of MPI for probing viscosity in vivo.  

 

First introduced in 2005, Magnetic Particle Imaging (MPI) enables high contrast imaging of the distribution 

of superparamagnetic iron oxide (SPIO) nanoparticles [1-2]. These nanoparticles are utilized as tracers in MPI, 

and there is no background signal from the human body. While there is no commercially available human-size 

MPI scanners yet, numerous small animal imaging MPI scanners have been constructed in research laboratories 

worldwide and a few leading companies in the field. Current potential applications of MPI include angiographic 

imaging, stem cell tracking, and cancer imaging. It has been shown that the response of SPIO nanoparticles to 

the applied magnetic fields in MPI is delayed due to so-called relaxation effects [3-4]. While relaxation blurs the 

MPI image (an unwanted side effect), one can also take advantage of it for probing the local environment of the 

SPIO nanoparticles. Here, we show the potential of MPI for probing viscosity in vivo [5-6]. This potential 

application will play an important role in cancer imaging and for understanding the effects of viscosity for drug 

delivery to cancerous tissue.  

 
Figure 1: (a) Our custom magnetic particle spectrometer setup. This setup provides time-domain 

magnetization response signal of the SPIO nanoparticles to kHz range AC magnetic fields. (b) Nanoparticles in 

low and high viscosity solutions reveal significantly different time constants in their responses. Similarly, by 

calculating the time constant for every pixel in an MPI image, one can probe viscosity in vivo.  
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Abstract 

Nearfield electromagnetic imaging (EMI) provides an 
attractive and simple medical imaging tool to reconstruct 
maps of tissue properties.  This research aims at dealing 
with resolution limitations of EMI by implementing 
wideband multichannel system for energy excitation, and 
adopting compressed sensing approach in image 
reconstruction. Simulation is conducted assuming 
cylindrical head model with tumor anomalies.  Inversion 
techniques are developed using greedy algorithm based 
orthogonal matching pursuit (OMP) and sparse Bayesian 
learning (SBL) technique.  The performance of these two 
methods is found to depend on the signal to noise ratio 
level. Results reveal the potential of this system in detecting 
tissue properties inside the human body. 

1. Introduction 

Nearfield electromagnetic imaging (EMI) is an important 
research area for various disciplines. In particular, EMI 
provides simple tool for biomedical imaging compared to 
other imaging modalities. The contrast of dielectric 
properties for cancerous and surrounding healthy tissues can 
be used to detect tumors in applications such as breast 
imaging [1-3]. Initiative research has also emerged for 
implementing EMI in imaging the human head [4-8].  
 
Although advanced systems are currently available to 
monitor and treat cancerous tumors, researchers continue to 
develop innovative tools for use into this battle. This 
research joins these efforts, by seeking to develop a 
wideband system for nearfield imaging that can be 
conducted along with hyperthermia treatment. Hyperthermia 
have the potential to enhance cancer treatment and reduce 
the associated side effects.  By monitoring and processing 
the scattered energy during treatment, nearfield imaging can 
be integrated with hyperthermia to enhance energy 
localization efficiency.   
 
Limitations of imaging resolution of EMI are addressed in 
this research by two approaches. Wideband system is 
implemented as discussed in [9-11]. Compressed sensing 
(CS) techniques are adopted for efficient formulation of 
image reconstruction.  CS concepts is used for the reduction 
of sampling rate requirement and the number of spatial 
positions for data acquisition [12, 13].  

 
Scattered signals at the applicator ports are sensed and 
preprocessed to maximize information extraction. A 
dictionary is formed and then implemented in CS based 
inverse problem analysis for efficient image reconstruction. 
Image reconstruction depends on identifying the dictionary 
element that matches acquired signal. 
 
The remaining part of the paper is organized as follows. The 
forward problem formulation is described in Section 2. The 
inverse problem solution using compressed sensing is 
discussed in Section 3. Imaging results are discussed in 
Section 4. Final conclusion is provided in Section 5. 

2. Forward Problem Formulation 

The forward problem is performed considering a cylindrical 
head model with tumor anomaly using CST Microwave 
Studio [14]. An applicator array of eight elements is used as 
shown in Fig. 1. A Gaussian input signal pulse is used for 
the excitation of applicator array. The operational frequency 
range is selected to be 300-3000 MHz, providing a good 
compromise on resolution of the reconstructed image, signal 
penetration and the applicator element size.  Figure 2 
presents the used excitation signal in time and frequency 
domains. 

Eight ports are used to excite and acquire the EM signal at 
each element of the array. The arrangement for head model 
consists of four layered cylindrical shapes. The first (inner) 
layer represents average brain tissue with a radius of 80 mm. 
The other layers represent the gray matter, cerebrospinal 
fluid (CSF) and skull, as shown in Fig. 1. The corresponding 
radii are 84, 89 and 94 mm, respectively.  

The head configuration is assumed to contain tumor 
anomalies. The dielectric properties are assigned to the 
tumor according to the contrast reported in [15], which is 2:1 
relative to the surrounding brain tissue in the electrical 
conductivity, and 1.6:1 in the relative permittivity.  

The tissue materials used tumor anomaly and gray matter are 
assumed to be dispersive. The forward problem model is 
used to develop an imaging dictionary. The dictionary is 
created at discrete target space to obtain the scattered signal 
at a finite set of possible tumor locations with different 
tumor sizes.   
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Each dictionary element is comprised of the 64 signals. For 
each excitation signal, there are eight received signals from 
port. As an example, four output signals corresponding to 
excitation in port 1 are shown in Fig. 3.   

 

Figure 1: Forward problem using four-layered head 
model 

 
(a) 

 
(b) 

Figure 2: Excitation signal in time domain (a) and 
frequency domain (b). 

 
(a) 

 
(b) 

 

(c) 

 

(d) 

Figure 3: Samples of retrieved signals corresponding to 
excitation at port 1. Scattered signal (a) is acquired at 
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port 1, (b) is at port 2, (c) is at port 7, and (d) is at port 
8 

Frequency analysis is conducted of the acquired time 
domain signals to reduce signal dimension and simplify 
inverse problem analysis. The raw received signals contain 
background and other reflection signals. Preprocessing of 
raw signals can enhance useful information of tumor 
anomalies, by subtracting the received scattered signal 
corresponding to background tissues. This however is an 
unrealistic approach requiring full knowledge of scattered 
signal for no tumor case. An effective preprocessing method 
is introduced in [16].  

3. Compressed sensing based Inverse Solution 

High-resolution imaging of human head can be achieved by 
using wideband waveforms. Sparse signal recovery using 
CS theory is used in this research, by which only limited 
information of scattered signals is used for image 
reconstruction. The sample size of scattered signals can thus 
be reduced considerably.  
 
According to the compressed sensing theory for a given 

dictionary Ψ of dimension M x N, the recovery algorithm 
can reconstruct the sparse target x, which maps the tumor 
distribution from a relatively small number of measurements 
as a vector y by 

 𝐲 = Ψ𝒙 + 𝜺       (1) 

where, ɛ represents the level of noise.   
 
The raw scattered signals signal can be processed for image 
reconstruction using various algorithms.  Two techniques 
are adopted here based on OMP, and SBL algorithms as 
discussed next. 

3.1 Orthogonal Matching Pursuit (OMP) 

Among many recovery algorithms in the literature, greedy 
methods receive significant attention for practical benefits. 
In particular, OMP algorithm has received significant 
interest because of its simplicity and efficient recovery 
performance. 
 
OMP is an iterative greedy algorithm that uses the least-
squares step at each iteration to update the residual vector in 
order to improve the approximation [16]. OMP leads to 
selecting the column which is most correlated with the 
current residuals at each step [17-19]. For a given 
measurement matrix, the CS recovery algorithm generates 
an estimate of K-sparse vector x from a set of linear 
measurements given in (1). It has also been shown that OMP 
is reliable for reconstructing both sparse and near-sparse 
signals [20].  

3.2 Sparse Bayesian learning (SBL) 

Sparse Bayesian learning (SBL) framework is used to find 
robust solutions to problems in the context of regression and 

classification. The canonical form of this problem can be 
given as 

 𝒕 = Φω + 𝜺       (2) 

where, Φ ∈ ℛ𝑁×𝑀 is a matrix whose columns represent a 
possibly over-complete basis (i.e., rank(Φ) = N and M>N). 
𝝎 = [𝜔1, 𝜔2 … . 𝜔𝑁]𝑇 is the vector of weights to be learned,
H denotes the noise and 𝒕 = [𝑡1, 𝑡2 … . 𝑡𝑁]𝑇 is a vector of 
targets.  
 
A key feature of this method that is related to the basis 
selection problem.  If Φ is square and formed from a 
positive-definite kernel function, we obtain the relevance 
vector machine (RVM), which is a Bayesian competitor of 
the support vector machine (SVM) with several significant 
advantages  [21, 22]. 

4. Imaging Results and Discussion 

We consider various tumors in the developed cylindrical 
head model. OMP and SBL are applied to detect the tumor 
location using the developed dictionary data. In terms of, 
tumor detection without noise, these algorithms exhibit 
almost similar performance. However, these algorithms 
provide varying run-time and recovery ability with noise. 
We consider here three tumors with different sizes at the 
positions (0, -4, 0) cm, (0, 0, 4) cm and (-4, 0, -4) cm, 
respectively.   
 
Figure 4 shows the imaging results with three tumor 
localization using SBL. The algorithm converges in 
reasonable computation time, and guarantees the stability of 
the results. No false targets appear on the reconstructed 
image if noise is not considered.  

 
Figure 4: Tumor localization based on SBL (without 
noise). 

Figure 5 shows the imaging results when noise is added 
corresponding to 10 dB SNR. It is observed that some false 
target appears in the reconstructed image but with lower 
intensity values. The actual tumors can still be recognized 
with higher intensity levels.  
 
Figure 6 shows the imaging results with multiple tumor 
localization using OMP without noise. OMP converges quite 
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faster, but it doesn’t guarantee the stability of the results, 
missing target and false target appears on the reconstructed 
image in some trials. It is observed that one target is missing 
in the reconstructed image.  
 
Figure 7 shows the imaging results using OMP when noise 
is added. It is observed that significant number of false 
target appears in the reconstructed image with closer 
intensity values of actual tumors.  
 

 
Figure5: Tumor localization based on SBL  
(SNR = 10 dB). 

 
Figure 6: Tumor localization based on OMP 
(without noise). 

 
Figure 7: Tumor localization based on OMP  
(SNR =10 dB). 

 
To analyze the effect of noise, imaging results of a point 
target for CS methods with various SNR are analyzed based 
on peak side-lobe ratio (PSLR). PSLR is defined as the ratio 
of maximum amplitude of the side-lobe to the main-lobe. 
The results of PSLR shown in Fig. 8 reveal that the SBL 
algorithm outperforms the OMP. However, OMP provides 
slightly faster convergence of results as compared to SBL. 
An ideal algorithm in compressed sensing should possess 
properties such as stability in providing results and uniform 
guarantee to function correctly for various conditions. Based 
on the imaging results, we can summarize that SBL provides 
stability and uniform guarantee to function correctly. The 
greedy approach is quite fast both in theory and in practice. 
It exhibits however lack of stability. 

 

 

Figure 8: Comparison of PSLR at different SNR. 

5. Conclusions 

Nearfield EMI is proposed and investigated for the detection 
of tumors in the human head. A cylindrical head model with 
tumor anomalies is simulated in the forward problem, 
assuming the use of eight-element array to transmit 
electromagnetic signals and record the received scattered 
time-domain signals. The inverse problem implements CS 
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based techniques using SBL and OMP algorithms. Images 
for the target space with multiple tumors are found to be 
reconstructed successfully.  
 
The obtained results reveal that high resolution nearfield 
imaging can be obtained by CS methods. Combining 
nearfield imaging with hyperthermia treatment can be used 
to enhance energy localization and efficiency of 
hyperthermia therapeutic plans.  
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Abstract— The pseudospectral modal method (PSMM) is mode expansion method based on
solving the one-dimensional modes numerically using the Chebyshev pseudospectral method. It
was originally developed for analyzing diffraction gratings, later reformulated as a waveguide
mode solver. The method is capable of producing very accurate solutions. In this paper, the
PSMM is further extended as a mode solver for bent waveguides.

Waveguide bends are fundamental structures in photonic integrated circuits. For circular bends,
the most important problem is to calculate the leaky modes with complex propagation constants.
If the waveguide bend has a sufficiently small loss for practical use, the imaginary part of the
complex propagation constant must be quite small. Therefore, high accuracy is needed in the
numerical computation of bent waveguide modes. If the waveguide cross section only has vertical
and horizontal material interfaces (assuming the substrate is parallel to the horizontal plane),
mode solvers based on one-dimensional (1D) mode expansions are often more efficient than general
methods, such as the finite element method.

In previous works [1, 2], we developed a waveguide mode solver (called pseudospectral modal
method, PSMM) based on solving the 1D modes using a Chebyshev pseudospectral method. The
method is called PSMM, since it is related to a method for analyzing diffraction gratings [3]. The
PSMM (as a mode solver) is more convenient to use than traditional method based on analytic
solutions of the 1D modes, is more accurate than related methods based on Fourier series, and it has
been applied to compute leaky modes [2]. Accurate solutions for two difficult benchmark problems
are reported in [2]. For a silicon wire with a 0.5µm×0.22µm cross section on a 1µm SiO2 buffer
layer with an infinite silicon substrate, we obtained β/k0 = 2.412371982+ i2.9135×10−8, where β is
the propagation constant and k0 is the free space wavenumber (for wavelength 1.55µm). Another
difficult leaky mode appears in the classical rib waveguide, where the width and the height of the
rib are 3µm and 1µm, respectively, the height of the slab is 0.9µm. Assuming the refractive indices
of the guiding layer, the substrate and cladding are ng = 3.44, ns = 3.4 and nc = 1, respectively,
the fundamental quasi-TM mode is leaky. We obtained β/k0 = 3.413872819+ i6.718× 10−7, where
k0 corresponds to wavelength 1.15µm.

In this work, we extend the PSMM as a mode solver for circularly bent waveguides, assuming
the waveguide core has a rectangular cross section. Although mode solvers based on 1D mode
expansions have been developed for bent waveguides before [4], our PSMM is more accurate similar
to the cases demonstrated in our previous works [1, 2]. Using the cylindrical coordinate system
{r, θ, z}, where z is the vertical coordinate perpendicular to the substrate, r and θ are the horizontal
radial and angle variables, and assuming the center of the waveguide core is located at r = R, then
the θ variable can be separated as exp(iβRθ), where β is the propagation constant. If the vertical
interfaces are located at r = r1 and r = r2, then the structure has 1D material profiles in three
different regions corresponding to r < r1, r1 < r < r2 and r > r2, respectively. The PSMM involves
the following steps.

1. Truncate z by perfectly matched layers, solve the 1D modes in the three regions using the
Chebyshev pseudospectral method.

2. For a given β which is complex in general, express Hz, Ez, Hθ and Eθ based on mode ex-
pansions using the 1D modes in each region. Bessel and Hankel functions of complex order
appear in these expressions. These functions may be calculated numerically.

3. Formulate a homogenerous linear system F(β)u = 0, based on the continuity of Hz, Ez, Hθ
and Eθ at r = r1 and r = r2 for all z.

4. Solve β from the condition that F(β) is a singular matrix, find a non-zero vector u, and
construct the wave field of the mode from the expansions developed in Step 2.
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Abstract— We develop an e�cient sensitivity analysis technique to analyze two-dimensional
(2D) photonic crystal (PhC) microcavities. By using the Dirichlet-to-Neumann (DtN) map
method, the resonant frequencies of the PhC microcavities could be written as an implicit func-
tion of the design parameters. Then the partial derivatives of the resonant frequencies with
respect to the design parameters could be calculated. Based on this technique, we can predict
the resonant frequencies and the peak frequencies of the transmission spectra.

Sensitivity analysis is important for providing valuable information about fabrication tolerance.
It is also very useful in the optimal design process. In a recent paper [1], we developed an e�cient
sensitivity analysis techenique for analyzing the transmission coe�cients of two-dimensional (2D)
photonic crystal (PhC) devices. This technique is based on the Dirichlet-to-Neumann (DtN) map
method, which is a particularly e�cient numerical method for modelling the 2D PhC devices. In
this paper, we extend the sensitivity analysis technique to analyze the resonant frequencies of PhC
microcavities.

For the E polarization, the governing equation is the Helmholtz equation
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where k0 is the free space wavenumber, n(x, y) is the refractive index function and u is the z

component of the electric field. The DtN map method was used to analyze the PhC microcavities
in [2]. The DtN map of a unit cell is an operator which maps the wave field on the edges of the
unit cell to its normal derivatives. By using the DtN map method, the Helmholtz equation could
be replaced by the following linear system

A(!⇤)~u = 0. (2)

where !⇤ is the normalised frequency !a/(2⇡c), the system matrix A depends on the frequency
!⇤, and it is constructed by the DtN maps of the unit cells in the computational domain and the
boundary conditions to truncate the PhC waveguides, ~u is the column vector for u on all edges
of the unit cells in the region. A non-zero solution ~u only exists when the matrix A is singular.
Therefore, we can solve !⇤ from a nonlinear equation where the eigenvalue of A with the smallest
magnitude is zero.

For sensitivity analysis of the resonant frequencies with respect to design parameters, such as
the radii a

i

of the cylinders in the unit cells ⌦
i

, for i = 1, 2, . . . . We take partial derivatives with
respect to a

i

for both sides of Eq. 2, and get

@!⇤
@a

i

= �
~y

T

@A

@ai
~u

~y

T

@A

@!⇤
~u

, (3)

where ~y satisfies ~yTA = 0, @
!⇤A and @

aiA can be evaluated based on the partial derivatives of the
DtN maps.

We consider a 2D PhC microcavity as shown in Fig. 1. The background PhC is an infinite square
lattice of dielectric rods surrounded by air. Its lattice constant is L. The radius and refractive index
of the rods are a = 0.2L and n =

p
11.4, respectively. Let a1 be the radius of the rod whose number

is 1 and assume only the radius of rod 1 is varied, we calculate the partial derivative of the resonant
frequency with respect to a1 from Eq. (3). The result is @

a1!⇤ = �0.0971298 + 0.0000192i. Based
on the partial derivative, we can predict resonant frequencies near the design point by Taylor
expansions. For a1 = a+0.01L, the resonant frequency obtained by first order Taylor expansion is
!⇤ = 0.3779045� 0.0000415i, where the exact value is 0.3778495� 0.0000419i.

Since the peak frequency of transmission spetrum is exactly the real part of resonant frequency,
we can also use the Taylor expansion for its predication. For di↵erent a1, the shift of the peak
could be seen clearly in the right panel of Fig. 1.



Figure 1: Left: a PhC microcavity. Right: transmission spectra of the PhC microcavity with a

(1)
1 = a and

a

(2)
1 = a+ 0.01L.
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Abstract-A time-domain method based on the Transmission-Line Modelling (TLM) method is 

developed with a homogeneously broadened dispersion gain/loss material profile. It is used to 

model Parity-Time (PT) symmetric structures such as a Bragg gratings and coupled cylindrical 

resonators. Different applications of interest, such as a memory device and a laser in a 

loss-dominated structure, are studied. Results show that if the dispersion of gain/loss is considered 

then PT-symmetry can only be achieved at a single frequency.  

 

Modelling a realistic material, taking account its dispersion and non-linear properties, is becoming 

increasingly important in photonics as structures become geometrically smaller, operate over a broader and 

higher frequency bands, and at stronger intensity. Although time-domain modelling is well-suited to model 

non-linear and time-dependent material parameters, modelling dispersive material is not as straightforward.  

In our recent work, we have developed a model of a dispersive gain and non-linear material within the 

time-domain Transmission-Line Modelling (TLM) framework, using the alternative formulation of Maxwell’s 
equation in the discrete time 𝒵-domain, to model a new class of photonic metamaterials namely Parity-Time 

(PT)-symmetric structures. In the context of a PT-symmetric structure, a judicious design of gain and loss is 

required which results in a structure with balanced gain/loss with a main characteristic of a threshold point; as 

such operation beyond this point leads to an unstable system [1]. Previously we also have reported a Boundary 

Integral Equation (BIE) method [2] to demonstrate the importance of dispersion in modelling PT-symmetric 

structures [1, 2]; in the presence of dispersion, PT-symmetry can only be practically observed at a single 

frequency and device performance is sensitive to a mismatching condition.  

In this contribution, we present our development of the time-domain Transmission Line Modelling (TLM) 

method with a homogeneously-broadened gain/loss dispersion model and use it to model PT-symmetric 

structures; in principle the model is appropriate for a broad range of other applications. The PT-symmetric 

structures studied include PT-symmetric Bragg gratings and PT-symmetric coupled resonators. The temporal 

dynamics of different applications of interest are studied including the use of a non-linear PT-symmetric Bragg 

grating as a memory device and of PT-coupled resonators structures as a laser in a loss dominated structure.    
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Abstract— A surface integral equation solver for analyzing transient electromagnetic wave in-
teractions on composite graphene-based devices is described. The time domain resistive boundary
condition (TD-RBC) and the Poggio-Miller-Chang-Harrington-Wu-Tsai (TD-PMCHWT) inte-
gral equation, which are enforced on the surfaces of the graphene and dielectric substrates,
respectively, are discretized using the well-known marching-on-in-time (MOT) scheme. The ex-
pressions of the time domain resistivity and conductivity of the graphene sheet are obtained
analytically from the intra-band contribution formulated in frequency domain. Numerical results
demonstrating the accuracy and the applicability of the proposed scheme, will be presented.

Graphene is a monolayer of carbon atoms structured in the form of a honeycomb lattice [1].
Graphene’s dispersive conductivity provides a mechanism for generation of surface plasmons on
graphene surfaces at Terahertz frequencies. Additionally, these plasmons can be dynamically tuned
via electrostatic gating of the graphene sheet [1]. These properties suggest that graphene can be
used as a building block for novel electromagnetic and photonic devices with applications in the
fields of photovoltaics, bio-chemical sensing, all-optical computing, and flexible electronics. Device
design calls for accurate and e�cient simulation tools. However, numerical characterization of elec-
tromagnetic fields on graphene-based devices is not an easy task: The thickness of the graphene
sheet is orders of magnitude smaller than any other geometrical dimension of the device. Conse-
quently, fully volumetric discretization of the device leads to significantly large number of unknowns
and/or an ill-conditioned matrix system.

In this work, an integral equation based scheme is developed to alleviate these problems. The
proposed approach enforces the time domain resistive boundary condition (TD-RBC) [2, 3, 4, 5] on
the graphene sheet and the time domain Poggio-Miller-Chang-Harrington-Wu-Tsai surface integral
equation (PMCHWT-SIE) [6] on the surfaces of the substrate’s dielectric volumes. This approach
calls for introducing electric and magnetic equivalent current densities on both sides of a given
surface. For dielectric-only surfaces there is only a sign di↵erence between both sets of currents.
When a graphene sheet coincides with a dielectric surface, the same applies for the magnetic current
sets, but the relation between electric currents on both sides of the common surface is governed by
the TD-RBC.

To numerically solve the coupled system of TD-RBC and PMCHWT equations, unknown equiv-
alent current densities are expanded using Rao-Wilton-Glisson (RWG) basis functions [7] in space
and shifted Lagrange interpolators [8] in time. Inserting this expansion into the coupled system and
Galerkin testing the resulting equations at discrete times yield a system of equations. This system is
solved for the unknown current expansion coe�cients using a marching on-in-time (MOT) scheme.
The MOT scheme requires time samples of graphene’s surface resistivity to be computed. Those
are obtained analytically from the intra-band contribution formulated in frequency domain [3].

Numerical results, which demonstrate the applicability of the proposed MOT solver to the
analysis of transient electromagnetic interactions on graphene-based devices, will be presented.
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Abstract- In this paper, a novel design of broadband optical antenna with high directivity is 

introduced and analyzed using finite integration method (FIT). The proposed design consists of 

cylindrical nanoantenna with silver core surrounded by silicon cladding. The different geometrical 

parameters have been tuned to maximize the directivity. The proposed design offers high directivity 

of 14.8 which exceeds those of silicon nanospheres counterparts of directivity 12 with enhancement 

of 23 % at wavelength of 500 nm.  

 

 Recently, optical nanoantennas (OAs) attract a great attention in nanophotonics research due to their ability 

for monitoring the light beam link as well as the impedance and size mismatch between nanoparticles and the 

free space radiation. The main task of the optical antennas can to convert free propagating radiation energy into 

localized energy and vice-versa [1]. The OA can also enhance the efficiency of light matter interaction in 

different applications [1] such as optical sensors, solar cells, quantum communication systems and molecular 

spectroscopy techniques[2]. The performance of nanoantenna design is further enhanced by connecting an 

emitter to optical Yagi–Uda antenna. The Yagi–Uda design has higher gain and directionality than other 

conventional optical antenna designs. This enhancement could be attributed to the concept of inductively and 

capacitively detuned elements with an active feed. The main advantageous of unidirectional emission and 

reception are the  novel opportunities for sub wavelength light manipulation as well as  quantum 

communication with improved performance of photoactive devices such as photovoltaic detectors, light-emitting 

diodes, and solar cells. The relation between directivity and the radiation power is as follows 

 

                                                       
)d,P(

),P(
4 ),(
³ :

 
IT
ITSITD                           (1) 

   where P(θ,φ) is the power per unit solid angle radiated in a specific direction divided by the radiated power 
per solid angle from an isotropic source[3]. Previously, several studies have been carried out to enhance the 

directivity of nanoantenna.  In 2008, Taminiau et al. [4[4] have enhanced the directivity by using four elements 

of aluminum nanorods[4]. Four years later, Kivshar et al.[5] have increased the directivity up to 12 by using five 

silicon nanospheres at wavelength of 500nm [5]. Further, Xiaoyan et al.  have obtained directivity of 6.5 at 

λ=780 nm using spherical Yagi-Uda Nanoantennas made from dielectric (TiO2) with gold feed element [6].        



     Figure. 1 (a) shows the proposed optical Yagi-Uda nanoantenna that consists of an array of hybrid 

cylindrical nanorods. Each element has a silver core surrounded by silicon cladding. In this study, the silver 

permittivity is taken from Johnson and Christy data [1]. The length of the feed element (dipole source) is equal 

to Lf=160 nm with a reflector length of Lr=1.25 Lf to reflect the backward radiation to the specific direction. 

Additionally, four directors of length Ld=0.9 Lf have been used. The radii of the reflector and directors nanorods 

are equal to 75nm and 70 nm, respectively. Further, the distance between two adjacent directors is equal to D=70 

nm [3]. Fig.1(b) shows the directivity of conventional dielectric sphere nanoantennas[5] and the proposed hybrid 

nanoantennas. It is evident from this figure that the proposed design increases the directivity up to 14.8 which 

exceeds the silicon nanospheres counterpart by 23%. 
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Figure 1.(a) Schematic diagram of proposed hybrid Yagi-Uda nanoantenna,(b)Variation of the directivity of the proposed 

nanoantenna and the dielectric nanosphere [5] versus the wavelength 

and the proposed hybrid design 
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Abstract-We review in this paper efficient approaches for wideband sensitivity analysis of 
dispersive electromagnetic structures using FDTD.  We show that to estimate the sensitivities of 
the desired response over the band of interest relative to all material and geometrical parameters, 

only one extra adjoint simulation is needed.  This can be contrasted with the 2n extra simulations 

required to estimate the gradient using the accurate central finite difference (CFD) approaches, 

where n is the number of parameters.  This approach is particularly suited for electrically long 

dispersive structures such as nano structures and for structures with large number of parameters.  
We show that this approach is applicable to models with different dispersion profiles such as the 

Lorentz, Drude, Debye, and Cole-Cole models [1].  The Auxiliary Equation (AE) method is used 

to derive the adjoint variable equations.  Fig. 1 shows a dispersive gold nano antenna and one of 

the sensitivities of the response.  The sensitivities of the response relative to all 8 parameters are 

estimated using only one extra FDTD simulation [2].  The estimated sensitivities can be utilized in 
gradient-based optimization [3].   
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Abstract-this paper aims to develop novel smoothed finite element method (SFEM) for the analysis 

of photonic bandgap cavities though the application of the imaginary time beam propagation 

technique. The imaginary time beam propagation formula is also extended to include wide-band 

optical pulses. A 5 × 5 photonic bandgap cavity is simulated to test the performance of the proposed 

method.  

 

Photonic bandgap (PBG) devices could be designed so that light can propagate in only the desired direction 

within a certain frequency range termed as the ‘bandgap’ region. This distinguishing feature strongly promoted 

the use of PBG in the design of laser due to the narrow selectivity of the localized resonant modes and the high 

quality factor in the bandgap region. Hence, it become a necessity to accurately model the localized modes in 

resonant PBG cavities. Therefore, several attempts have been made for the sake of this problem. 

The efficiency and the versatility of the finite difference time domain method (FDTD) permitted the analysis 

of PBG cavities [1]. Also, a frequency domain solution has been proposed through the application of the finite 

element method (FEM) [2]. Due to the flexibility of FEM in modeling curved geometries, the research has been 

extended to analyze PBG cavity using time domain beam propagation based FEM (FETD-BPM). Unfortunately, 

high quality factor cavities require many time steps before the steady state mode is formed. Hence, an alternative 

time domain approach termed ‘imaginary time domain’ has been proposed [3]. This approach is inspired by the 

imaginary distance beam propagation method. Such approach can find the steady state mode formed inside the 

cavity after few iterations (4 or 5 iterations). However, this method uses a paraxial approximation. 

In this paper, the SFEM is adopted to the imaginary time domain beam propagation approach to combine the 

efficiency of the imaginary time domain method and the outstanding performance of the SFEM. Also, dissimilar 

to [3], Padé approximation is used to permit the simulation of wide band optical pulses.  

The governing scaler smoothed finite element beam propagation equation including the perfectly matched 

layer (PML) can be written as 
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where "#$ and ",$ are respectively the FEM mass matrix and SFEM stiffness matrix [4].*
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where 3
%
 is the smoothing domain created by connecting the mid-point of each triangular element to the two 

end-points of adjacent edge, 8
%
 is the outer boundary of the smoothing domain, 67 is the outward unit normal 

vector on 8
%
, 5

%
 is the area of 3

%
, and ,2- is the PML parameter. By utilizing Padé approximation, Eq. (1) is 

reduced to    
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where 9#:; is given in [4]. The previous equation is divided in time using Crank-Nicholson algorithm. Allowing 

the time step size to take adaptive imaginary values as in [3,4], and by assuming an initial field of a Gaussian 

shape similar to the cavity mode, the proposed algorithm converges to the steady state resonant mode after few 

iterations. 

  

(a) (b) 

Fig. 1. (a) Schematic diagram of the simulated PBG cavity. (b) The steady state mode formed inside the cavity. 

The 5 × 5 PBG cavity shown in Fig. 1a is analyzed using the proposed method to assess its performance. 

Figure 1b shows the steady state mode formed inside the cavity. The normalized frequency .< & 6 =⁄ /, where  

6 is the lattice constant and = is the resonance wavelength, computed using the presented method is '0123'2. 

Whereas, under the same assumption, the normalized frequency computed using the conventional FEM 

equals .37942. Hence, the error produced using the proposed method with respect to the time domain method [6] 

is 6.3e-4, while for the conventional FEM is 9.8e-4 which is higher than our proposed method. The quality factor 

calculated using the proposed method equals 191 whereas for the conventional FEM is 175. 

Conclusion-This paper presents a novel imaginary time beam propagation method based on the newly 

developed smoothed finite element method. The resonance frequency results indicate that the relative error 

produced by the proposed method is less than the conventional FEM.                                
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Abstract- We demonstrate phase matched SHG in an on-chip lithium niobate (LN) microresonator 
fabricated by femtosecond laser direct writing followed by focused ion beam milling. We achieve a 
normalized conversion efficiency of 1.1×10-3/mW in the LN microdisk with a diameter of ~102 µm. 

 
Owing to a strong confinement of light in a small volume via total internal reflection, a high-Q 

whispering-gallery-mode (WGM) microresonator can dramatically enhance the nonlinear interaction between 
the light and the resonator material [1]. Recently, we have demonstrated fabrication of high-Q lithium niobate 
(LN or LiNbO3) microresonators on a LN thin film wafer [2]. Applications such as second-harmonic generation 
(SHG) and electro-optic modulation have been preliminarily demonstrated in the LN microresonators because of 
the large second-order nonlinear optical coefficient and electro-optic coefficient of LN crystal. It should be 
stressed that for high-Q microresonators of small sizes, maintaining the coherent double resonance condition in 
the phase matched SHG is extremely challenging because of the sparse frequency distributions of high-Q modes 
for both the fundamental and second harmonic waves. Here, we employ the cyclic semi-phase matching (CSPM) 
for phase matched SHG in an on-chip LN microresonator with a diameter of only ~100 µm [3]. The results are 
shown in Fig. 1. The technique opens new possibilities for modern classical and quantum optical applications by 
enabling ultralow threshold, efficient on-chip nonlinear wavelength conversion. 

 
 
 
 
 
 
 
 
 
Fig. 1: The spectra of (a) the TE-polarized second harmonic generated from the microresonator and (b) the 

TM-polarized pump light. (c) The SHG conversion efficiency plotted as a function of the pump power. 
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Abstract— Conversion of microwave qubits into the optical regime is one of the next big steps
in quantum information technology. It provides the link between electronic quantum devices via
low-loss optical telecommunication networks. We present a novel system for coherent frequency
upconversion of weak microwave signals to the telecom band based on the electro-optical e↵ect
using a high quality crystalline WGM-resonator coupled to a 3D microwave cavity, achieving high
photon conversion e�ciency of 0.1% with MHz bandwidth at room temperature.

The experimental realization of a device that can link superconducting microwave circuits to the
optical domain has become of relevant importance in the quantum community. It will establish the
possibility to implement hybrid systems in which diverse well developed optical quantum frame-
works can be implemented such as long-lived quantum memories and quantum networks, among
others. Currently the coherent exchange of information between microwave quantum circuits in
di↵erent locations is not possible. As soon as a microwave qubit leaves the cryogenic fridge, it faces
high decoherence and trasmission losses at room temperature leading to complete information loss.
In the optical domain however, these e↵ects are negligible due to the high energy of optical photons.
Frequency upconversion into the optical regime is the most suitable way to enable long distance
information exchanges between diverse quantum systems.

In the past years many attempts have been undertaken to developed an e�cient noiseless con-
version channel where the so far highest microwave to optical conversion e�ciency was reached
via electro-optomechanical coupling, where nearly 10% photon conversion e�ciency in a cryogenic
environment was reported [1]. The bandwidth of this approach, however, is fundamentally limited
to the mechanical resonance frequency and recent implementations reach only several tens of kHz.
Electro-optic modulation is another approach for coherent microwave to optical conversion. The
process can be described by sum-frequency (SFG) and di↵erence-frequency generation (DFG). We
focus on the SFG process because it is fundamentally noiseless and hence does not lead to deco-
herence if the photon conversion e�ciency approaches unity.
Resonant electro-optic modulation was already realized in high Q whispering gallery mode res-
onators (WGM) coupled to a microwave resonator [2, 3]. These implementations could however
only achieve single SFG or DFG by detuning the involved optical and microwave pump, resulting
in an increase of the required optical pump power. Electro-optic single-sideband conversion has
been demonstrated in a lithium tantalate WGM resonator, where the optical pump and the optical
signal were orthogonally polarized (type-I conversion) [4]. We present a new take on the classical
electro-optical (type-0) modulation within a lithium niobate WGM-resonator, where single side-
band operation is made possible without detuning. Hereby we reach a photon conversion e�ciency
three orders of magnitude higher than in previous works [2, 3]. This significant increase of the
conversion e�ciency is due to better optical and microwave Q factors as well as improvements in
the geometry of the microwave cavity, which strongly focuses the microwave field into the optical
mode volume. Furthermore, our system has a bandwidth of a couple of MHz and is fully compatible
with circuit QED.

The system consist in a z-cut lithium niobate WGM resonator which is placed inside a 3D mi-
crowave copper cavity as depicted in Fig. 1a) where it is clamped by two metallic rings that are
designed to maximize the field overlap between the microwave and the optical modes. A silicon
prism is placed within the cavity to evanescently couple light into the WGM resonator. Two holes
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Figure 1: a) In top view, schematic of the optical coupling system. In the side view, schematic of the coaxial
pin coupler and the metallic screw used to perturb the microwave mode. Photograph of the open microwave
cavity. b) Up-converted sideband power vs. microwave power delivered into the cavity.

in the copper cavity allow the optical pump light (� ⇡ 1550 nm) to enter and the light reflected
from the prism, as well as emitted from the WGM resonator, to leave the cavity. This light is
collected and analyzed by an optical spectrum analyzer (OSA) and a photodiode which allows us
to extract information about the loaded optical Q (> 108) and the optical free spectral ranges (⇠
8.95 GHz). The microwave signal is coupled into the cavity via a coaxial pin coupler mounted close
to the WGM resonator. A metallic screw is used to perturb the microwave field for fine adjustment
of its resonance frequency from 8.90 to 9.07 GHz. We find a loaded Q⌦ = 246 for the undisturbed
mode, which decreases to Q⌦ = 174 for maximum perturbation by the screw. The whole setup is
thermally stabilized at room temperature.
We are able to switch between sum- and di↵erence frequency generation by employing avoided
crossings of the optical modes, which lead to an asymmetric spectral distance between three neigh-
boring resonances. Since the mode crossings are temperature dependent, they can be used to tune
the microwave frequency of the converter over several tens of MHz. To estimate the single side-
band photon conversion e�ciency we maximize the upconversion and minimize the downconversion
channel. Then, we measure the upconverted signal at di↵erent microwave pump powers as shown
in figure 1b). From the slope of a linear fit in the undepleted regime (grey) we can extract a
photon conversion e�ciency of ⌘+ = (1.09± 0.02)⇥ 10�3 with 1 MHz bandwith[5]. This e�ciency
is three orders of magnitude better than previous electro-optical attempts. We will report which
enhancements of our system can lead to e�ciencies reaching unity [5].
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Abstract-We report our recent progress on 16×16 optical switches based on dual-ring assisted 
Mach-Zehnder interferometers. TiN microheaters and p-i-n diodes are integrated in microring 

resonators for thermo-optic phase correction and electro-optic switching, respectively. Optical 

signal can be routed from an input port to any output port with low power consumption.  

 

Optical switches have received considerable research interest in recent years. They can be used in optical 
interconnect networks for datacenters and supercomputers. Compared to conventional electrical switching, 

optical switching is more power efficient and low cost due to the absence of Optical-Electrical-Optical 

conversion. Optical switches can be implemented on various material platforms, such as silica-on-silicon, InP, 

silicon-on-insulator (SOI) etc. The SOI platform is very attractive because of its high index contract which can 

makes devices more compact and low power. In our previous work, we have demonstrated 2×2 and 4×4 optical 
switches based on Mach-Zehnder interferometers (MZIs) [1], multimode interferometers (MMIs) [2, 3], and 

dual-ring assisted MZIs (DR-MZIs) [4, 5]. A novel design of a two-bus coupled-rings 2×2 switch with inter-ring 

coupling enabled by a three-waveguide directional coupler was also proposed, in which resonance selective 

switching is achieved [6]. Here we report our recent progress on the more complicated 16×16 optical switch with 

the DR-MZI as the elementary switching unit.  
Figure 1(a) shows the topological structure of the 16×16 optical switch. It is based on a Benes architecture, 

which is reconfigurably non-blocking. The 16 input ports can be connected to the 16 output ports in a one-to-one 

manner for any combination upon proper configuration of each switch element. The switch element, as shown in 

Fig. 1(b), is composed of a MZI side-coupled with two microring resonators. TiN micro-heaters are integrated in 

both rings and a p-i-n diode is integrated only in the top ring. Therefore, both thermal and electrical switching 
are possible by using the two types of electrodes. In our switch design, the thermal tuners are mainly used to 

correct the phase errors generated by the imperfect fabrication and the electrical tuner is for fast switching. 

Figure 2 shows the preliminary measurement results. The input is from port I4 and the output spectra from I9 

to I12 are measured. Initially, all switch elements are in the “cross” state after phase correction, and therefore, 

the destination port is O12, as indicated by the red line in Fig. 1(a). This is confirmed by the measured spectra in 
Fig. 2(a), where the path I4-O12 has high output power while the other three are much lower. The small dip in 

I4-O12 spectrum is caused by the ring resonator loss. As light passes 7 DR-MZIs along its routing paths, the 

extra loss per ring is calculated to be around 0.7 dB. The routing destination can be changed by turning on any 

switch element along its path. When SE(6, 7) is turned on, the optical transmission to O12 is reduced and 

transmission to O11 rises up at the operation wavelength of ~1562 nm. Therefore, it demonstrates that the optical 
path can be switched between O4-O11 and O4-O12 by tuning on/off SE(6, 7). The electrical switching power is 



less than 1 mW.  

 

Figure 1. (a) Benes switch architecture for the 16×16 DR-MZI switch. Two optical paths from I4 to O11 and O12 are 

highlighted. (b) 2×2 DR-MZI switching element. The insets show the cross-sections of the active ring waveguides. 

 
Figure 2. Measured transmission spectra of the 16u16 DR-MZI switch for optical paths from input I4 to output O9-O12 when 

(a) no SE turned on, (b) SE(6,7) turned on.  
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Abstract

In this talk, we will discuss our recent progress in devel-
oping high-quality micro/nanoresonators on material plat-
forms such as silicon, silicon carbide, and lithium niobate,
whose outstanding material properties exhibit great poten-
tial for broad photonic applications. We will focus on our
recent efforts in applying them for nonlinear and quantum
photonics, and for sensing applications.

1. Summary
High-Q optical micro-/nano-resonators, with an excep-
tional capability of dramatically enhancing optical fields in-
side a small volume, are critical foundations for many areas
of optical science, such as integrated nonlinear optics [1],
cavity quantum electrodynamics [2], cavity optomechan-
ics [3], and biomedical sensing [4]. In general, the under-
lying materials play a crucial role since most applications
rely on the linear/nonlinear optical property [1], the me-
chanical property [3], the quantum confinement effect [2],
defect characteristics [5], or thermal stability for proper op-
eration [4]. In recent years, significant interest has been
focused on developing micro-/nano-resonators on various
material platforms, including dielectrics, semiconductors,
and polymers.

Silicon carbide (SiC) is a semiconductor [6] with a wide
band gap (2.3�3.4 eV), a large refractive index (⇠2.6), ex-
tremely large Young’s modulus (⇠450GPa), exceptionally
low mechanical damping, a significant thermal conductivi-
tiy (⇠ 490 W/(m ·K)), very high hardness and chemical
inertness, and unique point defect characteristics [7]. More-
over, SiC exhibit many crystal forms with various material
isotropy and anisotropy. Therefore, SiC is outstanding ma-
terial for broad quantum photonic and optomechanical ap-
plications, particularly for sensing applications in harsh en-
vironment.

Lithium niobate (LiNbO3), instead, exhibits excep-
tional nonlinear optical, electro-optical, piezoelectric, pho-
toelastic, and ferroelectric properties [8], with great po-
tential as a universal material platform for making hybrid
nanophotonic circuits for high-speed electro-optic and all
optical signal processing, nonlinear wave generation, and
photonic quantum state engineering.

Their great potential for micro/nanophotonics has at-
tracted significant interest in the past few years [9–19].
Unfortunately, the device development along these lines

faces significant challenge due to the difficult in fabri-
cating high-quality chip-scale photonic devices. We re-
cently devoted considerable efforts in developing high-
quality micro/nanophotonic devices in these material plat-
forms. These devices allow us to observe intriguing non-
linear dynamics in thermal, optical, and mechanical de-
grees of freedom. Moreover, we have applied these devices
for novel functionalities in nonlinear photonics, photonic
signal processing, optomechanical sensing, and photonic
quantum states generation. In this talk, we will discuss our
recent progress along these lines.
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Abstract

The so-called Coulomb force, repulsive between protons,
discovered by Rutherford, is the only electromagnetic in-
teraction recognized in nuclear physics for scattering and
energy. A singularity was observed, falsely attributed to an
attractive phenomenological strong interaction. In contrast,
at high kinetic energy, it needs only to replace, above the
singularity, in the Rutherford formula, the electrostatic -2
by -6, magnetic. In log-log coordinates, one obtains two
straight lines with slopes -2, and -6, going through the ex-
perimental points, crossing at the singularity. At kinetic en-
ergies higher than 28 MeV, the -28 MeV binding energy
of the alpha particle is annihilated, freeing the magnetic
moments of the nucleons. The nuclear binding energy is
also electromagnetic. Indeed, the electrostatic attraction be-
tween a proton and a not so neutral neutron, as between am-
ber and dust, equilibrates statically the magnetic repulsion.
The precision of the calculation is of a few percent for the
simplest bound nucleus, the deuteron. In contrast with the
electromagnetic theory, the hypothetical strong force can-
not be used to calculate nuclear scattering and binding en-
ergy. With protons and not so neutral neutrons fundamental
constants, it is easy to calculate electromagnetically normal
and not so anomalous Rutherford scattering and also bind-
ing energy, at least for light nuclei.

1. Introduction

According to conventional nuclear physics, a hypothetical
strong force is assumed to hold the nucleons against the
repulsive “Coulomb force” due to the positive charges of
the protons. To publish a paper in nuclear physics jour-
nals, the belief that the “strong force” exists is mandatory.
In contrast, it will be shown in this paper that the nuclear
interaction is entirely and only electromagnetic:

1 - Rutherford scattering is well known to be electro-

static at low kinetic energy, with a �2 slope in log-log co-
ordinates. At high kinetic energies, the slope has been dis-
covered to be �6, magnetic.

2 - The binding energy of a nucleus has never been
calculated successfully, the fundamental laws of the strong
force being unknown. In contrast, electromagnetically, one
is able to calculate the binding energy of at least light nu-
clei, without fit, with a precision of a few percent for the
deuteron. Indeed, there is an electrostatic attraction be-
tween a proton and a not so neutral neutron as amber at-

tracts light bodies, ignored in nuclear physics. The mag-
netic repulsion equilibrates the electrostatic attraction.

Figure 1: Geiger-Marsden Experiment - The ↵ particles are
emitted by radium, impacting thin gold, lead or other metal
foils. The number of deflected ↵ particles depends upon
the scattering angle and the metal foils determining their
velocity. The experiment consists to count the number of
flashes viewed through the microscope during a given time
and for a fixed solid angle. The ↵ particles are scattered all
around, even backwards, astonishing Rutherford [1, 2, 3, 4].

The purpose of this paper is to solve electromagneti-
cally the “anomalous” ↵ particle scattering problem and, in
a second part, the nuclear binding energy problem. Up to
know these two problems were only described empirically,
without fundamental laws.

2. Scattering Theories

2.1. Rutherford Scattering

Rutherford discovered that an impacting electrostatically

charged ↵ particle is deviated by the repulsive electrostatic

“Coulomb force” of an impacted nucleus. The origin of the
concept of strong force comes from the observation of the
discrepancy between Rutherford theory and experiment at
high kinetic energies.

Alpha particles, from a radioactive source, are deviated
by thin gold foils, producing a tiny, but visible flash of light
when they strike a fluorescent screen (Fig. 1). Surprisingly,
↵ particles were found at large angles of deflexion and, un-
expectedly, some of the particles are scattered back in the
direction of the incidence. They back penetrate so close to
the central charge, that the field due to the uniform distri-
bution of negative electricity may be neglected [1, 2], dis-
proving the J. J. Thomson plum-pudding model.

Rutherford developed the electrostatic scattering for-
mula relating the cross-section and the kinetic energy of
the ↵ particles. He explained why some alpha particles pro-
jected on an atom were reflected by a small nucleus: “As-



suming classical trajectories for the scattered alpha parti-

cles, Coulomb’s law was found to hold for encounters be-

tween alpha particles and nuclei” [2]. The first evidence
of departures from Coulomb’s law other than those in alpha
scattering by H and He was observed by Bieler [4].

The discontinuity appearing near to the total absolute
value of the ↵ particle binding energy, 28 MeV , is called
Rutherford singularity. For kinetic energies larger than
23MeV [3, 5], the relative cross section decreases anoma-
lously faster than predicted by the electrostatic Ruther-
ford formula (Fig. 2). Magnetic interpretations have been
tempted without success [4, 6], due to the wrong assump-
tion of an attractive, negative magnetic moment.

2.2. Strong Force Potential (Chadwick)

Geiger [1] observed that, at high kinetic energies,“the devi-
ation was larger than predicted by the electrostatic force”.
Chadwick and Bieler [3, 7] determined that forces of very
great intensity hold the nucleus together, a force distinct
from the electromagnetism [3, 8, 9]. The electrostatic po-
tential is repulsive as discovered by Rutherford. The hy-
pothetical “strong force”, was assumed to be negative, thus
attractive [3, 10]:

V (r) = +

2Ze2

4⇡✏0r
� B

rn

(n > 1) (1)

The first term of equation (1) corresponds to the “nor-
mal”electrostatic Rutherford scattering and the second term
to the “anomalous”scattering, magnetic if n = 3. The sign
of B, not specified, seems to be positive [10]. Many empiri-
cal theories have been developed. The first one is Yukawa’s
with two empirical parameters [11]. Up to now, the funda-
mental laws of the “strong force”remained unknown.

2.3. Electromagnetic Potential (Bieler)

Using formula (1) Bieler hypothesized the existence of at-

tractive magnetic moments combined with the electrostatic

repulsion, thus with n = 3 for the potential [3, 4]:

V (r) = +

2Ze2

4⇡✏0r
� 2Z|µ0µnµp|

4⇡r3
(2)

Nuclear scattering became entirely and only electromag-
netic. Unfortunately, with the attractive negative sign of
the magnetic potential and a combined electromagnetic for-
mula, Bieler was unable to solve the problem.

2.4. Electrostatic and Magnetic Potentials Separated

At low kinetic energies, r being large, the interaction is gov-
erned by the Rutherford electrostatic formula with a 1/r
potential. In log-log coordinates, the experimental points
are aligned on straight lines with slopes �2 and �6 (fig.
2). The intersection of these two straight lines, at 23MeV ,
coincides approximately with the binding energy of the ↵
particles �28 MeV , except for the sign. At kinetic ener-
gies higher than 28 MeV , the ↵ particles are thus broken
into protons and neutrons.

Figure 2: Applying Coulomb [12] and Poisson [13] poten-
tials - The relative differential cross section d�

d⌦ is a tar-
geted area per solid angle per unit time. In other words,
it is the differential ratio between the geometrical area di-
vided by the corresponding solid angle, multiplied by the
ratio between potential and kinetic energies. The ↵ par-
ticles are projected on Ta foils at a fixed scattering angle
✓ = 60

0 with initial kinetic energies varying between 13

and 42 MeV [6]. The ↵ particles are repulsed and de-
viated by the Ta nucleus electrostatic force in the direc-
tion of the particle exit trajectory (Fig. 1). The Ruther-
ford singularity appears for a kinetic energy near 23 MeV .
At higher kinetic energies, the curve deviates, wrongly as-
sumed to be due to an attractive strong force [3]. Bieler
assumed, also wrongly, an attractive magnetic force [4].
In contrast, with a repulsive magnetic force one obtains a
straight line with a �6 slope going through the experimen-
tal points. The Rutherford formula works fine, even for the
so called anomalous scattering, provided that the electric

�2 shall be replaced by the magnetic �6 at kinetic energy
able to annihilate the ↵ particle around its total binding en-
ergy �28MeV .

2



The separation distance r between impacting ↵ parti-
cles and impacted heavy nuclei decreases with increasing
kinetic energy. The electrostatic interaction between the
protons of the impacting ↵ particles and of the impacted Z
nuclei is given by the Coulomb potential formula:

V (re) = +

2Ze2

4⇡✏0r
(3)

At high kinetic energy, e.g. near or above 28MeV , the total
nuclear binding energy of the ↵ particles, �28 MeV , is
annihilated, freeing the magnetic moments of the nucleons.
The Poisson potential in 1/r3 [13] replaces the Coulomb
potential in 1/r [12], due to the small separation distance
r between nucleons. Thus, the magnetic moments of the
nucleons interact with those of the impacted nuclei. The �3

magnetic potential replaces the �1 electrostatic potential:

V (rm) = +

2Z|µ0µnµp|
4⇡r3

(4)

2.5. Differential cross-section

The differential cross-section d�
d⌦ is defined as the ratio of

the number of particles scattered into a constant direction
✓, per unit time and per unit solid angle d⌦. Squaring the
initial kinetic energy of the ↵ particle, 1

2m↵v
2
0 , gives the so-

called differential cross-section d�
d⌦ , only relatively known.

The complete Rutherford formula [2],

d�

d⌦
=

 
1

4 sin

2 ✓
2

⇥ zZe2

4⇡✏0
⇥ 1

1
2m↵v20

!2

(5)

may be simplified for constant m↵, ✓, z and Z:

d�

d⌦
/
✓
1

2

m↵v
2
0

◆�2

(6)

The exponent �2, due to the electrostatic interaction cross-
section, becomes, logarithmically, the coefficient �2:

log

d�

d⌦
= Ce � 2 log

✓
1

2

m↵v
2
0

◆
(7)

where Ce, only relatively known, is adjusted to the singu-
larity. The log-log graph shows two straight lines on Fig.
2, Coulomb electrostatic, slope �2, and Poisson magnetic,
with slope �6 [13, 14].

log

d�

d⌦
= Cm � 6 log

✓
1

2

m↵v
2
0

◆
(8)

The variables are the differential cross section d�
d⌦ and the

initial ↵ particle velocity v0. Ce and Cm are adjusted to
make coincide the intersection between the electrostatic

and magnetic straight lines (in log-log coordinates) with
the Rutherford singularity. At the singularity, experimen-
tally, the initial kinetic energy, | � 23| MeV , coincides
nearly with the absolute value of the ↵ particle total bind-
ing energy, | � 28| MeV (Fig. 2). We have now one for-
mula for electrostatic scattering (eq. 7) and another one

for magnetic scattering (eq. 8). The difference between
“normal”and “anomalous”scattering is the potential expo-
nent, �3, magnetic, instead of �1, electrostatic. The slopes
are �6, magnetic, and �2, electrostatic, due to the cross
sections in a log-log graph. The constant is defined at the
Rutherford singularity, 23 MeV on Fig. 2, experimentally
smaller than the 4He binding energy, 28MeV , taken posi-
tive, probably not significant.

The kinetic energy at the Rutherford singularity is
somewhat less than the experimental value of the total bind-
ing energy of the ↵ particle, in absolute value, |�28|MeV
(Fig. 2).

2.6. Conclusion on Nuclear scattering

Rutherford discovered the electrostatic part of the nuclear
interaction. The repulsion between protons was improp-
erly called “Coulomb force”.

Indeed, the Coulomb force may be attractive or repul-

sive. Chadwick [3] choose an attractive strong force inter-
acting indistinctly between nucleons (NN). Instead of being
repulsive (equation 3), as for Rutherford’s electric scatter-
ing, Bieler assumed the interaction to be electromagnetic

with a magnetic part (equation 2) , falsely attractive[4]:

V (r) = �2Z|µ0µnµp|
4⇡r3

(9)

Bieler was thus unable to solve the problem of the high en-
ergy scattering. As far as I know, nobody tried a magnetic

repulsive force.
At short r, at high kinetic energy, the repulsive mag-

netic potential in r�3 replaces the Rutherford also re-

pulsive electrostatic potential in r�1. As the Rutherford
model overturned Thomson’s model, the magnetic interac-
tion overturns Chadwick’s attractive strong force hypothe-
sis [3, 7]. Bieler had almost solved the problem magneti-

cally: unfortunately, the sign was wrong, falsely assumed
to be negative, attractive. In log-log coordinates, it suffices
to replace the �2 of the Rutherford electrostatic formula
by the �6, magnetic, to obtain two straight lines coinciding
respectively with the electrostatic and magnetic scattering
curves (figure 2) crossing at the singularity. Except for the
position of the singularity, slightly adjusted near to the to-
tal ↵ particle binding energy, there is no adjustment, only
fundamental laws and constants.

No need of relativity and/or quantum mechanics, both
unable to explain the not so anomalous scattering. Electric

and magnetic interactions explain nuclear scattering, both
original Rutherford, electric and so anomalous anomalous
scattering, magnetic. We may say that there is an extended
Rutherford scattering theory, electric at low kinetic energy
and not so anomalous magnetic scattering at high kinetic
energy, both repulsive.
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3. Nuclear Binding Energy

The neutron, discovered in 1931 by Chadwick, seeming to
be uncharged, the electromagnetic hypothesis for the nu-
clear interaction was unfortunately abandoned. The mag-

netic moments of the proton and of the deuteron were dis-
covered in 1932 by Stern and the magnetic moment of the
neutron in 1938 by Bloch. Except for the proton-proton re-
pulsion, in spite of the discovery of the neutron magnetic

moment and its electrostatic charges with no net charge,
electrostatic and magnetic interactions between nucleons
are generally ignored in nuclear physics.

Thales discovered, two millenaries ago that amber
(⌘�✏⌧⇢!⌫) attracts light objects. Similarly, a proton at-

tracts a not so neutral neutron. In other words, an electric
dipole is induced into a not so neutral neutron by a nearby
proton. The principle can be found in the book by Feynman
[15].

Greeks also discovered the magnetic properties of mag-

netite from mount Magnetos that may be attractive or re-

pulsive. Coulomb [12] and Poisson [13] discovered the for-
mulas of the electrostatic and magnetic fundamental laws,
ignored in nuclear physics except the so-called “Coulomb
force”, between protons, only repulsive.

In the deuteron, the Coulomb electrostatic attraction

between a proton and a not so neutral neutron can be
equilibrated statically by the repulsive Poisson magnetic

moments of the proton and of the neutron. First re-
sults have been obtained for hydrogen and helium isotopes
[16, 17, 18].

3.1. Calculation of Electromagnetic Potential Energies

In contrast with scattering, the electrostatic Coulomb [12]
and magnetic Poisson [13] potential energies between nu-
cleons may be united into a single formula [19, 20, 21]:

Uem =

X

i

X

i 6=j

qiqj
4⇡✏0rij

+

X

i

X

i 6=j

µ0

4⇡r3ij

"
~µi • ~µj �

3 (~µi • ~rij) (~µj • ~rij)
r2ij

#
(10)

The first term is the sum of Coulomb’s electrostatic inter-
action energy potential between electrostatic charges qi and
qj separated by rij (no need of hypothetical quarks). The
second term is Poisson’s magnetic interaction energy po-
tential between nucleons with magnetic moments ~µi and
~µj , separated by ~rij .

3.1.1. Total Deuteron Electrostatic Energy Potential

(Coulomb)

The electrostatic potential energy Ue of this system of three
point charges is, from formula (10):

Ue =
1

4⇡✏0

✓
q1q2
r12

+

q2q3
r23

+

q3q1
r31

◆
(11)

where q1, q2, and q3 are the three electrostatic charges. r12,
r23, and r31 are their separation distances along their com-

Figure 3: Schematic deuteron structure. - The elementary
charges are assumed to be punctual. The proton contains an
elementary charge +e in the proton. The neutron contains
electrostatic charges with no net charge, assumed to be +e
and �e. The electrostatic field of the proton produces a
separation distance of 2a between the electrostatic charges
of the neutron, distant by rnp from the proton. The proton
attracts electrically the neutron as a rubbed plastic pen at-
tracts small pieces of paper. The magnetic moments of the
proton and the neutron are collinear and opposite, North
against North (or South against South). Their magnetic in-
teraction equilibrates the electrostatic attraction.

Figure 4: Calculated deuteron (2H or heavy hydrogen, with
one proton-neutron bond) and helium (4He or ↵ particles).
- The electrostatic interaction between a proton and a not so
neutral neutron is not negligible. Calculated helium (4He
or ↵ particles) On helium, one has 6 bonds, 4 neutron-
proton bonds, one neutron-neutron bond and one proton-
proton bond. The proton-proton and neutron-neutron bonds
may be neglected in a first approximation.
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mon axis. The electrostatic energy potential between the 3
electrostatic charges of the deuteron (equation 11) becomes
(rnp and a are defined on figure 3):

Ue =
e2

4⇡✏0

✓
1

rnp + a
� 1

rnp � a
� 1

2a

◆
(12)

The usual dipole formula, 2a
r2np

for a << rnp doesn’t work
because a and rnp are of similar size. This can be solved by
changing 1

2a by 1
rnp+a � 1

rnp�a . Although hypothesized,
this gives the most precise result for the electrostatic dipole
formula [15, 16], used instead of the usual approximate for-
mula, 2a

r2np
. With this change one obtains a formula giving a

zero dipole for both rnp = 0 and rnp = 1:

Ue =
e2

4⇡✏0

✓
2

rnp + a
� 2

rnp � a

◆
< 0 (13)

Although it is not rigorous, this attractive approximation
gives a good result for 2H and 4He (Fig. 4).

3.1.2. Total Deuteron Magnetic Energy Potential (Poisson)

According to formula (10), the magnetic potential energy
of the deuteron is:

Um =

µ0

4⇡r3np


~µn • ~µp �

3 (~µn • ~rnp) (~µp • ~rnp)
r2np

�
(14)

The magnetic potential is positive, repulsive, assuming that
the magnetic moments of the proton and of the neutron in
the deuteron are collinear and opposite (~µn • ~µp < 0) as
shown on figure 3. The coefficient in the brackets is thus
equal to 2|µnµp|. The magnetic potential is thus:

Um =

µ0

4⇡

2|µnµp|
r3np

> 0 (15)

3.1.3. Total Deuteron Electrostatic and Magnetic Energy

Potentials Added

Adding the total attractive electrostatic (equation 13) and
repulsive magnetic (equation 15) components of the elec-

tromagnetic potential formula (10) becomes:

Uem =

e2

4⇡✏0

✓
2

rnp + a
� 2

rnp � a

◆
+

µ0

4⇡

✓
2|µnµp|
r3np

◆

(16)
or, numerically:

Uem = 1.442

✓
2

rnp + a
� 2

rnp � a

◆
+

0.170

r3np
MeV (17)

There is one variable rnp and one parameter a in formula
(17). In order to find the binding energy it is necessary
to adjust the parameter a of the curve to obtain a poten-
tial minimum for both rnp and a. This is not to be con-
fused with fitting to adjust the binding energy. Due to the
Coulomb singularity, the potential has only one local min-
imum, a horizontal inflection point due to the point-like

assumption of the electric charges. A real minimum [22]
would be better, of course, but, needing an empirical pa-
rameter, would break the fundamental nature of the theory.
The curve of the electromagnetic potential is shown on fig-
ure 4, continuous dark line, calculated with formula (17).
The horizontal inflection part of the curve corresponds to
the deuteron binding energy. The result, obtained by ap-
plying electrostatic Coulomb’s law and magnetic Poisson’s
law with the corresponding fundamental constants, is in
accord with the experimental value of the deuteron bind-
ing energy �2.225 MeV for �2.13 MeV calculated (4%
weaker).

3.2. Conclusion on Nuclear Energy

The binding energy of the deuteron has been calculated
by applying the electrostatic and magnetic laws, knowing
that the deuteron contains the electrostatic charge +e of
the proton, plus the neutron electrostatic charges with no
net charge, assumed to be +e and �e (no need of hypo-
thetical quarks). The magnetic moments of the proton and
of the neutron being opposite in the deuteron (figure 3),
the electrostatic attraction (equation 13) between a pro-
ton and a neutron is equilibrated statically by their mag-

netic repulsion (equation 15). On the graph (figure 4), the
continuous dark curve shows the calculated nuclear poten-
tial of the deuteron where the horizontal inflection point
matches with the binding energy of 2H and 4He with less
than 5 % error. Although less precise, similar results have
been obtained for H and He isotopes and N = Z nuclei
[16, 17, 18, 23, 24, 26, 27]. Agreement between theory
and experiment proves the electromagnetic nature of the nu-
clear binding energy, contradicting the conventional theory,
based on a hypothetical strong force whose fundamental
laws and constants remain unknown even after one century
of nuclear physics.

4. Conclusion on Nuclear Interaction

Chadwick et Bieler have recognised in 1921: “The present
experiments do not seem to throw any light on the nature
of the law of variation of the forces at the seat of an elec-
trostatic charge, but merely show that the forces are of very
great intensity”[7]. Indeed, the radius of a nucleus being
one million times smaller than for an atom, according to
Coulomb’s potential energy, the nuclear binding energy is,
inversely, one million times stronger.

Bieler, assuming that the magnetic force is attractive,
missed the discovery [4]. To solve the not so anoma-
lous scattering problem, it needs only to reuse Rutherford
formula where the repulsive electrostatic �2 exponent is
replaced, at high kinetic energies, by the also repulsive

magnetic �6 exponent as shown on figure 2.
For the binding energy, the problem is different. Inside

the nucleus, at zero kinetic energy, the attractive electro-

static force between a not so neutral neutron and a proton
equilibrates statically the repulsive magnetic force, allow-
ing the calculation of the binding energy of nuclei, never
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obtained before with fundamental laws and constants only.
Strong Force, Strong Interaction and QCD are obsolete

as Plum pudding model, Aether, Hollow Earth, Phlogiston
theory, Flat Earth, Geocentric model. . .
In a few words, the main nuclear physics interactions are:

- Nuclear scattering: dynamic repulsion between nu-
cleons, electrostatic at low kinetic energy and magnetic at
high kinetic energy.

- Nuclear binding energy: electrostatic attraction be-
tween protons and neutrons equilibrated statically by their
magnetic repulsion.
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Magnétisme, M´emoires de l’Acad´emie Royale des

Sciences de Paris, 1785.
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Abstract 
Jefimenko’s Equations, [1], also known as the Retarded 
Solution of Electromagnetic Fields, are one set of the 
analytical equations that can be used to solve 
electromagnetic fields. Derived from Maxwell’s Equations, 
Jefimenko’s Equations address the time retardation of 
Electromagnetic fields due to the finite propagation 
velocity. This paper presents intermediate results of the 
authors’ study of Electromagnetic fields and their 
propagation using Jefimenko’s equations. In addition to the 
application of Jefimenko’s Equation in solving 
electromagnetic problems, this study also shows a visual 
view of how Electromagnetic fields near a simple 
transmission line propagate at 10GHz and 100GHz. 

1. Introduction 
Derived from Maxwell’s Equations, the Retarded Solutions 
of electromagnetic fields for a point source in time domain, 
also known as the Jefimenko’s Equations, are given below: 
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where � �ret
 denotes the evaluation at retarded time 

't t R �� � , � �,x t� ��  and � �',J x t
� �  are the charge density 

current density of the point source. 
Taking the Fourier Transform and integrating the 
contribution of a single point source solution, the following 
equations describe the Electromagnetic fields of a line 
source in the frequency domain: 
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If 1R� � �� , Equation (3) and (4) can be simplified to the 
Quasi-static Solutions:  
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For a typical printed circuit board (PCB) environment 
(

0 04 ,� � � �� � ), two reasonable PCB dimensions are 
5R mils�  [PCB transmission line height above its reference 

plane] and 20R mils�  [distance between two PCB 
transmission lines]. High speed signaling requires simulation 
bandwidth to be beyond 10 GHz therefore the error 
introduced by quasi-static assumptions should be explored. 
For 10f GHz�  then 1R� � �� . Table 1 gives the values of 

R� � versus several frequencies. This relates the error 
introduced for equations (3) and (4) as frequency increase 
beyond 10 GHz. 
 

Table 1: Values of R� �  in typical PCB environment 
 f (Hz) vR /�  with 

R = 20 mils 
vR /�  with 

R = 5 mils 
DC 0 0.000 0.000 

10 MHz 1.0 x 108 0.002 0.001 
1 GHz 1.0 x 109 0.021 0.005 

10 GHz 1.0 x 1010 0.213 0.053 
20 GHz 2.0 x 1010 0.426 0.106 

100 GHz 1.0 x 1011 2.129 0.532 

2. Field Visualizations 
To demonstrate the Electromagnetic fields and their 
propagation, a test case is introduced where a thin 
cylindrical transmission line lies along z-direction 100 mils 
above a flat reference plane. Here a simplification is made 
by the transmission line and reference plane as being perfect 
electrical conductors (PEC), and the surrounding medium is 
assigned lossless dielectric material with relative 
permittivity ε=4.0. The structure is illustrated in Figure 1. 

 
Figure 1: Line source above a PEC reference plane showing 
the observation plane location [not to scale]. 



2 
 

 
Several source excitations and visualizations of the 
electromagnetic fields are available, due to the brevity of 
the summary paper, we only show the electromagnetic 
fields at 10GHz and 100GHz on an observation plane of XY 
cross-section where the line source is set to propagating 
towards the viewer  [out of the page], as shown in Figure 2 
and Figure 3. In these figures, the background color 
indicates the magnitude of the field, where peak magnitude 
is red and minimum magnitude is blue. The red arrows 
indicate the direction of the 

xyE
�  field (on the x-y plane) and 

the blue arrows indicate the direction of the 
xyB
�  field. 

Additionally, the electric field magnitude at 100y mils�  is 
plotted below the graph. 

 
Figure 2: Electromagnetic Fields on XY cross-section plane 
of a line source at 10GHz. 
 

 
Figure 3: Electromagnetic Fields on XY cross-section plane 
of a line source at 100GHz. 
 

The field at any observation location is a sum of the field 
contribution from the line source and the reflected field 
from the reference plane. The reflective field travels along a 
different and longer path thus it has a separate field 
retardation than the original. At higher frequencies where 
the retardation is more apparent, the total field becomes a 
complicated interaction between source and reference fields. 
This is unlike the fields at lower frequencies which fall off 
smoothly as seen in Figure 2.  
The field at higher frequencies shows more irregular ripples. 
Another aspect for fields at high frequencies is the non-
uniform direction. It appears that the field does not obey the 
Right-Hand Rule for the source current at the instance 
captured in the plot which is propagating towards [out of 
the page] with source phase of 0 degrees. This is expected 
as the field does obey the Right-Hand Rule to the source 
current that generated them. This effect produced by the 
time retardation is not sufficiently captured in the plot. 
Many additional animations of the electromagnetic fields at 
different angles are available and will be provided in the 
full paper or in conference presentation. It will give the 
audience a direct visual impression of the electromagnetic 
fields near a line source. A comparison to the result of a 
well-accepted 3D FEM field solver will also be provided. 

3. Conclusions 
Electromagnetic fields are the fundamental of any analysis 
to electromagnetic problems. Through the study of a simple 
transmission line using Jefimenko’s Equation, the 
electromagnetic fields are visualized and the difference of 
fields at lower and higher frequencies are demonstrated. 
The difference in electromagnetic fields indicates different 
electrical behavior of transmission line at low and high 
frequency and motivates a refinement of the transmission 
line’s modeled electrical parameters which are based on the 
electromagnetic fields.  
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Abstract— The field quantization in time-varying media is fulfilled via complex classical solu-
tions in this research. The characteristics of the quantized electromagnetic fields are analyzed in
detail through the results of such quantization scheme.

It may be natural to extend the quantum electrodynamics in free space to more general cases
such as the propagation of electromagnetic fields in weakly conductive media, in time-varying
(complex) media, and in nonlinear media. In particular, the research associated with quantum
electromagnetic fields in time-varying media have attained a considerable interest in quantum
optics due to its potential applicability in analyzing and diagnosing electromagnetic properties of
nonstationary media such as plasma[1] and in other broad areas of electromagnetic phenomena[2].
Quantized fields in such media are in general described in terms of classical solutions of the system.
For instance, the quantization reported in Ref. [3] is carried out using real classical solutions. It is
known that quantization of a time-dependent Hamiltonian system can also be performed in terms
of complex classical solutions (CCSs) instead of real ones (see, for example, Ref. [6] and some of
references therein). We will use CCSs in order to quantize the electromagnetic fields in time-varying
media in this research.

Plasma media which reveal many unique features in their various situations are typical examples
of time-varying media[1]. Theoretical research of electromagnetic wave propagation in such media
is known as a very di�cult task and still only its preliminary analysis is possible[7]. Nonstationary
and inhomogeneous characteristics of the plasma medium may disturb electromagnetic signal and
it is important to analyze this disturbance in order to understand field propagation in such media.
Among wide application of wave propagation in plasma technology, the diagnosis of the change
of plasma state in tokamak, where nuclear fusion takes place, in a nuclear fusion generation is
important[1].

The purpose of this paper is to analyze the properties of quantizes electromagnetic waves in
time-varying media. We will use the Lewis-Riesenfeld invariant method[5] in order to quantize the
system in terms of CCSs. Invariant operator method enables us to derive exact quantum solutions
for time-dependent Hamiltonian systems so far as the complete solutions of their classical equation
of motion are known or derivable. We will find generalized quantization method that is not only
very interesting task but also important for advancement of theoretical study of electromagnetics[8].
It is believed that the most generalized quantization scheme could be developed in terms of CCSs
since a real number is just a particular case of a complex number. We will consider the Fock state
which is the most fundamental quantum state in this research. Quantum features of electromagnetic
fields beyond in the Fock state, such as in the coherent state, in the squeezed state, and in the
thermal state, may also be investigated.
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Abstract

We demonstrate modeling of the field-kinetic and material
response subsystem for various media and extend the mod-
els to dispersive negative index metamaterials. It is shown
that neither the Minkowski or Abraham models are uni-
versally correct, as demonstrated to describe metamaterials
under both the field-kinetic and wave SEM models for vari-
ous applications such as negative refraction, perfect lensing,
and invisibility cloaking.

1. Introduction

Electromagnetic momentum has been debated since the
early 20th century. The so-called Abraham-Minkowski
debate is attributed to two independent stress-energy-
momentum (SEM) tensors postulated for mathematically
modeling electrodynamics of media [1]. Significant atten-
tion has been given to the momentum density expressions
associated with the rival SEM tensors. The momentum den-
sity expressions were defined as being either D̄ ⇥ B̄ from
the Minkowski tensor or ✏0µ0Ē⇥H̄ from the Abraham ten-
sor, where D̄ and B̄ represent the electric displacement and
magnetic induction fields, Ē and H̄ are the electric and mag-
netic fields, and ✏0 and µ0 are the permittivity and perme-
ability of vacuum, respectively. Barnett presented a resolu-
tion to the photon momentum controversy in 2010, which
related the Abraham density to the kinetic momentum of
light and the Minkowski density to the canonical momen-
tum of light [2]. However, the original debate was in re-
gard to the relativistic invariance of the 4⇥ 4 SEM tensors;
Barnett’s partial resolution only identified the kinetic and
canonical momentum densities.

Three other well-known SEM tensors have been pro-
posed over the past century, and have found significant
use in scientific and engineering modeling applications [3].
First, the Einstein-Laub tensor, like the Abraham and
Minkowski tensors, utilizes the Minkowski fields, and it
shares the Abraham momentum density. Second, the Am-
perian or “Lorentz” tensor derives from the Amperian for-
mulation or EB-representation and utilizes the Amperian
fields. Third, the Chu formulation or EH-representation
was developed in the 1960’s, and the Chu SEM tensor uti-
lizes the Chu fields. It is important to note that the latter
two formulations uniquely define the fields within matter,
while the Abraham, Minkowski, and Einstein-Lab tensors

all use the common Minkowski fields.
In this correspondence, we demonstrate modeling of the

field-kinetic and material response subsystem for dielectric
media and extend the models to negative index metamate-
rials, which necessarily include dispersion and loss. In this
model, we consider the total SEM tensor as a conservation
of energy and momentum such that

T
total

= T
mech

+ T
can

= T
mech

+ T
mat

+ T
F

k

, (1)

where T
mech

represents an external mechanical input of
work, T

mat

is the material response subsystem, and T
F

k

is the field-kinetic subsystem. We show that the field-
kinetic subsystem as given by the Chu formulation rep-
resents the energy and momentum contained within the
fields [4], and the sum of the field-kinetic and material re-
sponse subsystems represent the wave or canonical subsys-
tem [5], which reduces to the Minkowski subsystem only
under negligible dispersion [6]. Our conclusion is that nei-
ther the Minkowski or Abraham models are universally cor-
rect. We demonstrate our view applied to the physics of
negative index materials under both the field-kinetic and
canonical SEM models for applications such as negative re-
fraction, which is fundamental to perfect lensing and invis-
ibility cloaking. First, we review the mathematical frame-
work of SEM tensors, relativistic invariance requirements,
and applicability to electrodynamics in Section 2. Second,
the field-kinetic and canonical SEM tensors are determined
for a broad class of causal, isotropic media in Section 3.
Then, we discuss the implications of negative refraction in
Section 4. Conclusions are presented in Section 5.

2. SEM Tensors

Energy and momentum continuity for a given system can
be divided into subsystems and mathematically represented
as [1, 3]

'
j

(r̄, t) = �r · S̄
j

(r̄, t)� @W
j

(r̄, t)

@t
(2a)

f̄
j

(r̄, t) = �r · ¯̄T
j

(r̄, t)� @Ḡ
j

(r̄, t)

@t
(2b)

where f̄
j

is the force density, '
j

is the power density, ¯̄T
j

is the momentum flux or stress tensor, S̄
j

is the power flux,
Ḡ

j

is the momentum density, and W
j

is the energy density.



Each j may represent any subsystem. Closing the overall
system, such that

P
j

f̄
j

= 0 and
P

j

'
j

= 0 indicates
momentum and energy conservation, respectively.

The choice of which momentum density, stress tensor,
and force density are applied in any given problem are in-
herently tied to the formulation of electrodynamics being
considered and the interpretation rendered. It is impossi-
ble to sidestep the momentum controversy by employing a
Lorentz force density since, as the theoretical construction
implies, each force density is tied to a momentum density
and stress tensor through a formulation of Maxwell’s equa-
tions [3]. One may rearrange the continuity equations, but
such mathematical exercises should not be taken as reason
for interpretation [4, 7]. For reference, Table 1 lists the lead-
ing electromagnetic momentum densities and stress tensors
from the literature. The corresponding force densities for
the stationary [1] and fully relativistic formulations [3] can
also be found in the literature.

Table 1: Leading electromagnetic momentum densities and
stress tensors.

Ḡ

¯̄
T

Abr. ✏0µ0Ē ⇥ H̄ 1
2

�D̄ · Ē + B̄ · H̄� ¯̄
I � D̄Ē � B̄H̄

Min. D̄ ⇥ B̄ 1
2

�D̄ · Ē + B̄ · H̄� ¯̄
I � D̄Ē � B̄H̄

Amp. ✏0Ē ⇥ B̄ 1
2

⇣
✏0Ē · Ē + µ

�1
0 B̄ · B̄

⌘
¯̄
I � ✏0ĒĒ � µ

�1
0 B̄B̄

E-L ✏0µ0Ē ⇥ H̄ 1
2

�
✏0Ē · Ē + µ0H̄ · H̄� ¯̄

I � D̄Ē � B̄H̄
Chu ✏0µ0Ē ⇥ H̄ 1

2

�
✏0Ē · Ē + µ0H̄ · H̄� ¯̄

I � ✏0ĒĒ � µ0H̄H̄

As one considers the amount of work being done on
the system, one also sees that the momentum and stress are
explicitly tied to the energy density and flux. This can be
illustrated using the work-energy relation or the Relativistic
Principle of Virtual Power (RPVP) [4, 5]. In Section 2.2 it
will be demonstrated, instead, using a straightforward ap-
plication of the Lorentz transformation. For now, we list
for reference in Table 2 the leading electromagnetic energy
densities and power flows corresponding to the momentum
quantities in Table 1.

Table 2: Leading electromagnetic energy densities and
power flows.

S̄ W
Abr. Ē ⇥ H̄ 1

2

�D̄ · Ē + B̄ · H̄�

Min. Ē ⇥ H̄ 1
2

�D̄ · Ē + B̄ · H̄�

Amp. µ

�1
0 Ē ⇥ B̄ 1

2

⇣
✏0Ē · Ē + µ

�1
0 B̄ · B̄

⌘

E-L Ē ⇥ H̄ 1
2

�
✏0Ē · Ē + µ0H̄ · H̄�

Chu Ē ⇥ H̄ 1
2

�
✏0Ē · Ē + µ0H̄ · H̄�

The continuity equations can be rewritten in four-
dimensional coordinates (r̄, ict) so that

f̄
j

= ⇤ · ⇥T̄
j

,�icḠ
j

⇤
(3a)

�i
'
j

c
= ⇤ ·


�i

S̄
j

c
,W

j

�
(3b)

so that ⇤ · ¯̄T
j

= F̄
j

, where ⇤ = [r, @/@(ict)], F̄
j

=
[�f̄

j

,�i'
j

/c], and the SEM tensor is

¯̄T
j

=

 ¯̄T
j

�icḠ
j

� i

c

S̄
j

W
j

�
. (4)

Here, we have defined ¯̄T
j

⌘ � ¯̄T
j

.

2.1. Equivalence of total force

The electromagnetic force density f̄ and power density '
inside an object depend upon formulation applied. In gen-
eral, the equations take the form of Eqs. (2), where the force
densities are defined by the corresponding momentum den-
sity Ḡ and stress tensor ¯̄T given in Table 1 and the power
densities ' are defined by the corresponding energy density
W and power flux S̄ given in Table 2. The total electro-
magnetic force F̄ (t) on an object can be computed by in-
tegrating an electromagnetic force density f̄(r̄, t) over the
volume V of the object. An exact, mathematically equiva-
lent approach is to apply the divergence theorem to reduce
the contribution of an electromagnetic stress tensor ¯̄T to an
integral over the surface A with outward pointing area ele-
ment dĀ enclosing the volume V so that the total force is
calculated equivalently by

F̄ (t) = �
ˆ
V

dV
@

@t
Ḡ(r̄, t)�

˛
A

dĀ · ¯̄T (r̄, t). (5)

In some cases, the total force may be equivalent between
formulations although the force densities differ. The same
argument may be applied to the transfer of energy since the
energy continuity equation takes the same form.

2.1.1. Equivalence of Total Force

Fig. 1 (a) depicts an object surrounded by vacuum illus-
trating which total force equations are equivalent at any
point in time. Integrating the electromagnetic force den-
sity f̄(r̄, t) over the volume enclosing the object as depicted
by the dashed line yields the total force and is given by
Eq. (5), where the tensor reduces to the unambiguous vac-
uum Maxwell stress tensor since the surface of integration
is outside the material. However, the momentum density Ḡ
still depends on the electromagnetic formulation applied.
Therefore, any formulations which share a common mo-
mentum density will produce identical results for the total
force on an object at all points in time. The implication
is that the Chu, Einstein-Laub, and Abraham force densi-
ties are equivalent in terms of total force and the Amperian
formulation differs only in the modeling of magnetic me-
dia. The Minkowski SEM tensor will yield a different time
varying force for dielectric and magnetic media.

A second example is an object submerged inside an-
other medium such as a dielectric fluid as shown in
Fig. 1 (b). The total force remains the same for two formu-
lations if their momentum densities are identical. However,
we must clarify how the force is computed. The electro-
magnetic force is determined by volume integration of the

2



Figure 1: Illustration of total force calculation within a vol-
ume V within the dashed line. The total force on (a) an
object in vacuum is computed by volume integration of a
force density within a region which completely encloses the
material object and (b) an object embedded is computed in
a similar way by considering a thin vacuum region between
the two materials.

force density f̄(r̄, t), and there will generally be both vol-
ume and surface forces at the boundary, the latter due to ma-
terial discontinuities at the boundaries [8, 9]. Any ambigu-
ity as to which of the materials to which the surface forces
should be assigned is removed by mathematically introduc-
ing a thin layer of vacuum separating the two materials. The
volume integration is then applied to the submerged mate-
rial. The tensor reduces to the vacuum stress tensor since
the surface of the integration is in the vacuum region, and
the forces applied to the two media are unambiguous. Tak-
ing the limit of the vacuum region to zero yields the un-
perturbed field problem with the surface forces applied cor-
rectly to the corresponding media [10]. In general, forces
will be distributed to both the submerged object and the
submerging fluid. The conclusion is unchanged. The to-
tal calculated time-domain force on an object is the same
with any electromagnetic subsystem that share a common
momentum density [3]. We will find that another conclu-
sion from this thought exercise is important; once we iden-
tify the correct subsystem separation of field and matter it
is necessary to assign a force on the embedded object and
the embedding material [10, 11, 12].

When materials are excited by monochromatic waves,
the time-average force is generally the observable quantity
of interest. The total average force on a material object due
to time-harmonic fields is

hF̄ i = �
˛
A

dĀ · h ¯̄T i, (6)

where the momentum density does not contribute to the
time-average force of time-harmonic fields [3].

The total average force is the integration of the average
force density over a volume that includes the entire object.
All such computations will yield identical results regardless
of the force density applied. This statement is a result of
the condition that all electromagnetic SEM tensors must be
consistent with Maxwell’s equations [1]. To illustrate this
fact, one must only consider again the problem in Fig. 1
under time-averaged conditions. Since the momentum den-

sity averages to zero, both computations in Fig 1 (a) and (b)
reduce to the divergence of the vacuum stress tensor and
the force is unambiguously independent of the formulation
applied [3, 5]. As a result, it is generally not possible to
determine the time-domain force or energy equations from
only the time-average quantities [13].

2.2. Relativistic invariance

The total force on an object is often measured in experi-
ment. However, this quantity is insufficient for determin-
ing the correct interpretations of electrodynamics as was
demonstrated in the previous section. Moreover, the force
densities differ between the various formulations [14], but
it has been shown that many experimental observations can
be modeled in the stationary limit (i.e. material velocity
goes to zero v ! 0) by closing the system using a variety
of subsystems [15]. In fact, the problem with the stationary
approximation is the work-energy relation is always satis-
fied in a trivial manner [4]; F̄ · v̄ = � = 0 since the ve-
locity is zero in the limit. To determine which tensors are
truly valid in a physical sense, we must look at relativistic
invariance.

It is a fundamental tenet of modern physics that ten-
sors which are not relativistic invariant cannot be energy
momentum tensors. As an example, consider a region of
space occupied by media described mathematically by a lo-
cal mass density and a velocity field. The local momentum
vector may vary with position and time regardless of how
the coordinate system is assigned. Our inability to measure
relativistic effects in any experiment may only be due to our
limited measurement capabilities. This limitation does not
prevent the fundamental laws of physics from holding [4].

For example, consider two frames of reference S and
S 0, whereas S 0 moves with constant velocity v̄ = x̂v with
respect to S . The SEM tensor in S is

¯̄T
j

=

2

664

T
xx

T
xy

T
xz

icG
x

T
yx

T
yy

T
yz

icG
y

T
zx

T
zy

T
zz

icG
z

iS
x

/c iS
y

/c iS
z

/c W

3

775 . (7)

We want to know if the tensor is invariant under certain
electrodynamic hypotheses. As a simple demonstration, we
consider the Lorentz transform of the component

T 0
xx

= �2
⇥T

xx

+ � (S
x

/c+ cG
x

)� �2W
⇤
, (8)

where � = v/c and � = (1 � �)�1/2. To consider the five
different hypotheses (i.e. Abraham, Minkowski, Amperian,
Einstein-Laub, and Chu), we must consider the Lorentz
transformation laws for the field variables within each field
framework.

The Lorentz transformation laws for the Minkowski

3



field variables Ē, H̄ , D̄, and B̄ are [16]

Ē 0 = Ēk + �
�Ē? + v̄ ⇥ B̄� , (9a)

H̄0 = H̄k + �
�H̄? � v̄ ⇥ D̄� , (9b)

D̄0 = D̄k + �

✓
D̄? +

v̄ ⇥ H̄
c2

◆
, (9c)

B̄0 = B̄k + �

✓
B̄? � v̄ ⇥ Ē

c2

◆
, (9d)

where the subscripts k and ? denote parallel and perpen-
dicular components to the velocity v̄. These transforma-
tion laws are applied for the Abraham, Minkowski, and
Einstein-Laub formulations, which utilize the Minkowski
fields. The Lorentz transformation laws for the Chu field
variables Ē , H̄, P̄ , and M̄ are [16]

Ē 0 = Ēk + �
�Ē? + v̄ ⇥ µ0H̄

�
, (10a)

H̄0 = H̄k + �
�H̄? � v̄ ⇥ ✏0Ē

�
, (10b)

P̄ 0 = P̄k + �

✓
P̄? � v̄ ⇥ (P̄ ⇥ v̄)

c2

◆
, (10c)

M̄0 = M̄k + �

✓
M̄? � v̄ ⇥ (M̄⇥ v̄)

c2

◆
, (10d)

where it is important to note that the Chu field values Ē
and H̄ differ from the Minkowski ones. We will make clear
which field values are being applied within a given con-
text. The Lorentz transformation laws for the Amperian
field variables Ē , B̄, P̄ , and M̄ are [16]

Ē 0 = Ēk + �
�Ē? + v̄ ⇥ B̄� , (11a)

B̄0 = B̄k + �

✓
B̄? � v̄ ⇥ Ē

c2

◆
, (11b)

P̄ 0 = P̄k + �

✓
P̄? � v̄ ⇥ (P̄ ⇥ v̄)

c2

◆
, (11c)

M̄0 = M̄k + �

✓
M̄? � v̄ ⇥ (M̄⇥ v̄)

c2

◆
, (11d)

Utilizing Eq. (8), we substitute the corresponding com-
ponent values for S̄, W , ¯̄T , and Ḡ given in Tables 1 and
2 along with the field transformations for reference frame
S to S 0 using Eq. (9) for the Abraham, Minkowski, and
Einstein-Laub tensors, Eq. (10) for the Chu tensor, and
Eq. (11) for the Amperian tensor. After some algebraic ma-
nipulation, the results are summarized in Table 3. It can
be seen that only the Minkowski, Chu, and Amperian SEM
tensors retain their form after transformation. Such mathe-
matical exercises can be carried-out on the remaining tensor
components with similar results. The conclusion is that the
Abraham and Einstein-Laub tensors are not valid SEM ten-
sors [4].

3. Energy and momentum in media

3.1. Field-kinetic subsystem

The Minkowski, Amperian, and Chu SEM tensors differ in
many regards, but one significant difference is the momen-

Table 3: Transformed stress tensors.

T 0
xx

= �T

0
xx
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x
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x
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� 1
2 �xx
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�1{(Ē0 ⇥ H̄0)
x

+ c

2
�

2(D̄0 ⇥ B̄0)
x

+c�(H0
y

B0
y

+ H0
z

B0
z

+ E0
y

D0
y

+ E0
z

D0
z

)}
� 1

2 (1 + �

2){✏0E0
x

E0
x

+ µ0H0
x

H0
x

+�

2[(✏0E0
y

E0
y

+ ✏0E0
z

E0
z

+ µ0H0
y

H0
y

+ µ0H0
z

H0
z

)

+c

2
�

2(✏0B0
y

B0
y

+ ✏0B0
z

B0
z

+ µ0D0
y

D0
y

+ D0
z

D0
z

)

+2c�{(✏0Ē0 ⇥ B̄0)
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tum density Ḡ. While each of the three SEM tensors are rel-
ativistically invariant, it is desirable to determine if one of
the three is the kinetic momentum of light, which is the mo-
mentum representing only field contributions without con-
tributions from the mass of the material. In 1953, Balazs
developed a thought experiment that allows for the deter-
mination of the kinetic momentum by studying the center-
of-mass displacement of a material slab as an electromag-
netic pulse passes [17], and number of researchers have pre-
sented versions of this thought experiment [2, 3, 11, 18, 19].

We consider a slab of dispersive, impedance-matched
material surrounded by vacuum. The slab is characterized
by a group velocity v

g

= @!/@k and wave impedance is
⌘ =

p
µ/✏ =

p
µ0/✏0. An electromagnetic wave pulse has

an initial free space momentum E
i

/c. The slab of thickness
d delays the pulse with respect to the free space path by
the distance L = (n

g

� 1)d since the group velocity in
the material is v

g

= c/n
g

, where n
g

is the group velocity
index of refraction. The required kinetic momentum of the
material while the pulse overlaps spatially with the slab is

p
m

=
E
i

c

✓
1� 1

n
g

◆
, (12)

which is necessary in order to maintain uniform motion of
the center-of-mass energy. The momentum of the slab is the
difference between the momentum of the incident pulse and
the material momentum given by Eq. (12) as required by
momentum conservation. Therefore, the electromagnetic
momentum of the pulse is the field-kinetic momentum

p
F

k

=
1

n
g

E
i

c
. (13)

This momentum corresponds to the Chu momentum, and
we, therefore, take the Chu SEM tensor as the field-kinetic
formulation [4]. Further discussion of this relationship is
given in Section 4 of this correspondence.
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The Maxwell-Chu equations [3, 16, 20]

r⇥ H̄� ✏0
@

@t
Ē = J̄

e

(14a)

r⇥ Ē + µ0
@

@t
H̄ = �J̄

h

(14b)

✏0r · Ē = ⇢
e

(14c)
µ0r · H̄ = ⇢

h

(14d)

separate the electric and magnetic fields from the material
response. The Chu formulation models the material re-
sponses by effective electric current density J̄

e

, magnetic
current density J̄

h

, electric charge density ⇢
e

, and magnetic
charge density ⇢

h

. These quantities for moving media with
local velocity field v̄ are defined as [3, 16, 20]

J̄
e

⌘ @P̄
@t

+r⇥ [P̄ ⇥ v̄] + J̄ (15a)

J̄
h

⌘ µ0
@M̄
@t

+ µ0r⇥ [M̄⇥ v̄] (15b)

⇢
e

⌘ �r · P̄ + ⇢ (15c)
⇢
h

⌘ �µ0r · M̄, (15d)

where M̄ is the magnetization, P̄ is the polarization, J̄ is
the free current density, and ⇢ is the free charge density of
the given medium. The energy and momentum continuity
equations for the field-kinetic subsystem are completed by
the interaction terms [3, 16, 20]

f̄
F

k

= ⇢
e

Ē + ⇢
h

H̄+ J̄
e

⇥ µ
o

H̄� J̄
h

⇥ ✏0Ē(16a)
'
F

k

= J̄
e

· Ē + J̄
h

· H̄ (16b)

Next, we will derive the material response to the field-
kinetic subsystem for dielectrics and isotropic metamate-
rials with electric and magnetic response.

3.2. Material response in dielectrics

Consider a harmonic oscillator describing the motion of a
bound charge under excitation of a time-harmonic field Ē.
The motion can be used to determine the stationary dielec-
tric response of the charge q given the damping factor � and
the electric resonant frequency !

e0. The equation of motion
for r̄ = x̂x+ ŷy + ẑz is [20]

m

✓
@2

@t2
+ �

e

@

@t
+ !2

e0

◆
r̄ = qĒ . (17)

If there are N such harmonic oscillators per volume of di-
electric, the material subsystem is given by [21, 22, 23]

S̄
mat

= 0 (18a)

W̄
mat

= N
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2
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1

2
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(18b)

'
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· @r̄
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�
. (18c)

The energy terms consist of a kinetic energy term 1
2m

@r̄

@t

· @r̄
@t

and a potential energy term 1
2!

2
0mr̄ · r̄ for each of N

charges in motion per-unit-volume. The momentum con-
tinuity equation for the material is [23]

¯̄T
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⇢
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⇢
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(19b)

f̄
mat

= �f̄
F

k

+N

⇢
� �

e

m
@r̄

@t

�
. (19c)

Here, we recognize the terms proportional to qr̄Ē as the
energy of the charge in the electric field, 1

2m|@r̄/@t|2 as
the kinetic energy of the particle, and !

2
e0
2 m|r̄|2 as the po-

tential energy. This last term proportional to !2
e0 is due to

the spring-like restoring nature between the electron and an
oppositely charged nucleus, which is assumed to be much
more massive.

Equation (17) can be written in terms of the macro-
scopic polarization definition by P̄ = Nqr̄, giving the
equation of motion as
✓

@2

@t2
+ �

e

@

@t
+ !2

e0

◆
P̄ =

Nq2

m
Ē = ✏0!

2
ep

Ē , (20)

where !
ep

=
q

Nq

2

m✏0
is the plasma frequency. The dielectric

material contributions to the energy are [1, 3, 6]

S̄
mat

= 0 (21a)

W̄
mat

=
1

2✏0!2
ep


@P̄
@t

· @P̄
@t

+ !2
e0P̄ · P̄

�
(21b)

'
mat

= �'
F

k

+
�

✏0!2
ep

@P̄
@t

· @P̄
@t

(21c)

The dielectric material contributions to the momentum
are [1, 3, 6]

¯̄T
mat

=
1

2

�P̄ · Ē� ¯̄I � P̄Ē (22a)

+
1

2


P̄ · Ē +

1

✏0!2
ep

✓
@P̄
@t

· @P̄
@t

� !2
e0P̄ · P̄

◆�
¯̄I

Ḡ
mat

= P̄ ⇥ µ0H̄� 1

✏0!2
ep

rP̄ · @P̄
@t

(22b)

f̄
mat

= �f̄
F

k

� �
e

✏0!2
ep

rP̄ · @P̄
@t

. (22c)

The material subsystem and field-kinetic subsystem can be
combined to form the canonical subsystem as described
conceptually in Eq. (1).

3.3. Energy and momentum in NIMs

By duality of the field-kinetic (i.e Chu) subsystem, the
causal dielectric and magnetic response of a stationary
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isotropic system can be formulated as [6, 24]
✓

@2

@t2
+ �

e

@

@t
+ !2

e0

◆
P̄ = ✏0!

2
ep

Ē (23a)
✓

@2

@t2
+ �

m

@

@t
+ !2

m0

◆
µ0M̄ = µ0!

2
mp

H̄ (23b)

The resulting material energy contributions are

S̄
mat

= 0 (24a)

W̄
mat

=
1

2✏0!2
ep


@P̄
@t

· @P̄
@t

+ !2
e0P̄ · P̄

�

+
µ0

2!2
mp


@M̄
@t

· @M̄
@t

+ !2
m0P̄ · P̄

�
(24b)

'
mat

= �'
F

k

+
�
e

✏0!2
ep

@P̄
@t

· @P̄
@t

+
�
m

✏0!2
mp

@M̄
@t

· @M̄
@t

, (24c)

and the momentum contributions are

¯̄T
mat

=
1

2

�P̄ · Ē + µ0M̄ · H̄� ¯̄I � P̄Ē � µ0M̄H̄

+
1

2

⇢
P̄ · Ē + µ0M̄ · H̄ (25a)

+
1

✏0!2
ep

✓
@P̄
@t

· @P̄
@t

� !2
e0P̄ · P̄

◆

+
µ0

!2
mp

✓
@M̄
@t

· @M̄
@t

� !2
m0M̄ · M̄

◆�
¯̄I

Ḡ
mat

= P̄ ⇥ µ0H̄+ Ē ⇥ µ0M̄+ P̄ ⇥ µ0M̄
� 1

✏0!2
ep

rP̄ · @P̄
@t

� µ0

!2
mp

rM̄ · @M̄
@t

(25b)

f̄
mat

= �f̄
F

k

� �
e

✏0!2
ep

rP̄ · @P̄
@t

� µ0�m
!2
mp

rM̄ · @M̄
@t

. (25c)

Under time-harmonic excitation, the stationary (i.e.
v̄ ! 0) Minkowski constitutive parameters can be approx-
imated D̄ = ✏(!)Ē and B̄ = µ(!)H̄ . Each field phaser
follows the relation Ā = <{Āe�i!t}. The constitutive pa-
rameters are

✏(!) = ✏0

 
1� !2

ep

!2 � !2
e0 + i!�

e

!
(26a)

µ(!) = µ0

 
1� !2

mp

!2 � !2
m0 + i!�

m

!
. (26b)

The time-averaged energy density is

hW
can

i =
✏0
2

"
1 +

!2
ep

�
!2 + !2

e0

�

(!2 � !2
e0)

2
+ �2

e

!2

#
��Ē
��2

+
µ0

2

"
1 +

!2
mp

�
!2 + !2

m0

�

(!2 � !2
m0)

2
+ �2

m

!2

#
��H̄
��2 .(27)

In the limit of zero losses (�
e

! 0 and �
m

! 0) both
✏
I

= 0 and µ
I

= 0 and the energy density satisfies the
well-known relation [20, 21, 25, 26]

hW
can

i = 1

4

@(✏!)

@!

��Ē
��2 + 1

4

@(µ!)

@!

��H̄
��2 . (28)

It is the rate of change in energy that appears in the energy
continuity equation, which tends to zero upon cycle aver-
aging, and since h@W/@ti = 0, the resulting conservation
equation

�hr · S̄
can

i = 1

2

⇥
!✏

I

|Ē|2 + !µ
I

|H̄|2⇤ (29)

is generally regarded as the complex Poynting’s theorem,
where hS̄

can

i = 1
2<{Ē⇥H̄⇤} is the time average Poynting

power.
The average momentum density,

hḠ
can

i =
1

2
<
⇢
D̄ ⇥ B̄⇤ + k̄

✏0!!
2
ep

(!2 � !2
e0)

2 + �2
e

!2
|Ē|2

+ k̄
µ0!!

2
mp

(!2 � !2
m0)

2 + �2
m

!2
|H̄|2

�
, (30)

satisfies [27]

hḠ
can

i =
1

2
<
⇢
D̄ ⇥ B̄⇤ +

k̄

2

✓
@✏

@!
|Ē|2 + @µ

@!
|H̄|2

◆�

=
1

2

⇢
1

v
g

v
p

Ē ⇥ H̄⇤
�

(31)

when the losses approach zero, where v
p

= !/k and
v
g

= @!/@k are the phase velocity and the group veloc-
ity, respectively. The time average stress tensor is found to
be

h ¯̄T
can

i = 1

2
<
⇢
1

2
(D̄ · Ē⇤ + B̄ · H̄⇤) ¯̄I � D̄Ē⇤ � B̄H̄⇤

�
(32)

since the dispersive terms average to zero. Because the
average rate of change in momentum density is zero (i.e.
h@Ḡ/@ti = 0), the momentum conservation theorem for a
monochromatic wave becomes

�hr · ¯̄T
can

i = 1

2
<
⇢
!✏

I

Ē ⇥ B̄⇤ � !µ
I

H̄ ⇥ D̄⇤
�

(33)

where the tensor is the complex Minkowski tensor. The
force terms in Eq. (33) have been defined as the force den-
sity on free currents [28, 29].

4. Discussion

For illustration purposes, we consider a couple of examples.
First, we consider the momentum density contribution to an
electromagnetic pulse. Then, we consider the momentum
flux or stress tensor contribution to a continuous wave.
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4.1. Electromagnetic Pulse

A pulse is incident upon a medium with constitutive param-
eters µ(!), ✏(!). For simplicity, we consider the medium
to be dispersive, but lossless. The excitation energy of the
pulse is [1, 3]

E
exc

⌘ E
i

� E
r

= E
i

(1� |R|2), (34)

where E
i

is the incident energy, E
r

is the reflected energy,
and |R|2 is the reflectivity. The excitation energy is unam-
biguously defined in terms of the vacuum quantities. The
spatial length of the transmitted pulse is decreased propor-
tional to the factor n�1

g

due to the change in velocity inside
the medium. We can investigate the interpretation of the
field-kinetic and canonical subsystems inside the medium.

If we assume the field-kinetic momentum density de-
fined by the Chu SEM tensor, we see that the momentum
inside the material is

p̄
F

k

=

ˆ
z

dzḠ
F

k

(z) = ẑ
1

n
g

E
i

c

�
1�R2

�

= ẑ
1

n
g

c
E
exc

. (35)

This is the momentum derived in Balazs’ thought experi-
ment.

We may arrive at this result using another approach by
viewing each photon as a particle with effective mass un-
changed as it enters the material so that m0 = m = E/c2.
In the vacuum region (z < 0), the velocity of the pulse is
v̄0 = ẑc. At t = 0, the pulse enters the material and the
velocity becomes v̄ = ẑc/n

g

. The force on the material is
due to the momentum exchange

p̄
i

� p̄
kin

= m0v̄0 �mv̄ = ẑ

✓
E

c2
c� E

c2
c

n
g

◆

= ẑ
E

c

✓
1� 1

n
g

◆
.

Therefore, the field-kinetic subsystem gives the interpreta-
tion of constant effective mass.

Alternately, if we assume the canonical momentum
density defined for a dispersive, lossless material from
Eq. (31)

Ḡ
can

(z) = ẑn
g

n
p

W
i

(z)

c
(1� |R|2), (36)

we see that the momentum inside the material is

p̄
can

=

ˆ
z

dzḠ
can

(z) = ẑn
p

E
i

c

�
1�R2

�

= ẑn
p

E
exc

c
. (37)

This momentum, which is proportional to the phase veloc-
ity index of refraction, is generally measured inside ma-
terials as a combination of field plus material contribu-
tions [12, 28, 30, 31, 32].

Figure 2: Demonstration of a refracted Gaussian beam at a
matched negative refractive index boundary. The incident
medium z < 0 is vacuum (µ0, ✏0) and the transmitted is a
matched left-handed medium (�✏0,�µ0). The parameters
for incident TM field are amplitude H0 = 1 A/m, inci-
dent wavelength �0 = 1064 nm, beam waist w = �0, and
NA = 0.8.

We may arrive at this result using another approach by
viewing each photon as a particle where the effective mass
increases when it enters the material. The force on the ma-
terial is due to the momentum exchange

p̄
i

� p̄
can

= m0v̄0 �mv̄ = ẑ

✓
E

c2
c� E

c2/(n
g

n
p

)

c

n
g

◆

= ẑ
E

c
(1� n

p

) . (38)

In this view, the momentum of the pulse entering a dielec-
tric is increased due to the additional momentum of the ma-
terial which is added to the electromagnetic pulse. These
contributions were described in detail in Section 3.

It is interesting what happens to the two quantities in
negative index media (NIM). Note that for NIM, n

p

< 0,
but n

g

> 0. The field-kinetic momentum, being related to
n
g

, remains positive in negative index media. The canoni-
cal momentum on the other hand reverses direction due to
its proportionality to n

p

. Note, however that in the presence
of losses, the direction of the canonical momentum can be
parallel or anti-parallel to the energy flow [6].

4.2. Continuous Wave

Consider the problem of a continuous wave incident upon a
negative index material (�✏0,�µ0) from vacuum (✏0, µ0).
The wave shown in Fig. 2 is a TM Gaussian beam incident
at ⇡/6.

The field-kinetic force on the surface is F̄
F

k

=
x̂1.6 pN/m. The interpretation of this force is that there
is an equal and opposite force �F̄

F

k

= �x̂1.6 N/m that
changes the direction of the incident photons from the +ẑ
and +x̂ direction to the +ẑ and �x̂ direction. The trans-
mitted electromagnetic momentum has an identical ẑ com-
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ponent as the incident. Therefore, it is the equal and op-
posite force of the material on the electromagnetic waves
at the surface that causes the change in momentum in the
x̂ direction. The form of the field-kinetic momentum re-
mains the same for all types of medium, and this descrip-
tion was previously applied to describe the optical dynam-
ics of anisotropic metamaterial cloaks [33, 34]. Although
the field-kinetic subsystem had yet to be uniquely identi-
fied, the Chu formulation was used to describe the optical
dynamics of optical cloaks, which explains in retrospect
how the forces on the optical paths were able to describe
the transformed paths. Such a description is also useful for
perfect lenses where planar surfaces are used to negatively
refract images [24].

The canonical SEM tensor provides an alternate view-
point. In this case, the time-averaged force reduces to the
divergence of the Minkowski stress tensor. The canonical
force on the surface is F̄

can

= ẑ2.8 pN/m. The zero force
in the x̂ direction means that the tangential component of
the wave momentum is conserved [6]. The change in the
normal component of the wave momentum is due to the ad-
ditional momentum from the material response as described
in Section 3.

5. Conclusions

We have shown that the field-kinetic subsystem as given by
the Chu formulation represents the energy and momentum
contained within the fields, and the sum of the field-kinetic
and material response subsystems represent the wave or
canonical subsystem. The canonical subsystem reduces to
the Minkowski subsystem only under negligible dispersion.
We may conclude that neither the Minkowski or Abraham
SEM tensors are universally correct. In fact, the Abraham
SEM tensor violates the physical constraint of relativistic
invariance. Our view was demonstrated the physics of neg-
ative index materials under both the field-kinetic and canon-
ical or wave SEM models for negative refraction, which is
fundamental to perfect lensing and invisibility cloaking.
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Abstract 
The RLGC model, and its variations, is one of the most 
common techniques to simulate Transmission Lines. The 
RLGC model uses circuit network elements consisting of 
Resistance R, Inductance L, Conductance G and 
Capacitance C (per unit length) to represent a small segment 
of the Transmission Line, and then cascades multiple 
segments to simulate the Transmission Line of arbitrary 
length. Typically the parameters in RLGC model are 
extracted from the propagation constant �  and 
characteristic impedance 

oZ of the transmission line, which 
are found using numerical simulation methods. These 
resulting RLGC parameters for multi-GHz signaling are 
usually frequency-dependent. This paper introduces an 
analytical approach to extract RLGC parameters to simulate 
transmission line, which results in a different model, the 
RLGC(p) model. 
 

1. Introduction 
Maxwell’s Equations have been widely studied and used 
since their publication in 1861 by the Scottish physicist and 
mathematician James Clerk Maxwell. While Maxwell’s 
Equations may appear in different forms, a common key 
aspect is that these equations specify the relationship of 
electric field intensity ( E

�
), magnetic field intensity ( H

�
), 

electric charge density ( � ) and electric current density ( J
�

) 
at a particular space-time1, ( , )x t� �� . For example: 

( , ) ( , )E x t B x t t� � � � ��� � �� �
� � �� �   

( , ) ( , ) ( , )B x t J x t E x t t	 	
� � � � � � ��� � � � �
� � � �� � �  

( , ) ( , ) /E x t x t� 
� � � �� � �
� � � �   

( , ) 0B x t� �� � �
� � �   

Where  �  �, ,B x t H x t	� � � ��
� �� � is the magnetic flux density at 

point x�� , time t’, and µ is the permeability of the medium. 

To analyze electromagnetic field propagation we need to 
find the causal relationship between different space-times 

for the source ( , )x t� ��  and the observation point ( , )x t� . Since 
electromagnetic fields propagate in the medium with a finite 
propagation speed, denoted as � , there is a time difference 
in the relationship of electromagnetic fields at the source and 
the observation point. This phenomenon is known as Time 
Retardation and the time difference can be described as 
t t x x �� �� � �� � . 

 
Figure 1: Time Retardation of Electromagnetic Fields 

 
For Electrostatic fields where the source does not change 
over time:  �  �, ,E x t E x t� � ��

� �� �  and  �  �, ,H x t H x t� � ��
� �� � , therefore 

the electromagnetic fields at the source and the observation 
point can have the same time component t , which makes the 
propagation appear instantaneous and makes the Time 
Retardation irrelevant. However, for time-varying 
electromagnetic fields, the time component t�  and t  must be 
treated differently, and the derivative on t�  will result in 
extra terms as t�  is correlated to t , x�� , x� . In other words, a 
comprehensive solution of electromagnetic fields that 
addresses Time Retardation must include these extra terms. 
We call such a solution the Retarded Solution of 
electromagnetic fields. It should be noted that the solution 
for Electrostatic fields is a special case of the Retarded 
Solution where the extra terms are zero due to t t� � . 
 
The Retarded Solution of electromagnetic fields can be 
derived from Maxwell’s Equations with a Green’s Function. 
The Retarded Solution for point source, which is also known 
as the Jefimenko’s Equations[2], can be found as:  

� � � �
2 2

( , )( , )1 1( , ) ( , )
4

ret ret
ret

J x tx tr rE x t x t
R R t R t

�
�

�
 � �

� �� �� ��� �� � �� �� �� � �
� �� �� �

� ��� �� � �

2

( , )1 1( , ) ( , )
4

ret
ret

J x t
B x t J x t r r

R R t
	
� �

� �� �� ��� �� �� � � �� � � �� � �� �� �
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With a Fourier transform, this can be converted to 
Frequency Domain2: 

2 2
1( , ) (1 ) ( , ) ( , )

4
j R j RR RE x r j x e j J x e

R
� � � �� �� � � �

�
 � �
� �� �� �� � �� �� �

� �� � � �

2( , ) (1 ) ( , )
4

j RRB x j J x e r
R

� �	 �� �
� �

��� �� � �� �
� �� � �  

The solution for other type of sources can be developed 
based on the solution for a point source. 

 

2. Theoretical Case Study 
The Retarded Solution of electromagnetic fields provides an 
analytical way to solve the electromagnetic fields. In this 
section we use it to solve the test case of a simplified 
transmission line. In this test case, we use a lossless thin 
straight line source along the z direction to represent the 
Transmission Line, and use a PEC flat plane at distance h  
away from the line source to represent the reference plane. 
We fill the entire space with uniform lossless medium in 
which the electromagnetic fields propagate at velocity, � . 
As a simplification, the model is extended to infinity to 
avoid the need of handling any boundary condition.   

 
Figure 2: Case Study  

 
For demonstration purposes, we drive the source with a 
100GHz sinusoidal wave and observe the electromagnetic 
fields on the surface of the PEC reference plane, for 

10h mils�  and 100h mils� , respectively. We plot the field 
magnitude of the fields in color where the positive peak is 
in red and the negative peak is in blue.  

  
   (a) 10h mils�    (b) 100h mils�  

Figure 3: 
yE
�  magnitude plot, oblique view 

  
   (a) 10h mils�    (b) 100h mils�  

Figure 4: 
yE
�  magnitude plot, top view 

  
(a) 10h mils�    (b) 100h mils�  

Figure 5: 
yE
�  magnitude plot, side view 

  
   (a) 10h mils�    (b) 100h mils�  

Figure 6: 
yE
�  magnitude plot, front view 

 
In addition to showing that the magnitude of field intensity 
at x�  is inversely proportional to its distance from x�� , these 
electric field intensity plots show the Time Retardation due 
to finite propagation velocity of fields. It is apparent that the 
peak of field intensity lags behind the peak of the source, 
and the delay is proportional to the distance, resulting in a 
“new moon” field pattern on the observation plane. This is 
more obvious with larger h  as the field has been spread out 
further when it arrives at the reference plane such as in 
Figures 3(b) and 4(b).  
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For the same study case, we can observe the field magnitude 
on the cross section of the model, as indicated in Figure 7. In 
this case, we set 100h mils�  and set source frequency to 
100GHz and 10GHz, respectively in Figure 8 and Figure 9. 
 

 
Figure 7: Case Study  

 
In these  field plots, the background color represents the 
magnitude of the field where peak magnitude is red and 
minimum magnitude is blue. The red arrows indicate the 
direction of the 

xyE
�  field (electrical field on the x-y 

observation plane) and the blue arrows indicate the 
direction of the 

xyB
�  field (magnetic field on the x-y 

observation plane).  
 

 
Figure 8: Field plot for 100GHz 

 

 
Figure 9: Field plot for 10GHz 

 
The direction of 

xyE
�  (red arrows) and 

xyB
�  (blue arrows) in both 

figures shows that the energy is propagating in the same 
direction for any point on the observation plane; however, the 
direction of fields are not uniform for 100GHz. This is due to 
Time Retardation of fields. The total field is a sum of the 
original fields directly from the line source and the reflected 
field from the PEC reference plane. The total field at a given 
observation location is dominated by a certain section of the line 
source due to Time Retardation and the dominating section is 
related to the distance of the observation location to line source. 
If the source is varying at a very high frequency, there is more 
variation in the dominating sections on the line source for the 
observation area, some of which segments may even be on 
different parity, this creates an irregular field pattern and 
opposite direction of the fields for 100GHz source as shown in 
Figure 8. Conversely shown in Figure 9, if the source is varying 
slower, there is minor variation in the dominating sections on the 
line source for the observation area; therefore the total field is 
more uniform. Note that the direction of electric field intensity at 
the bottom of both Figure 8 and Figure 9 is perpendicular to the 
PEC as required. 
 
Electromagnetic fields near the Transmission Line are the key to 
understanding the performance of the transmission line. As with 
field patterns in Figure 8 and Figure 9, there are unique 
characteristics for Transmission Line at high frequency. This can 
be studied analytically by using the Retarded Solution of Fields 
introduced in previous section of this paper and by using the 
simulation program developed by the authors.  



4 
 

3. Simulation Case Study 

In the previous section, it was demonstrated how to solve 
the electromagnetic fields near a Transmission Line using 
the Retarded Solution. In this section, these field solutions 
will be used to study the RLGC model which is a common 
technique for representing Transmission Line behavior. As 
in Section 2, a simplified representation of a Transmission 
Line is assumed where a lossless, thin, and uniform line 
source along the z axis is placed above a flat, PEC plane at 
distance h  away representing the reference plane. 
 
To simulate a transmission line, the propagation constant �  
and characteristic impedance 

oZ  are needed. For a uniform 
Transmission Line along the z  direction, the voltage and 
current at a given location z  is ( ) z zV z V e V e� �� �

� �� �  and 
( ) z zI z I e I e� �� �

� �� � , where zV e ��
�

 and zI e ��
�

 are the voltage 
and current propagating in the z� direction; zV e ��

�
 and 

zI e ��
�

 are the voltage and current propagating in the z�  
direction. With this, the characteristic impedance 
is:

oZ V I V I� � � �� � � , which is the ratio of voltage and 
current propagating along one direction.  

 
Figure 10: Impedance and Admittance network 

 

As shown in Figure 10, the Transmission Line is divided 
into multiple equal segments of z�  in length, where �  and 

oZ  are found with the impedance, Z , and admittance. Y ,of 
each segment: 

z
z

O
z

Oz O

ZV e V IZ I e Z Y Z Zz
Y ZYI e Z Z YI VY V e

or

z

�
�

�
�

� ��
�

�

�
� ��

�
� ��

� � �� � � �
��
�� � �� � �� ��

� � ���
�� �� ��

� � �
 �� �  

� � 
�

��  
�

�
�

�
�

 

 

  
Figure 11: RLGC Transmission Line model segment 

In a classical RLGC model, as shown in Figure 11, the 
impedance, Z , and admittance, Y ,of each segment are 
represented by the Resistance R, Inductance L, Conductance 
G and Capacitance C, where Z jR L�� � , Y G j C�� � , with 

the underlining assumption that R, L, G, C parameters are 
real positive values. One key assumption to make the 
cascaded segments a good representation of the 
Transmission Line is to keep each segment small enough 
compared to the wavelength of the frequency of interest 
which is application dependent. To resolve this, the classical 
RLGC modeling technique introduces the per unit length R, 
L, G, C parameters,

pulR ,
pulL ,

pulG ,
pulC , and multiplies the 

length of segment z�  respectively to 
pulR ,

pulL ,
pulG ,

pulC  to 
obtain  R, L, G, C values for an application. In summary, for 
classical RLGC model:  

 parameter= ( )
 parameter= ( )
 parameter= (Y)
 parameter= ( )

pul

pul

pul

pul

R real Z R
L imag Z L
G real G
C imag Y

z
z

z
z C

�

�

� �

� �

� �

� �

�

�

�

�

   and     

O

Z j L
Y G j C

Z Y

Z Z Y

R �
�

�

� �
� �

� �

�

 

 
With the electromagnetic fields near a Transmission Line 
solved by the Retarded Solution, applying their physical 
meaning to 

pulR ,
pulL ,

pulG ,
pulC  leads to a different result. 

From a physical point of view, 
pulR  is often referred to as 

the electrical resistance due to the Transmission Line 
material’s conductivity, and 

pulG is referred to as the 
electrical loss due to surrounding material. In a simplified 
model with assumptions of lossless Transmission Line as 
well as lossless surrounding material, resistance and 
conductance can be assigned as 0pulR �  and 0pulG � . 
According to their definitions, 

pulL  is the ratio of the total 
magnetic flux surrounding a unit segment (perpendicular to 
the segment and extending to ∞) to the current on such 
segment and 

pulC  is the ratio of the charge on a unit 
segment over the voltage of such segment. Since the total 
magnetic flux and the voltage are integral products of the 
fields Transmission Line and such fields are solved by the 
Retarded Solution as demonstrated in Section 2, the 

pulL  
and 

pulC  for the simplified Transmission Line model setup 
in Section 2 are: 

2

1
3 3 2 2( )

4

img imgjkR jkRjkR jkRL jkz
pul a L

img img

e e e eL x x e jk d
R R

xdz
R R

	
�

� �� �! ��
� �" # " #

� �� � � � �� �$ % $ %$ % $ %� �& ' & '� �
( (

 �2

1
3 3 2 2

4
img img

pul jkR jkRjkR jkRL jkz

L
img img

a

C
e e e ex x e jk dz dx
R R R R

�

� �� �! ��

� �" # " #
� �� � � �� �$ % $ %$ % $ %� �& ' & '� �

�

((
 
where a  is the radius of the transmission line, 

1L and 
2L  are 

the starting and ending location of the transmission line, and 
/k � �� . Additionally, we define R as the distance from the 

observation point to an integral segment, and 
imgR  as the distance 

from the observation point to the mirror image of the same 
segment with respect to the reference plane. This image line 
source is used to assure that fields on the PEC are orthogonal to 
that reference plane. 
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For 
pulL  and 

pulC , there is a common term in the solution:  

2

1
3 3 2 2( )

img imgjkR jkRjkR jkRL jkz

a L
img img

e e e ex x e jk dz
R R

dx
R R

� �� �! ��
� �" # " #

� �� � � �� �$ % $ %$ % $ %� �& ' & '� �
( (  

It can be shown that this term is a complex value unless 
/ 0k � �� �  (Static case), so the authors define this 

common term to be jP e ) , where P  is the magnitude and )  
is the phase. It can also be shown that )  increases as 

/k � ��  increases. With this common term, we can see that 
pulL and 

pulC  are also complex if the source is not static and 
we can write: j

pul pulL L e )�  and j
pul pulC C e )�� , where: 

4pulL P	
�

�  and 4pulC P�
� . As a result we have: 

 parameter= ( )

 parameter= ( ) cos

 parameter= (Y)

 paramet

s

er= (

in

s

) co

n

s

i

pul

pul

pu

pul

pul

u

l

p l

R real Z R

L imag Z L

G real G

C imag

z L

z C

zY C

z

z

z

� )

�

�

)

)

)

�

�

�

�

�

� �

� �

� �

�

� � �

� � �

�

  

 
The authors refer to the model using these RLGC 
parameters as the RLGC(p) model, to distinguish from the 
classical RLGC model as described in the beginning of this 
section. A key characteristic of the RLGC(p) model is that it 
yields extra terms in R and G parameters from inductance 
and capacitance. This changes the “loss portfolio” in that C 
and L now contain energy loss components whereas the 
classical RLGC model considers only R and G parameters 
as representing energy loss. The extra terms 

sinpulz L� )� � �  and sinpulz C� )� �  (shown in red above) 

are in opposite polarity so one appears as an energy source 
and the other appears as an energy consumer. It must be 
noted that these terms are energy neutral in the sense that 
the energy “produced” by one is exactly the same as the 
energy “consumed” by the other. This phenomenon is due 
to Time Retardation and the definition of inductance and 
capacitance, which requires part of the energy generated by 
previous segments is accounted for by the current segment, 
and the same amount of energy generated by the current 
segment is accounted for by the next segment, so on and so 
forth. The RLGC(p) model is able to describe such behavior, 
in other words, it describes Time Retardation. It is also 
noted that the Classical RLGC model is a special case of the 
RLGC(p) model when 0) � .  
 
For high loss transmission at low frequency, the extra terms 
in RLGC(p) model are small since )  is small; therefore, the 
difference between RLGC(p) model and classical RLGC 
model may be negligible. However, for low loss or no loss 
Transmission Lines or for Transmission Lines at high 
frequency, using a Classical RLGC model will result in 
error.  
 
The simplified Transmission Line in Section 2 is an extreme 
case because no material loss is assumed in addition to a 
very high source frequency (100GHz); it is a good case to 

demonstrate the difference between RLGC(p) model and 
classical RLGC model. As a comparison, the S parameter at 
100GHz are plotted for a 500mils section using the RLGC(p) 
model generated by the author’s solutions to the Retarded 
Field equations (Case [1]), it is compared against the S 
parameters generated by a commercial 3D FEM field solver 
(Case [0]). Also added to the comparison are the S 
parameters generated from classical RLGC model extracted 
by a 2D field solver (no Time Retardation included) (Case 
[2]) and the S parameters generated from classical RLGC 
model extracted by the 3D field solver (Case [3]). Finally, 
Case [4] is added which is the S parameters generated from 
RLGC(p) model extracted from the modal data of the 3D 
FEM field solver.  
 

dB

 
Figure 12: Magnitude of S11 from 94GHz to 95GHz 
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Figure 13: Phase of S11 from 94GHz to 95GHz 
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Figure 14: Magnitude of S21 from 94GHz to 95GHz 
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Figure 15: Phase of S21 from 94GHz to 95GHz 
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Figure 16: Magnitude of S11 from 88GHz to 89GHz 
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Figure 17: Phase of S11 from 88GHz to 89GHz 
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Figure 18: Magnitude of S12 from 88GHz to 89GHz 

de
gr

ee

 
Figure 19: Phase of S12 from 88GHz to 89GHz 

 
 

4. Discussion 
From Figure 12 to Figure 19, it is shown that an RLGC(p) 
model is effective in representing the Transmission Line, its 
performance is similar to the S parameters of a commercial 
3D FEM field solver (Case [0], Case [1] and Case [4]). 
Comparing Case [3] and Case [4] shows the differences 
between a classical RLGC model and a RLGC(p) model; in 
that, the classical RLGC model trends well but are not 
accurate when compared to the RLGC(p) model. It should 
be emphasized that Case [1] and Case [3] are generated 
from the same field data of the 3D FEM field solver. In 
Case [2], the classical RLGC model from 2D field solver is 
incorrect in the Propagation Constant and Characteristic 
Impedance due to not take into account Time Retardation. 
This tells us that ignoring Time Retardation at high 
frequency results in error.  
 
Regarding the magnitude of S12 in Figure 14 and Figure 
18, the insertion loss of the Transmission Line, Case [3] is 
drastically different from Case [0] because the 3D solver 
“corrects” the negative parameters, in this case the R 
parameter, for the classical RLGC model with the intention 
of preserving passivity. However, this “correction” disturbs 
the energy state as it eliminates the energy source, a 
negative R parameter, but preserves the energy consumer in 
G parameter. We cannot preserve the energy state by 
eliminating both the energy source and consumer in R and 
G parameter, because it is effectively ignoring Time 
Retardation, as shown in Case [2], it will create incorrect 
Propagation Constant and Characteristic Impedance. The 
best approach is to make no “correction” as done in 
RLGC(p) model. As explained in Section 3, Time 
Retardation will create a complementary energy source and 
energy consumer, the passivity enforcement should avoid 
correcting such an energy source.   
 
 

5. Conclusions 
Based on the study of the analytical solution, an RLGC(p) 
model is proposed. It is shown that this new model is more 
effective in simulating the Transmission Line compared to 
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the classical RLGC model. Unlike the classical RLGC 
model that uses the DC (static) definition for Capacitance 
and Inductance, this new model takes into account the time 
retardation between sources (charge and current density) 
and the electric and magnetic field intensities that appear at 
large separated locations, which leads to complex value of 
Capacitance and Inductance. In extreme cases (for example 
with a digital rapidly fluctuating source charge and current), 
traditional methods can even extract negative RLGC 
parameters from S parameters. We thus conclude that 
classical RLGC parameters at high frequencies are not 
consistent with their DC counterparts.  This inconsistency is 
due to time retardation of propagating fields in the medium. 
The proposed RLGC(p) model can handle this 
inconsistency. 
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Abstract- The limitation of the antenna dimensions is critical for radar applications, especially at low 

frequencies. We demonstrate the use of an appropriate dielectric material is an efficient way to optimize 

antenna behavior and to reduce its dimensions. The behavior of an antenna filled with resin intended for 

Ground Penetrating Radar is validated using the experimental results. We propose to develop a new 

dielectric material based on different test mixtures to significantly improve the material properties, 

especially in term of electromagnetic characteristics. 

 

The limitation of the antenna size is critical for radar applications, especially at low frequencies. For example, 

a radar system installed on Tunnel Boring Machine (TBM) must provide identification of large obstacles which 

can obstruct during digging (e.g. other tunnels, cavities, boulders, foundations, archaeological remains, etc.,) as 

well as soil changes (e.g. from gravel to fractured rock) (NETTUN Project). This radar system must radiate at 

low frequencies in order to achieve better penetration in the soil, ideally few decades of Megahertz. 

A solution to reduce the size of antennas is to introduce a dielectric material to the radiating structure. The 

main antenna dimensions are divided by square root of the dielectric permittivity. Table I illustrates an example 

of a K antenna [1]-[2] designed for the frequency band of 200 MHz to 2 GHz. The relative permittivity of the 

dielectric is equal to 6. 

TABLE I.  ILLUSTRATIONS OF REDUCED ANTENNA DIMENSIONS  

K antenna in air K antenna with dielectric (Hr=6) 

L=0.4m 

H=0.3m 

W=0.15m 

L=0.16m 

H=0.12m 

W=0.06m 
 

 

For NETTUN project [3], an UWB antenna, KHORN antenna which consists of the insertion of a K antenna 

into a metallic cavity. The selected filling material was a polyurethane dielectric resin from Axson Technologies 

(reference RE11880/RE1020).  

We have measured the relative permittivity of resin using the Dielectric Assessment Kit (DAK-12) by 

Schmid & Partner Engineering AG which is ideal for all applications where high-precision dielectric parameter 

measurements (permittivity, conductivity, loss tangent) are required, including applications in electronic, 

chemical, food, and medical industries. The relative dielectric permittivity of resin is close to 4. 

The designed KHORN antenna has been manufactured (Fig. 1.a) and test measurements have been performed 

on this structure when the antenna is in contact with the soil. The adaptation bandwidth strongly depends on the 



nature of the soil and its humidity. To illustrate this dependence, measurements of reflection coefficients have 

been performed in the same location at two different times. The obtained results are depicted in Fig. 1.b. The 

lower adaptation frequency is 250MHz for this configuration. 

a) 

 

b) 

 

 

 

Fig.1. a) Antenna, filled using the resin, in contact with soil , b) Measured adaptation 

parameter; influence of soil humidity 
Fig. 2. Real part (Eps’) and Imaginary part 

(Eps’’) of relative permittivity - Geopolymer   

 For reducing the antenna dimensions, it is better to use dielectric materials with higher dielectric permittivity 

from which we are able to extract an accurate electromagnetic model. 

New dielectric materials based on different test mixtures are currently designed [4]. This new class of  
materials called geopolymer are ill-organized, three-dimensional materials resulting from the activation of an 

aluminosilicate source using an alkaline solution. The aim of such research is to significantly improve the material 

properties, especially in term of electromagnetic characteristics. Relative dielectric permittivity for such material 

is presented in Fig. 2. 
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Abstract-This contribution describes the design of a printed reflectarray to generate a focused 

beam in dual polarization at 19.7 GHz and also at 29.5 GHz, which are downlink and uplink 

frequencies for Satcom terminal antennas in Ka-band. The proposed reflectarray allows 

dual-frequency and dual-polarization operation, as well as simple and low-cost manufacturing. The 

simulated radiation patterns for a 20-cm reflectarray show a gain better than 30 dBi in both bands, 

with low levels for cross-polar radiation and side lobes. 

 

Introduction: Ka-band has become a major alternative for satellite systems to satisfy the growing demand 

for capacity and provide broadband services. Conventional reflectors and phased arrays have been proposed for 

transmit and receive terminal antennas; however, the different frequencies for uplink (30 GHz) and downlink (20 

GHz) lead to a more complex antenna design. Otherwise, reflectarrays can be designed for multi-frequency 

operation using a single layer [1] or stacked layers for each frequency [2]. A reflectarray working at 20 GHz and 

30 GHz in orthogonal linear polarization was proposed in [3], so that only one linear polarization could be used 

at each frequency. In this paper, the authors present the design of a reflectarray VSAT antenna to simultaneously 

operate in dual polarization (linear or circular) at receive (19.7 GHz) and transmit (29.5 GHz) frequencies. 

Reflectarray cell: The unit-cell used to provide the phasing on the reflectarray consists of two orthogonal 

sets of five parallel dipoles printed on a dielectric layer, and two additional sets of three parallel dipoles stacked 

above the first sets and printed on the top of a second dielectric sheet (see Fig.1a). The period, PX = PY = 6.5 mm, 

is chosen as 0.66·λ at the higher frequency (29.5 GHz) to avoid the appearance of grating lobes up to 30º 

incidence. This cell provides a smooth variation in phase response in a range greater than 360º at 19.7 GHz and 

29.5 GHz. An independent phase control can be achieved based on the dipole lengths: upper dipoles will not 

disturb the phase response at 19.7 GHz, as they are shorter than the ones in bottom layer, while lower dipoles 

will behave as a ground plane at 29.5 GHz for higher layer elements. Thus, the dipole lengths can be first 

adjusted on the bottom layer to produce the required phase-shift at 19.7 GHz, and then, those on the top layer to 

provide the required phase at 29.5 GHz. 

Antenna design: A 20-cm sided reflectarray, consisting of 900 elements arranged in a 30x30 grid, has been 

designed to generate a focused beam in the direction θb = 13°, φb = 0° for the two orthogonal polarizations (with 

the electric field in the direction of the dipoles) at 19.7 and 29.5 GHz. Since the antenna is designed to provide 

the same radiation pattern for the two orthogonal components of the incident field, it will operate in dual 

Circular Polarization (CP) when it is illuminated by a dual-CP polarized feed. The phase center of the feed is 

placed at coordinates (-40, 0, 195) mm relative to the reflectarray center, and the radiated field is modeled using 

a cos-q distribution, with q=10.5 for 20 GHz band and q=10.7 for 30 GHz band. A home-made software analysis 



routine, based on the Method of Moments in the Spectral Domain (MoM-SD) and the local periodicity approach, 

has been employed to optimize the dipole lengths in order to provide the phase-shift distributions shown in Figs. 

1b and 1c for both polarizations at 19.7 GHz and 29.5 GHz, considering the real angle of incidence on each 

reflectarray element. The dimensions of all dipoles are optimized element-by-element to simultaneously match 

the phases at the central and extreme frequencies in lower (19.2-20.2 GHz) and higher (29-30 GHz) bands, 

following a procedure similar to that shown in [4]. 

           

Figure 1. (a) View of reflectarray periodic structure. (b) Required phase-shift at 19.7 GHz and (c) at 29.5 GHz.  

Results and conclusions: The simulated radiation patterns in gain (see Fig. 2), have been obtained from the 

tangential reflected field at each reflectarray cell, using the mentioned MoM-SD software. A gain of 31.4 dBi 

and 34.2 dBi is reached at 19.7 GHz and 29.5 GHz, respectively, with cross-polar radiation around -26.5 dB 

within a -3 dB main beam and side-lobe level close to -22 dB. An 8% and 5% bandwidth has been achieved in 

each band with a gain variation < 1 dB. The antenna efficiency can be estimated as 67% in lower band and 57% 

in higher band, considering illumination, spillover and dielectric losses. These results show the potential of 

reflectarrays for dual-frequency and dual-polarization operation as an alternative for Ka-band terminal antennas. 
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Figure 2. Simulated radiation patterns in gain (dBi): (a) XZ-plane at 19.7 GHz, (b) XZ-plane at 29.5 GHz. 
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Abstract- In this contribution the study of the complementary strip-slot with circular geometry is 
presented. Electromagnetic simulations of the S-Parameters and radiation characteristics were 
carried out. A matching bandwidth of more than 175% was obtained, which is explained by the 
circuit modeling using a lattice network. The circular strip-slot has a broadside and bidirectional 
radiation pattern appropriate for series-fed arrays. 
 

The narrow bandwidth of microstrip antennas leads to the research of alternatives to solve this limitation. In 
[1] the complementary strip-slot was proposed as a planar radiator with broad matching and it was shown this 
structure can be modeled by a lattice network [2]. In this paper, the circular strip-slot structure is studied in order 
to analyze whether the strip-slot with this geometry has similar properties to the rectangular strip-slot and 
whether it can be modeled likewise with a lattice network. 

The analyzed structure consists in a circular stub in the center of the two sections of a microstrip line 
constituting a two-port network. The structure was designed on the substrate GIL1032 (εr=3.2 and h=0.762mm). 
A slot with circular geometry is located on the center of the ground plane and aligned with the stub, as shown in 
Fig. 1.  

 
          (a) 

 
                  (b)  

 

Figure 1. Geometry of strip-slot with circular geometry: (a) Microstrip layer highlighted, (b) Slot layer highlighted. 

The influence of the dimensions of the slot and the stub on the scattering parameters and radiation 
characteristics was studied. The |S11| is shown in Fig. 2a for a stub radius of 10.42mm and a slot radius of 
10.76mm. A return loss bandwidth of more than 175% was achieved, which shows that it is possible to obtain 
the inherent broad impedance bandwidth behavior of the rectangular strip-slot. In Fig. 2b, the phase of the S12 
parameter is plotted with the reference planes at the borders of the circular stub. 

The circuit modeling of circular strip-slot using a lattice network was performed. This study showed that the 
impedances of the series and cross branches have a complementary behavior like in the rectangular strip-slot, 
which justifies the broad impedance bandwidth of the circular strip-slot. The impedances of the series branch Za 
and of the cross branch Zb are shown in Fig. 3a and 3b, respectively. 



 
          (a) 

 

                  (b)  
 

        Figure 2. (a) Simulated |S11|. (b) Simulated phase of S21. 

 
          (a) 

 

                  (b)  
 

  Figure 3. Simulated equivalent lattice network impedances: (a) Series branch Za, (b) Cross branch Zb. 

The studied structure has a broadside and bidirectional radiation pattern with more radiation into the stub 
half-space. Moreover, since significant amount of power is received at Port 2, this type of structure can be very 
appropriate for applications in series-fed arrays, as demonstrated for the rectangular strip-slot [3].    

As conclusion, the study of the circular strip-slot reveals that it is possible to obtain broad matching 
bandwidth with this geometry. Its circuit modeling with a lattice network shows that the slot and the stub present 
complementary behavior, thus explaining the achieved wide impedance bandwidth. It was demonstrated that the 
circular strip-slot has similar characteristics to the rectangular strip-slot. The obtained radiation characteristics 
suggest that the studied circular strip-slot can be used as radiating element in the design of series-fed arrays. 
Measurements of the structure will be available at the time of the conference. 
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Abstract— A simple procedure for the design of two-dimensional SWA array systems with
desired sidelobe level ratio (SLR) is presented. The described procedure finds the slots length,
width, locations and displacements from the centerline, for each branch waveguide. For a specified
number of branch waveguides, the method also finds the rotation angle of each of the coupling
slots. To explain the controllable SLR, two 2D SWA array systems designed for an SLR higher
than 20 dB are illustrated and compared.

Slotted Waveguide Antennas (SWAs) radiate energy through slots cut in a broad or narrow wall
of a rectangular waveguide. They o↵er clear advantages in terms of their design, weight, volume,
power handling, directivity, and e�ciency. For broad-wall SWAs, the slot displacements from the
wall centerline determine the antenna’s sidelobe level (SLL). In addition, the rotation angle of the
coupling slot in a 2D system array of SWAs determines the power fed by each slot into each branch-
line SWA. Inclined coupling slots have found their interest as the radiating elements used in the
main feeder to couple the power to the SWA branch-lines in two-dimensional (2D) SWA array sys-
tems. Based on the procedure described by Elliott and Stevenson in [1, 2, 3], Bhatti et al. designed
a planar slotted waveguide array antenna for X-band radar applications having a diamond shape[4].

In comparison to the previous work done, this paper presents a simple procedure for the design
of a two-dimensional (2D) SWA array system with a desired sidelobe level ratio (SLR), and study
the e↵ect of having a diamond shape array system. The system proposed here consists of multiple
branchline waveguides with broadwall radiating shunt slots, designed as per the guidelines described
by the author in [5]. A main waveguide is used to feed the branch waveguides through a series of
inclined coupling slots with well-defined rotation angles for low SLLs. For a specified number of
identical longitudinal slots, the described procedure finds the slots length, width, locations along
the length of the waveguide, and displacements from the centerline, for each branch waveguide.
Furthermore, for a specified number of branch waveguides, the method finds the rotation angle of
each of the coupling slots. To explain the controllable-sidelobe 2D SWA design procedure, two 2D
SWA array designs are studied. An SWA with 8 ⇥ 8 elliptical slots, designed for an SLL lower
than �20 dB, is taken as an example. An 8-element 1D SWA with a desired SLL is designed first.
Eight identical such SWAs are then attached side by side in the first design. The proper design
of the 1D SWAs ensures having the desired SLL in one principal plane. To enforce the same SLL
over the whole 3D pattern, special care should be given to the design of the feed SWA, whose
slots should power the radiating SWAs according to a correct distribution. For the taken example,
the feed SWA should have 8 slots, separated consecutively by a distance related to the radiating
SWA aperture width and wall thickness. The power fed by each slot in the feeder and fed to the
branchline waveguide is controlled by the inclination angle of the coupling slot. The second design
varies the design of the SWA branchlines and slots displacements and studies the comparison be-
tween the illustrated examples. The simulations results for both designs are reported and compared.

Designs 1 and 2 are shown in Figure 1, they both operate at a frequency of 4.021 GHz. The gain
pattern comparison of the three designs are shown in Figure 2, with a detailed comparison listed
in Table 1. As inspected, Designs 1 and 2 both achieve very low SLRs in both E- and H-planes
compared to the uniform case. Studying the e↵ect of having a planar diamond shape in Design
2, proposed in the literature such in [4], di↵erent observations have been depicted. For instance,
Design 2 achieved better results in terms of SLR in H-plane, however, Design 1 outperforms Design
2 in terms of SLR in E-plane, and HPBW in both planes, and total gain. Hence, no valuable
improvements have been seen as a result of using such diamond configurations. Nevertheless, the
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Figure 1: 2D Systems, (a) Design 1, (b) Design 2.
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Figure 2: Compared gain pattern results of the uniform and non-uniform displacements and rotation angles
Design 1 and Design 2 cases: (b) E-plane, (c) H-plane.

Table 1: Compared HPBW and SLR results of uniform case, Design 1 and Design 2 array designs

System
E-plane H-plane

Gain (dB)
HPBW (�) SLR (dB) HPBW (�) SLR (dB)

Design 1 10.2 22.5 12.6 28.8 23.7
Design 2 11.1 20.4 14.9 32 22.7
Uniform 7.9 19.6 9.2 12.3 25

increment of HPBW in the proposed designs here is higher than that of the uniform, and this is
normal because of the decrement in the SLL values. Hence, in this paper, a simple design procedure
for 2D SWA arrays with desired SLRs have been illustrated using non-uniform inclined coupling
slots in the main feeder, and longitudinal shunt slots in the radiating branches. The two example
illustrated resulted in SLR values of higher than 20 dB.

REFERENCES

1. Elliott, R. S., “An improved design procedure for small arrays of shunt slots,” IEEE Trans.

Antennas Propagat., Vol. 31, 48–53, 1983.
2. Elliott, R. S., Antenna theory and Design. Revised Edition., John Wiley & sons, 2003.
3. Stevenson, A. F., “Theory of slots in rectangular waveguides,” Journal of Applied Physics,

Vol. 19, pp. 24–38, 1948.
4. Bhatti, R. A., B.-Y. Park, Y.-T. Im, and S.-O. Park, “Design of a planar slotted waveguide ar-

ray antenna for X-band radar applications,” Journal of the Korean Institute of Electromagnetic

Engineering and Science, Vol. 11, No. 2, 97–104, 2011.
5. El Misilmani, H. M., M. Al-Husseini, and K. Y. Kabalan, “Design of slotted waveguide anten-

nas with low sidelobes for high power microwave applications,” Progress In Electromagnetics

Research C , Vol. 56, pp. 15–28, 2015.



Simple Design Method for Dielectric-Filled Low-Sidelobe Slotted

Waveguide Antennas

M. Al-Husseini1,2, H. M. El-Misilmani2, K. Y. Kabalan2, A. El-Hajj2, and E. Nassar3

1Beirut Research and Innovation Center, Lebanese Center for Studies and Research, Lebanon
2Electrical and Computer Engineering Department, American University of Beirut, Lebanon

3Electrical, Computer and Communication Engineering Department, Notre Dame University, Lebanon
husseini@ieee.org

Abstract— A simple method for the design of dielectric-filled slotted waveguide antennas
(SWAs) with sidelobes below a prescribed level is presented. The existing methods mostly deal
with vacuum or air-filled SWAs and resort to numerical techniques or to already available design
graphs to deduce the di↵erent lengths and positions of the slots. This presented method is based
on slots with identical dimensions and uses closed-form equations to compute the uniform length
of the slots, their distances from the waveguide’s ends, and their o↵sets from the center line of the
waveguide’s broad face. The o↵sets are first computed for a larger air-filled SWA and then scaled
for the SWA under design. Examples are given to show the proper operation of the presented
design method.

Slotted Waveguide Antennas (SWAs) have been ideal solutions for applications such as radar,
communications, and navigation. They benefit from a simple design, since their radiating elements
(the slots) are an integral part of the feed system (the wavegude itself), and have the advantages
of relatively low weight and small volume, high power handling, high e�ciency, and good reflection
coe�cient [1]. The design of resonant vacuum or air-filled rectangular SWAs is usually based on
the use of the graphs produced in 1951 by Stegen for X-band SWAs [2], or on numerical techniques,
such as the Method of Moments (MoM). The design goal is to find the slots lengths and o↵sets to
obtain a desired radiation pattern. The design procedure by Elliott [3] computes these slots lengths
and o↵sets after setting the following guidelines: 1) the waveguide is short-circuited at a distance of
a quarter-guide wavelength (�g/4) from the center of the last slot, and the inter-slot distance is �g/2.

An advantage of filling a waveguide with a dielectric material is the lowering of its cut-o↵
frequency thus enabling it to operate at a smaller frequency. The cut-o↵ frequency of a dielectric-
filled waveguide having a large internal dimension a is given for the TE10 mode by:

fc(10) =
c

2a
p
✏r
, (1)

where c is the speed of light in vacuum, and ✏r is the dielectric constant of the material filling the
waveguide. The guide wavelength inside a dielectric-filled waveguide is given by:

�g =
1q

✏r
�2
0
� 1

4⇥a2

, (2)

where �0 is the free-space wavelength at the frequency of propagation.

Given a dielectric-filled SWA with N slots, where the SWA is shorted at one end and fed at the
other end, the center of the first slot is at n1�g/2 from the feed, and the center of the last slot is
at n2�g/4 from the shorted end, where n1 and n2 are integers � 1, and n2 is odd. The distance
between consecutive slots is �g/2 center to center. �g is as given in Eq. 2. These are equivalent to
the guidelines in Elliott’s procedure. The uniform length of the slots is given by:

L = 0.98⇥ �0p
2(✏r + 1)

. (3)

To find the o↵sets of the slots, they first have to be computed for a virtual vacuum or air-filled
SWA, which can support the same operation frequency, using the method detailed in [4]. Denoting



the o↵set of the nth slot of the virtual SWA by dvn, the o↵set of the corresponding slot in the
dielectric-filled SWA under design will be equal to

dn = dvn ⇥ a

av
, (4)

where av is the larger inner dimension of the waveguide making the virtual SWA. The virtual SWA
should be designed for the same number of slots, and same desired sidelobe level ratio and distri-
bution as the dielectric-filled SWA.

As an example, consider the design of an SWA with 10 rectangular slots based on a WR-284
waveguide filled with a dielectric material having ✏r = 2.2. The SWA is to be operated at 2.45
GHz. The virtual SWA uses a vacuum or air-filled WR-340 waveguide, since an air-filled WR-284
is not operable at 2.45 GHz. Hence, a = 2.8400 and av = 3.400. �g is computed from Eq. 2 for the
dielectric-filled SWA. The 1st slot is positioned at �g/2 from the feed, and the 10th slot at 3�g/4
from the shorted waveguide end. From Eq. 3, the length of each slot is 47.4 mm. The width of
each slots is taken as 5 mm. For a sidelobe level ratio  �20dB, a 35-dB Chebyshev distribution is
applied, as explained in [4], to obtain the dvn’s of the virtual WR-340-based SWA. The dvn’s and
the corresponding dn’s, computed from Eq. 4, are given in Table 1.

n 1 2 3 4 5 6 7 8 9 10

dvn (mm) 6.22 -9.11 12.10 -14.51 15.88 -15.88 14.51 -12.10 9.11 -6.22
dn (mm) 5.19 -7.61 10.11 -12.12 13.26 -13.26 12.12 -10.11 7.61 -5.19

Table 1: O↵sets of the slots in the virtual air-filled SWA and dielectric-filled SWA

For the resulting SWA, the reflection coe�cient and the H-plane gain pattern are plotted in Fig.
1. The plots show the soundness of the presented method. Compared to the uniform-o↵set case,
the designed antenna also operates at 2.45 GHz and has very low sidelobes (more than 20 dB below
the level of the main lobe). The back lobe is also lower in magnitude.
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Figure 1: (Left) S11 plots and (right) H-plane gain patterns of the uniform- and nonuniform-o↵set cases
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Abstract- A Negative delay metamaterial (NDMM) consists of a left-handed transmission 
line structure periodically loaded with a parallel RLC resonator. In this paper we analyze the 
NDMMs by employing the Forward-Transmission-Matrix (FTM) technique. It has been 
shown that the NDMMs demonstrate several interesting combinations of phase and group 
velocities. The relation between phase and group velocities is explained in frequency domain 
by generating Brillouin diagram and transmission coefficient plots. In time domain, the 
propagation behavior is shown by Gaussian pulse propagation simulations.  
 

Keywords : Left-handed transmission Lines, Negative delay, Negative Group velocity, Forward -
Transmission-Matrix Method,Modified Kirchhoff's Current Rule, Metamaterials 

 
 

The negative delay metamaterials (NDMMs) are constructed by loaded a left-handed structure with a 
parallel RLC resonator, as shown in Fig. 1. The NDMMs possess a simultaneous negative phase and 
negative group delays [1]. In this paper, we present the microwave nodal analysis of the transmission line 
Negative Delay Metamaterials (NDMMs) which is performed by done by solving the Krichhoff's Current 
equations that are modified for high frequency circuits. Since the electromagnetic wave propagation is 
taken into account, the presented technique can be used to explain various interesting dispersive behaviors 
of the NDMMs in time and frequency domains. As depicted in Fig. 2, the NDMMs can possess very 
interesting behaviors of phase and group velocities over different frequency ranges on account of their 
strong dispersive properties. In particular, the phase and group velocities can become contra-directional 
and simultaneously negative. Moreover, it has been shown that a phenomenon analogous to Quantum 
wave tunneling can also take place in the NDMMs.   

 
Keywords: Forward-Transmission-Matrix (FTM) Method, Node Voltage Analysis, Modified 

Kirchhoff's Current Rule, Forward Transmission Matrix, ABCD matrix,  Metamaterials, Left-handed 
Lines, Negative group delay, negative phase delay, negative group velocity. 
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Figure 1: The negative delay metamaterial consists of a Left-handed transmission line periodically 
loaded with a parallel RLC resonator  
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Figure 2: (a) The Phase and group Velocity relations in various frequency bands for truncated 
NDMMs that consist of different number of unit cells N. 
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Abstract-This paper investigates the performance improvements of proximity coupled patch 
antenna by using metamaterial. The designed antenna is covered with metamaterial and a wider 

bandwidth is obtained. Also, dual mode response of antenna is obtained when using metamaterial.  

 

A microstrip patch antenna consists of a dielectric substrate, where one side is covered with a ground plane 
and other side hosts a radiating patch. However, these antennas exhibit narrow bandwidth and bandwidth 

enhancement is crucial for most of applications. In order to obtain a wider bandwidth, a proximity coupled patch 

antenna (PCPA) covered with metamaterial (MTM) is proposed in this study.  

 

A PCPA has two dielectrics, where radiating patch of desired geometrical shape is on one side of a 
dielectric substrate material and a feeding and ground plane are on each face of the other dielectric substrate. A 

PCPA, which operates at 2.4 GHz, is designed on FR4 substrates. As a MTM cover, previously proposed fishnet 

MTM design [2] is optimized and placed at top of the PCPA. The numerical results indicate that MTM cover 

enhances bandwidth of the PCPA with an insignificant shifting of resonance frequency, which is due to 

capacitive loading of MTM itself. Moreover, MTM design is modified in order to obtain a dual mode response 
of PCPA. The numerical results imply that MTM cover can alter the response of antenna successfully.  

 

According to our best knowledge, PCPA covered with MTM has never been studied before. The numerical 

studies show that PCPA performance can be improved when a proper MTM design is applied to antenna. The 

numerical results will be supplied in full paper.   
 

REFERENCES 
1. Pozar, D. M. “Microstrip antennas,” Proceedings of the IEEE, January 1992, 79-91.  

2. Yilmaz, A. and C. Sabah, ‘Diamond-shaped hole array in double-layer metal sheets for negative index of 

refraction,’ JEMWA, Vol. 27, No. 4, 413–420, 2013. 
 



 AES 2016 SYMPOSIUM, 26 – 28 JULY 2016, MALAGA 

Performance Evaluation of Conventional and Planar Feeds in 
Resonant Cavity Antennas 

 
Arslan kiyani, Raheel M. Hashmi, Karu P. Esselle 

Centre for Collaboration in Electromagnetic and Antenna Engineering 
Department of Engineering, Macquarie University 

Sydney, NSW 2109, Australia 
*corresponding author, E-mail: arslan.kiyani@mq.edu.au 

Abstract 

A simple and planar feeding approach is evaluated for use in 
wideband Resonant Cavity Antennas (RCAs). Boresight 
directivity performance of the planar (aperture-coupled dual slot) 
and a conventional feeding technique (waveguide-fed slot) are 
investigated by placing each under an unprinted all-dielectric 
single-layer superstrate with transverse permittivity in lateral 
dimensions. The well-matched printed feed antenna is shown to 
achieve a peak directivity of 17 dBi over a wide 3dB directivity 
bandwidth of 16.2%. This type of planar feeding configuration is 
effective, particularly for the design of RCA arrays, to reduce the 
design complexities and fabrication cost. 

1. Introduction 

Given the progress towards future smart-wireless 
communication systems, Resonant Cavity Antennas (RCAs) 
have attracted significant research focus owing to their 
simple configuration, planar profile and extremely directive 
radiation nature [1]. Recently, these antennas are being 
viewed as the emerging candidates for use in satellite 
reception, short-range to medium-range directional 
communications, as well as for various millimeter-wave 
applications.  
Rigorous research has led to the development of simple and 
wideband RCAs, which are capable of achieving 
directivities in the range of 15-20 dBi with excellent 
bandwidth exceeding 20% [2-6].  Despite excellent 
performance of these wideband RCAs, a major limitation 
prevails is their feeding mechanism. In order to achieve a 
wide 3dB gain-bandwidth in RCAs, it is imperative that the 
3dB directivity-bandwidth of a particular RCA (often 
associated with the superstrate) is complemented by an 
equally wide impedance bandwidth (often associated with 
the feed). For this purpose most of the RCAs proposed 
recently rely on waveguide-based feeds, since they can 
support a wide bandwidth of operation. In this paper, we 
compare the performance of a planar dual aperture-coupled 
slot feed [7] with a wideband waveguide-fed slot feed. The 
key advantage of such a planar feeding approach is its 
flexibility of planar printed design, which is not only 
significantly cost effective than waveguide feeding but also 
reduces the overall height of the antenna. Moreover, such 
planar feeds allows for increased design scalability such as 
in case of compact wideband arrays of RCAs, where printed 
feeds are essential for use with a feeding network [8]. 

2. Design and Feed Antenna Specifications 

In order to compare the performance of the two feed 
antennas judiciously, let us use a simple wideband RCA 
with a dielectric superstrate. This RCA is fed one by one 
using each feed antenna, and the performance is compared 
in the next section. The proposed configuration is shown in 
Fig. 1. The single-layer dielectric superstrate has a radius (R) 
of 1.15λlow and its thickness (t) is 5.3 mm. The superstrate is 
suspended at a height (h) of 0.5λlow above the metallic 
ground plane as shown in the Fig. 1. The wideband 
superstrate [9] is radially divided into three sections of equal 
widths and their dielectric constants from the innermost 
section to the outermost section are 9.8, 6.15 and 3.38, 
respectively. 

 
 
Figure 1: Configuration of the two feeds in a wideband RCA 
 

Table 1: Waveguide-Fed Slot and Aperture Coupled Dual 
Slot Feed Antenna Dimensions 

Waveguide-Fed Slot 
Antenna 

Dual Slot Feed Antenna 

Slot 
(mm) 

Slot1 
(mm) 

Slot2 
(mm) 

Transmission 
Line 
(mm) 

a=4 c=5 e=13 g=3 

b=7.5 d=1 f=1 h=20.41 

 
The two feeding methods used, i.e. waveguide-fed slot and 
dual aperture-coupled slot, are also shown in Fig. 1. The 
detailed dimensions of each of these feeds are given in Table 
I. It can be seen from Fig. 1 that a single slot is made in the 
ground plane and it is fed by a WR-42 waveguide to coax 
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adaptor. Alternatively, the dual slot is etched on a 0.787 mm 
thick Rogers 5880 substrate, fed by a 50Ω transmission line. 
The use of dual aperture-coupled slot reduces the height of 
the RCA by approximately 0.6λlow, as compared to the 
waveguide-fed slot. 

3. Numerical Results 

Full wave simulations for both the cases discussed above 
were conducted in CST Microwave Studio. Fig. 2 compares 
the boresight directivity for each of the feeding 
configuration. It can be seen from Fig. 2 that, the 
waveguide-fed slot predicts a peak directivity of 18. 6 dBi 
with 3dB directivity-bandwidth of more than 20%. For the 
dual aperture-coupled slot, the directivity reaches a 
maximum of 17 dBi along with a 3dB directivity bandwidth 
of 16.2%. Fig. 3 shows the far-field radiation patterns at 
22.5 GHz in both E- and H-plane respectively. 
The results predicts an approximate difference of 1.6 dBi in 
the maximum directivity for the two feeds. The difference is 
caused by the fact that the waveguide induces minimal 
losses as it is filled with air, whereas the printed feed is more 
prone to increased losses within the dielectric material. In 
addition, considering the small size of the ground plane, the 
printed transmission line may give rise to spurious radiation, 
which reduce the coupling of electromagnetic energy to the 
cavity, thereby reducing boresight directivity of the RCA. It 
is envisaged that this undesired radiation can be reduced by 
using a strip-line feed instead of a microstrip transmission 
line. 

4. Conclusion 

The performance of dual aperture-coupled slot feed is 
compared with conventional waveguide-fed slot feed when 
used in wideband RCAs. Dual slot planar feed antenna was 
shown to achieve 0.6λlow RCA height reduction as compared 
to waveguide-fed slot. It also exhibits a peak directivity of 
17 dBi with 3dB directivity bandwidth of 16.2%. The planar 
feeding technique addressed few limitations associated with 
the waveguide-fed slot by reducing the overall antenna 
profile and is cost effective. Moreover, it is well suited for 
the sparse arrays or switched-polarization array 
configurations. 

 

Figure 2: Comparison of boresight directivity for the two 
feedings methods 

 
(a) 

 

(b) 

Figure 3: Normalized radiation patterns of the RCA with the 
two feeds (a) E-plane at 22.5 GHz (b) H-plane at 22.5 GHz 
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Abstract 

Easy to handle expressions are proposed for evaluating the 
time domain diffraction coefficients associated to plane 
waves impacting a structure consisting of a tapered lossless 
dielectric wedge on a perfectly conducting surface. They are 
determined by applying the inverse Laplace transform to the 
Uniform Asymptotic Physical Optics diffraction 
coefficients in the frequency domain. No closed form 
solutions exist for the considered time domain problem. 

1. Introduction 

Ultra wide band communication and radar systems make 
research activities on transient electromagnetic scattering 
very attractive. Analytical techniques exist for solving 
scattering problems concerning a limited number of 
perfectly conducting (PEC) structures excited by an 
electromagnetic pulse (see [1]-[5] as reference). In this 
framework, the time domain (TD) version of the uniform 
geometrical theory of diffraction (UTD) [3]-[5] furnishes a 
simple physical representation for radiation and scattering 
phenomena since it uses the same rays (incident, reflected 
and diffracted contributions) as the frequency domain (FD-
UTD) one [6]. The TD expressions are obtained by 
applying analytical transformations to the FD-UTD 
solutions. 
Diffraction by dielectric wedges is a stimulating problem 
and closed form expressions are not available for evaluating 
the TD diffraction coefficients. The solutions to the 
canonical problems tackled in [7]-[9] are exceptions. They 
were obtained by applying the approach proposed in [3] to 
the corresponding frequency domain Uniform Asymptotic 
Physical Optics (FD-UAPO) diffraction coefficients [10]-
[12]. The transient diffracted field originated by an arbitrary 
function plane wave was then evaluated via a convolution 
integral. The TD-UAPO formulation has the same 
advantages and limitations of the TD-UTD one. In addition, 
it retains the FD-UAPO limitations arising from a PO 
approximation of the electric and magnetic equivalent 
surface currents located on the internal and external faces of 
the wedge-shaped dielectric region. Anyway, the TD-
UAPO approach is the only one able to offer analytical 
wave solutions to TD diffraction problems involving 
penetrable dielectric wedges with arbitrary apex angle. 

The goal of this paper is to provide expressions of the TD-
UAPO diffraction coefficients to be used for evaluating the 
transient diffracted field due to an arbitrary function plane 
wave impacting a structure formed by a tapered lossless 
dielectric wedge on a PEC ground plane. The junction is 
excited by E-polarized plane waves impinging at normal 
incidence with respect to the edge (see Fig.1), so that a two 
dimensional problem is considered. According to [3] and 
[7]-[9], the goal is attained by applying the inverse Laplace 
transform to the corresponding FD-UAPO diffraction 
coefficients. They have been determined by the authors in 
[13], where two separate diffraction problems relevant to 
the dielectric (internal) region and the surrounding space 
(external region) have been solved. For each observation 
domain, electric and magnetic equivalent PO surface 
currents have been located on the free-space/dielectric 
interface, and electric PO surface currents have been placed 
on the PEC ground plane. The surface radiation integrals 
using these sources have been assumed as starting point and 
manipulated for obtaining integrals able to be solved by 
means of the Steepest Descent Method and the 
Multiplicative Method. A UTD-like solution has been so 
obtained for the diffraction contribution due to each 
interface forming the boundary of the considered 
observation region. 

2. The diffraction problem 

A lossless non-magnetic wedge-shaped dielectric is placed 
on a PEC ground plane (see Fig. 1). Its apex angle α  is less 
than 90°. The dielectric is characterized by the relative 

permittivity rε  and the propagation constant 
  
kd = k0 εr , 

  
k0  being the free-space wavenumber. The angle  φ '  

controls the incidence direction of E-polarized plane waves 
( φ ' =α  corresponds to the grazing incidence with respect to 

free-space/dielectric interface 
  
S0 ). The corresponding FD-

UAPO diffraction coefficients at the observation point 

  P(ρ,φ)  have been evaluated in [13] by considering two 

regions: the acute-angled dielectric wedge (internal region) 
and the surrounding space (external region). Note that the 
values assumed by α  and  φ '  avoid the illumination of 

  
S0  

by reflection rays from the PEC surface and vice-versa. 
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Figure 1: Geometry of the problem. 

3. TD-UAPO diffracted field 

The approach for obtaining the TD-UAPO diffraction 
coefficients d is that adopted in [7]-[9] and uses the inverse 
Laplace transform applied to the FD-UAPO diffraction 
coefficients determined in [13]. Note that the wedge 
permittivity is assumed independent on the frequency. 

3.1. Internal region ( 0 < φ <α ) 
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where 
  
θ0

t = sin−1(sinθ0
i εr ) , 

  
θ0

i being the incidence 

angle with respect to 
  
S0 , 

  
M = Int[(π 2−θ0

t ) α ] , 

  
θm

i = mα +θ0
t , 

 

  

T0 =
2cosθ0

i

cosθ0
i + εr cosθ0

t
 (4) 

 

  

Rp =
εr cosθ p

i − cosθ p
t

εr cosθ p
i + cosθ p

t
 (5) 

 
θ p

t  being the transmission angle at the p-th interaction, and 

 

  

G X ,t( ) = X

πct t + X c( )  (6) 

3.2. External region (α < φ < π ) 
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where 
  
U θ( ) = 1 if θ > 0 and U θ( ) = 0 elsewhere , 

 
θc  is 

the internal critical angle and  
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cosθ0

i − εr cosθ0
t

cosθ0
i + εr cosθ0

t
 (10) 

 

  

Tp =
2 εr cosθ p

i

εr cosθ p
i + cosθ p

t
 (11) 

The above expressions can be used for calculating the TD 
electric field diffracted in each observation region by means 
of the following integral: 

  

ed P,t( ) = 1

ρ
d

t0

t−ρ c

∫ t − ρ
c
−τ⎛

⎝⎜
⎞
⎠⎟

ei Q,τ( )dτ  (12) 

with 
  
t −ρ c > t0 . The forcing function is the incident field 

 e
i  at the diffraction point Q and c is the speed of light in 

the considered observation region. 

4. Numerical results 

The TD field behavior is analyzed in the following 
examples. The considered wedge is characterized by 

  
εr = 2  

and  α = 15° , and the incidence direction is  φ ' = 110° . 

Figure 2 shows the electric field arriving at   P(3m,20°) . In 

order of arrival, it is possible to identify the Geometrical 
Optics (GO) contributions (solid line), i.e., incident, specular 
reflection by 

  
S0  (SRS0), transmission-reflection-

transmission (TRT) waveforms, and the diffraction one 
(dashed line). The specular reflection contribution due to 

 
SPEC  (SRPEC) is not present since the corresponding 

boundary is at  φ = 70° . Figures 3 and 4 show the 

contributions arriving at observation points very close to the 
TRT shadow boundary ( φ = 53.6° ). Note that the incident 

field is not displayed since it arrives at P before reaching Q 
(  t = 0 ). The diffraction and TRT waveforms arrive together  
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Figure 2: Electric field at   P(3m,20°) . 

at   P(3m,53°) , but they possess opposite positivity (see Fig. 

3). The TRT contribution vanishes when crossing the 
boundary and the positivity of the diffraction contribution 
changes (see Fig. 4). 
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Figure 3: Electric field at   P(3m,53°) . 
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Figure 4: Electric field at   P(3m,54°) . 
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Figure 5: Electric field at   P(3m,69°) . 
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Figure 6: Electric field at   P(3m,71°) . 

The previous analysis is confirmed by the field evolution 
when crossing the SRPEC and SRS0 shadow boundaries 
(see from Fig. 5 to Fig. 8). 
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Figure 7: Electric field at   P(3m,99°) . 
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Figure 8: Electric field at   P(3m,101°) . 

5. Conclusions 

Easy to handle TD-UAPO diffraction coefficients have been 
derived for evaluating the TD diffracted electric field in the 
free-space surrounding the structure, as well as within the 
lossless wedge-shaped dielectric. To the authors’ 
knowledge, no other closed form expressions are available 
in literature. 
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Abstract

The dumbbell-shaped strip-slot element is proposed to re-
duce the length of the rectangular-shaped element and still
providing an extra broad bandwidth. Based on a simplified
circuit model, it is demonstrated the possibility of theoret-
ically achieving frequency independent-image impedance.
Two different designs for the dumbbell-shaped structures
and the equivalent rectangular counterpart have been man-
ufactured. Simulations and measurements have validated
the theory and it is shown the dumbbell-shaped geometry
can improve the radiation efficiency around the third reso-
nance, reaching even 100 %.

1. Introduction

The rectangular-shaped strip-slot element (Fig. 1a) is com-
posed of a microstrip-fed slot with a complementary strip
placed on the top layer of the microstrip and aligned with
the slot. Previous research papers have shown that the ima-
ge impedance can be theoretically made frequency indepen-
dent if the electrical lengths of the strip and the slot are
equal, resulting in vast impedance bandwidth [1].

The dumbbell-shaped geometry (Fig. 1b) is commonly
used in filter design to reduce the length of the stepped
impedance resonators (SIR) [2]-[5]. The structures de-
picted in Fig. 1 are supposed to behave similarly because of
their complementary topology. The dumbbell-shaped strip-
slot structure is analysed to assess the possibilities of reduc-
ing the length of the rectangular-shaped strip-slot element.

Figure 1: Geometry of: (a) Rectangular-shaped element,
(b) Dumbbell-shaped element (first design manufactured).

This paper is divided into six sections. An analytical
model to obtain frequency-independent impedance match-
ing of the dumbbell-shaped element is proposed in Sec-
tion 2. The designed rectangular and dumbbell structures

are presented together with their corresponding prototypes
in Section 3. Section 4 deals with the behavioral com-
parison between the first dumbbell-shaped strip-slot design
and the rectangular-shaped strip-slot. An enhancement of
the radiation efficiency of the dumbbell-shaped geometry is
achieved in Section 5. Finally, the conclusions are summa-
rized in Section 6.

2. Analysis of the Dumbbell-Shaped

Structure

The complementary strip-slot structure can be properly
modelled with a lattice network, Fig. 2. A symmetrical lat-
ice topology consists of two series branches, named Za, and
two cross branches, Zb [7, 6]. As shown in [8], it can be as-
sumed that the series branches corresponds to the slot geo-
metry and the cross branches are determined by the strip.

Figure 2: Symmetrical lattice network.

The lattice impedances can be obtained from the immit-
tance parameters as

Za = Z11 � Z12 (1)

Yb = Y11 + Y12, (2)

and the image impedance in terms of the lattice impedances
can be written

Zim =
p
ZaZb. (3)

In order to check the feasibility of accomplishing broad-
band matching with the dumbbell-shaped geometry, a sim-
plified transmission line model (without considering the
discontinuity effects) has been used to obtain the image
impedance of this structure as done for the rectangular-
shaped structure in [1]. Two cascaded transmission lines



sections of different widths are considered. The first sec-
tion corresponds to the narrow part and the second section
to the wide one.

The impedances of the series and shunt branches are
calculated from the theoretical model. In the case of the
strip, the input impedance is obtained considering that the
second line is open-ended, while short-circuited for the
slot. Once Za and Zb are known, the image impedance
is straightforwardly obtained from equation (3).

It can be proven that the following equations provide
the design criteria to obtain a frequency independent image
impedance in the dumbbell-shaped element (with m used to
refer to the strip and s to the slot and the subindexes 1 and
2 to the narrow and wide sections respectively):

✓s1 = ✓m1 (4)

✓s2 = ✓m2 (5)

Zs1

Zs2
= tan ✓s2 tan ✓s1 (6)

Zm2

Zm1
= tan ✓m2 tan ✓m1 (7)

Zm2

Zm1
=

Zs1

Zs2
(8)

1

2

p
Zm1Zs1 = Z0 (9)

The electrical lengths of the strip and the slot of equa-
tions (4) and (5) are set equal to reduce the number of un-
known parameters and thus, achieve a closed-form expres-
sion for the image impedance.

The next step is to force the first resonaces of the strip
and the slot to be coincident, as shown in equations (6), (7)
and (8).

Finally, the resultant image impedance is given by equa-
tion (9) and is set to Z0 to match the structure.

3. Design

In the interest of confirming the soundness of the aforemen-
tioned approximations, a design has been carried out and
simulated. The proposed dumbbell-shaped structure has
been fabricated on RO4350B substrate, with ✏r = 3.48 and
0.76 mm of thickness. The resonance frequency has been
fixed to fr = 5.90 GHz and the width of the microstrip-fed
line is set to 1.74 mm to obtain 50 ⌦ impedance matching.
It is possible to represent the left part of the equation (9) as
a function of the widths ws and wm as shown in Fig. 3.

Based on complementarity, the more similar the strip
and the slot are, the better performance is expected to be
achieved. Therefore, the widths of interest are those nearby
50 ⌦ matching which have similar dimensions (intersec-
tion between the dashed line and the 50 ⌦ isoline). Con-
sequently, the chosen pairs of widths from Fig. 3 are
ws1 = 0.86 mm and wm1 = 0.83 mm for the narrow
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Figure 3: Isolines of the real part of the image impedance
for the dumbbell-shaped element. The dashed line in the
figure represents equal widths.

section, and ws2 = 3.46 mm and wm2 = 3.23 mm for the
wide one. Then, the lengths have been adjusted to make the
structure resonate at fr and the resulting values are the same
for the strip and the slot, l1 = 6.00mm and l2 = 4.00mm
(equations (6) and (7)).

For the sake of completeness, a rectangular-shaped
structure has been fabricated as well. The widths of the
strip and the slot have been fixed to the value of the narrow
part of the dumbbell geometry and the lengths have been
enlarged until the first resonance frequencies of both struc-
tures were coincident. Pictures of the fabricated dumbbell
and rectangular structures are shown in Fig. 4. The man-
ufactured elements have been built in the LPKF ProtoMat
S103 circuit board plotter.

4. Comparison of the Dumbbell and the

Retangular-Shaped Strip-Slots

The simulations have been performed using the software
HFSS (Ansys EM 16.0). In Fig. 5, a comparison between
the reflection and transmission coefficients of the result-
ing dumbbell strip-slot and the rectangular-shaped strip-slot
is plotted. The dumbbell-shaped structure accomplishes
the �10 dB matching criterion on the whole bandwidth,
whereas the rectangular structure does not fulfill the re-
quirement at high frequencies. It is noticeable that the
growth of the reflection coefficient ceases nearby the third
resonance frequency to reach a minimum value of �40 dB
and then continues to rise again.

The phase of the transmission parameter can be ob-
served in Fig. 6, for which the reference planes have
been set coincident at the middle of the structure. Both
first and third resonance frequencies of the dumbbell and
the rectangular-shaped structures coincide, but there is a 1
GHz difference around the second one. A frequency shift
is found in the comparison of the frequency response be-
tween the simulated and the manufactured radiating ele-
ments, which can be attributed to fabrication inaccuracies.
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(a) Dumbbell top view

(b) Dumbbell bottom view

(c) Rectangular top view

(d) Rectangular bottom view

Figure 4: Manufactured structures. The dumbbell-shaped
geometry corresponds to the first design.

The image impedance of the dumbbell-shaped structure
is plotted in Fig. 7 and can be considered real, with a value
of 50 ⌦ over the entire frequency range but around the res-
onance frequencies, where the response of the strip and the
slot slightly differ and the resonant behavior is not com-
pletely compensated. This effect is more noticeable around
the second resonance frequencies, where the reflection co-
efficient has a higher value. The 50 ⌦ matching proves the
validity of the design procedure, where the widths are cho-
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Figure 5: S-Parameters of the dumbbell-shaped element
and the rectangular-shaped element.
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Figure 7: Image impedance of the dumbbell-shaped ele-
ment.

sen from Fig. 3 and the lengths are calculated from equa-
tions (6), (7) and (8).

As can be observed in Fig. 8, the co-polar components
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of the dumbbell and the rectangular elements have been
plotted in two planes of the space: the ZX plane and the ZY
plane. The radiation pattern shows almost the same shape
for both structures, with its maximum at broadside.
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Figure 8: Radiation pattern of the dumbbell and the
rectangular-shaped elements.

Fig. 9 plots the radiation efficiency of both prototypes,
which is obtained from the S-parameters as the radiated
power divided by the delivered power

⌘rad =
1� |S11|2 � |S12|2

1� |S11|2
. (10)

It shows that the behavior of the rectangular and dumbbell-
shaped elements is similar around the two first resonances,
but there is a significant increase of the dumbbell radia-
tion efficiency in the third resonance frequency. This be-
havior demonstrates that the dumbbell-shaped geometry in-
troduces an extra degree of freedom, with which it may be
possible to modify certain parameters and attain higher ra-
diation efficiency.
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Figure 9: Radiation efficiency of the dumbbell and the rec-
tangular geometries.

5. Radiation Efficiency Improvement

As highlighted in Section 4, the results in Fig. 9 show that it
may be possible to achieve a 100 % of radiating efficiency
from the dumbbell-shaped geometry. Thus, a second design
has been carried out with that aim, trying to mantain the
first resonance with the same frequency value than the first
design. The modified dimensions of the dumbbell-shaped
structure are lm2 = ls2 = 2.00 mm and wm1 = ws1 =
0.30mm, shown in Fig. 10.

(a) Dumbbell top view

(b) Dumbbell bottom view

Figure 10: Second manufactured dumbbell-shaped strip-
slot design.

In Fig. 11, the comparison between the reflection and
transmission coefficients of both dumbbell-shaped designs
can be observed. The second design also achieves broad-
band matching with a similar response shape.
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Figure 11: S-Parameters of the two dumbbell-shaped de-
signs.
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The phase of the transmission coefficient is shown in
Fig. 12. The first resonance frequency is similar for both
structures, but the separation between the first and the se-
cond resonance is higher in the second design.
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Figure 12: S12 phase of the two dumbbell designs manu-
factured.
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Figure 13: Image impedance of the two dumbbell-shaped
designs.

The image impedance of the dumbbell-shaped designs
is depicted in Fig. 13. The wider the separation between
the first two resonance frequencies is, the flatter the image
impedance is going to be. Therefore, the value of the ima-
ge impedance of the structure within that frequency range
is going to be closer to the one designed for matching, a
resistive value of 50 ⌦.

The radiation efficiency of both dumbbell designs can
be seen in Fig. 14. It proves that the purpose of achieving a
theoretical 100% radiation efficiency around the third res-
onance is feasible with the dumbbell-shaped structure if its
parameters are properly adjusted.
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Figure 14: Radiation efficiency of the two dumbbell-shaped
structures.

6. Conclusions

Complementary strip-slot structures behave as the conven-
tional slot regarding radiation with the interesting property
of broadband matching.

The dumbbell-shaped element can improve the charac-
teristics achieved by using a rectangular-shaped structure
with the advantage of reducing the length of the element.
A simplified model of cascaded transmission lines has pro-
vided the design equations to achieve impedance matching.
The design methodology has been validated with the ma-
nufactured designs, since good agreement between simula-
tions and measurements has been found.

The comparison between the first design of the dumb-
bell geometry and the rectangular strip-slot has proved that
the dumbbell is better matched in the whole bandwidth and
reaches higher values of radiation efficiency. Furthermore,
another dumbbell-shaped design has been carried out with
an enhanced radiation efficiency of a 100 %.

In conclusion, the dumbbell-shaped element provides
an extra degree of freedom with respect to the rectangu-
lar element, which allows the second resonance frequency
to be tuned and the shape of the radiation efficiency to be
designed to some extent. It is expected that this degree of
freedom can be exploited to design series-fed arrays with a
certain control of the element excitations.
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Abstract. This paper discusses a simple and analysis-
efficient approach to develop and design wideband loaded-
stub (WB-LS) phase shifters. The WB-LS phase shifter 
achieves a uniform phase shift of 130°±5° over a relatively 
wide bandwidth by utilizing a transmission line loaded with 
one or two arrow-shaped open stubs and a reference line. 
Measured insertion loss is less than 0.5 dB for a 90±4° 
dual-stub loaded phase shifter, whereas, a return loss of 
better than 10 dB is achieved over a wide bandwidth of 
nearly 80%.It is observed analytically that employing ideal 
open stubs, return loss performance of better than 10 dB 
can be achieved over around 100% of the bandwidth. The 
stumbling block here is the realization of open stubs that 
can provide a near-to-ideal value of impedance. An 
approach to realization of such stubs is proposed with an 
arrow-shaped stub. Furthermore, a few methods to control 
the impedance of such stubs are also discussed in this 
paper. 

Keywords 
Arrow shaped stub, broadband phase shifter, analysis 
and design 

1. Introduction 
A phase shifter is central building block for phase 

controlled devices such as phase array antennas and smart 
antennas. It is often quite cumbersome to develop a phase 
shifter that can fulfil the needs of now-a-days 
communication systems that demand wide bandwidth and 
low losses. 

Despite, there are worthy efforts from few researchers 
around the word to design broadband phase shifters. There 
are numerous approaches proposed to implement phase 
shifters with improved properties [1]-[3] Most prominent 
of which include, a phase shifter comprising of a broadside 
coupling structure [4], [5], Schiffman’s phase shifter [6]–
[8] which is capable of providing as wide as 80% of the 
bandwidth with a differential phase shift and a phase 

imbalance of less than 10°. A modification of Schiffman’s 
phase shifters that uses cascaded coupled lines and double 
coupled lines to achieve broader bandwidth [7], [8]. 
However, the acquisition of better bandwidth performance 
for such phase shifters is strictly related to the microstrip 
lines that are very narrow in width as well as exceedingly 
narrow coupling gaps. This causes such phase shifters to be 
strictly dependent on fabrication constraints and limitation, 
making it tedious and sometimes even impossible to 
achieve such broader bandwidths and insertion loss in 
reality. An ultra-wideband phase shifter utilizing weak 
coupling technique was introduced in [4], this phase shifter 
is reported to perform well over a 110% of the bandwidth 
having a phase imbalance of better than ±3°, but the 
deferential phase shift it can achieve is limited to only 20° 
to 25°. An effort to improve the differential phase range of 
such phase shifters was proposed in [6] with the help of a 
multilayer structure, but range improvement on the other 
hand has also result in performance degradation in terms of 
phase imbalance (±10°) and insertion loss (1.85 dB). 
Moreover, multilayer structure makes the integration of this 
phase shifter with planar modules problematic. Another 
wideband phase shifter which incorporates open and short 
stubs to demonstrate a phase shifter providing up to 90° of 
phase shift was reported in  [9]–[11].  

Wideband behavior of loaded line phase shifter has 
caught great attentions when it comes to developing 
broadband phase shifter. Researchers have developed and 
reported few broadband loaded line phase shifters that 
reveal the usefulness of such phase shifters, but a lack of 
analysis methods and techniques available to design and 
properly analyze such phase shifter has brought a huge 
barrier in their proper utilization and application. Most of 
the design approaches still rely on ‘cut-and-try’ method to 
develop a wideband phase shifter. For instance, the phase 
shifter reported in [9] that uses dumbbell-shaped multi-
section stub provides wide bandwidth, yet the optimization 
process is employed  for the determination of stub 
dimensions. A shunt quarter-wavelength stub loaded 
transmission line phase shifter reported in [10], although 
the phase ripples exceed the acceptable limits for phase 
shifts greater than 60° but, straightforward relationships 



between stub resistance and differential phase shift are 
provided, however, lack of information and proper 
explanation makes the effort less effective. Another design 
procedure for quick determination of design parameters for 
a phase shifter which is capable of achieving phase shift up 
to 90° is introduced [11]  however, this can be proved that 
the constant value of resistance for all phase shifter 
reported in the design procedure may lead to inaccuracies 
in phase shift. 

In this paper, the authors propose a numerical analytic 
approach to determine characteristic impedance of the 
loaded stub for all the frequencies of interest. This largely 
simplifies the designing process for class of loaded stub 
based phase shifters. The strengths of design procedure are 
highlighted with the help of a single arrow-shaped stub, 
furthermore, several impedance control methods are also 
discussed in the later sections. The proposed method is 
validated by designing and fabricating a broadband phase 
shifter composed of two open stubs which can achieve up 
to 90° of linear phase shift. 

1.1 Design and analysis of Arrow-shaped stub 

Design and realization of perfect open stub providing 
closest impedance to the ideal value is cumbersome. By 
analytical observations, it is concluded that an ideal stub 
can provide almost 100% 10-dB return loss performance. 
In the later sections, design approach to realize and control 
the impedance of open stubs of such capabilities is 
discussed. A technique to increase the impedance of open 
stub is also proposed. 
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Fig. 1. Schematics of stubs; (a) conventional rectangular stub 

(b) stepped impedance rectangular patch stub 

Input impedance equation of a transmission line 
suggests that,  

Z𝑖𝑛 = 𝑍0 [𝑍𝐿+𝑗𝑍0𝑡𝑎𝑛𝜃
𝑍0+𝑗𝑍𝐿𝑡𝑎𝑛𝜃

]  

Z𝑖𝑛 = 𝑍𝐿+𝑗𝑍0𝑡𝑎𝑛𝜃
1+𝑗(𝑍𝐿/𝑍0)𝑡𝑎𝑛𝜃

         ⑴ 

Similarly, the admittance equation for open stub can 
be obtained, 

Y𝑖𝑛 = 1+𝑗(𝑍𝐿/𝑍0)𝑡𝑎𝑛𝜃
𝑍𝐿+𝑗𝑍0𝑡𝑎𝑛𝜃

  

Or 

Y𝑖𝑛 = 𝑗 [𝑡𝑎𝑛𝜃
𝑍0

− 1+𝑡𝑎𝑛2𝜃
𝑍𝐿+𝑍0𝑡𝑎𝑛𝜃

]      ⑵ 

From above equation, it is obvious that smaller values 
of load impedance (𝑍𝐿 ) will help lower the value of input 
admittance (Y𝑖𝑛). 

Modifying the geometric shape of loaded-line shown 
in Fig. 1 (a) from rectangular to stepped-rectangular 
geometry as shown in Fig. 1 (b), the equation for 
impedance can be modified as follows, 

𝑍𝐿 = 𝑍𝐶2 [𝑍1+𝑗𝑍𝐶2𝑡𝑎𝑛𝜃1
𝑍𝐶2+𝑗𝑍1𝑡𝑎𝑛𝜃1

]            ⑶ 

Where  

Z1 = 𝑍𝐶1/𝑗𝑡𝑎𝑛𝜃1          ⑷ 

So 

𝑍𝐿 = 𝑗 [𝑍𝐶2𝑡𝑎𝑛𝜃1−𝑍𝐶1/𝑗𝑡𝑎𝑛𝜃1
1+𝑍𝐶1/𝑍𝐶2

]    ⑸ 

𝑍𝐿 = 𝑍𝐶1(1−(𝑍𝐶2/𝑍𝐶1)𝑡𝑎𝑛2𝜃1)
𝑗𝑡𝑎𝑛𝜃1(1+𝑍𝐶1/𝑍𝐶2)     ⑹ 

  

Comparing to the impedance of rectangular shaped 
patches,  

Z𝐿
′ = 𝑍𝐶1

𝑗𝑡𝑎𝑛𝜃
= 𝑍𝐶1

𝑗𝑡𝑎𝑛(2𝜃1)
        

Z𝐿
′ = 𝑍𝐶1(1−𝑡𝑎𝑛2𝜃1)

2𝑗𝑡𝑎𝑛𝜃1
       ⑺ 

A quick glance at eq. (6) and eq. (7) reveals the 
relationship of impedances as  𝑍𝐶1 > 𝑍𝐶2  and 𝑍𝐿 < Z𝐿

′ . 
This suggests the possibility of using rectangular stepped 
impedance transmission line in place of conventional 
quarter-wave stub to lower the value of admittance. In this 
manner, difficulties and limitation associated with 
fabrication of high-impedance transmission lines can be 
eased. 
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Fig. 2. Proposed arrow-shaped stub and its parametric study by 

changing several variables to control the impedance of stub 
(a) diagram of arrow-shaped stub (b) variation in width of 
line (w2) (c) variation in width of stub (w1) (d) varying the 
length ratio (l1/l2) 



Fig. 2 (a) shows the schematic of an arrow-shaped 
stub having low impedance or high resistance. High 
resistance values are much simpler to achieve, leading to 
reduced fabrication complexities and limitation. On the 
other hand, this kind of stub can be controlled by varying 
stub parameters (w1, w2, l1 and l2) as shown in Fig. 2 (a, b 
and c). To ensure the better return loss performance at 
operating frequency, the total length of stub (l1+l2) is kept 
equal to half wavelength. 

1.2 Demonstration and results 

(a) (b)
Fig. 3. Simulated S-parameters and comparison; (a) S-parameters (b) 
phase response and admittance comparison 

As a demonstration and to validate the proposed 
approach, a phase shifter consisting of two such arrow-
shaped stubs is designed and prototyped. The stubs are 
designed to offer admittances very close to the ideal values, 
this ensures a constant phase shifter for all values of 
frequency. Simulated and measured S-parameters and 
phase response is given in Fig. 3 and Fig. 4, respectively. It 
is observed that both results resemble quite accurately, 
offering a return loss of better than 13 dB and a low 
insertion loss of only 0.5 dB for a wide range of 
frequencies i.e. 2.5 GHz to 6 GHz. Phase imbalance is 
found to be less than ±4°. 

(a)

(b) (c)  
Fig. 4. Fabricated prototype and measured results; (a) prototype 

snapshot (b) S-parameters (c) phase response 

2. Conclusion 
In this paper, a generalized method to analyze phase 

shifter based on load stub technique is proposed. Using the 
proposed method, a phase shifter incorporating two arrow-
shaped loaded stubs is developed. This phase shifter is 
capable of achieving 90° of constant phase shift over a 
wide bandwidth (approximately 85%) with the phase 
imbalance performance of better than ±4°. Furthermore, it 
is demonstrated that the complexities related to designing 
and fabricating such type of phase shifters can be greatly 
reduced by using proposed design method. 
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Abstract 

This paper deals with a broadband TE10 to TE20 mode 
transformer in a WR90 rectangular waveguide with more 
than 35 dB suppression of the fundamental mode and only 
0.4 dB of maximum transformation loss. Two fin lines are 
employed with appropriate configuration in order to obtain 
a broadband mode transformation. 

1. Introduction 

Into waveguide systems, usually, only the fundamental 
propagation mode is used because the input power is not 
equally distributed for each mode and high order mode 
power may be lost. In some applications, instead, the high 
order modes fields’ distribution is a requirement for best 
working and the fundamental mode is the unwanted one. In 
addition, only one mode may be preferred; thus others have 
to be suppressed. In such applications, the conversion 
efficiency and the suppression mode ratio are the key 
concepts. In this work, a broadband TE10 to TE20 mode 
transformer for the X band is presented. It employees the 
well-known fin line transitions in antipodal configuration, 
the standard WR90 waveguide and the WR90 waveguide 
with double width to allow the TE20 mode to propagate. In 
final instance, the application of the mode converter to the 
spatial power combining technique is shown. This 
application is exemplificative of the innovation provided by 
the proposed approach and clearly shows its potentialities. 

2. Mode Conversion 

In a rectangular waveguide, the electric field of the first 
mode TE10, has distribution like a half sine wave 
distribution; while that of instead the TE20 follows an entire 
sine wave. Usually, the conversion mode is achieved with 
several dielectric rods placed along the waveguide [1]. In 
order to accomplish the mode conversion, the fundamental 
mode must be spatially divided in two equal parts, one 
shifted by 180° in phase with respect to the other. The 
innovation presented in is the strategy for achieving this 
phase shifting [2]. 
The dividing operation is obtained through two cards with 
single fin line in antipodal configuration. By means of the 
opportune field-rotating performance of the antipodal fin 
line, it is possible to get the right phase shifting. The two 
cards have different topology because they have different 

tasks. One card (Figure 1) rotates the electric field (from left 
to right) first in the clockwise for 90° and then in the counter 
clockwise for 90° (hence, the output electric field has the 
same polarization of the input). The second card (Figure 2) 
rotates the electric field in the clockwise for 180°, obtaining 
the desired phase shifting between the two cards. 

 

Figure 1: The card that rotates the electric field of 0°. 
Green trace is on the top of the substrate and the 
yellow one is on the bottom. 

 
Figure 2: The card that rotates the electric field of 
180°. Green trace is on the top of the substrate and 
the yellow one is on the bottom. 

 
At this point, a TE20 mode is formed and it can propagate 
only if the waveguide dimensions (or the operating 
frequencies) allows for. In this work, an oversized 
waveguide, where the long side of the waveguide is twice 
the standard value, it has been preferred. The fin lines have 
the same length, allowing for a so the broadband behavior. 

3. Fin Lines and Waveguide Designs 

The operation of this mode transformer (Figure 3) relies on 
opportune fin lines design. They have been designed starting 
from the exponential shape (1): 
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where b is the waveguide height, W is the paired strip lines 
width, LFin is the transition length and wf is the form factor. 
Two latter parameters are subjected to optimization process 
and their values are reported in Table 1. 
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Table 1: Optimized values of the fin line tapers 
wf LFin [mm] |W(x)| [mm] 

0.4 40 � �> @1109.22exp13.10 3 ��� � x  

 
The paired strips lines are needed to join the two fin line 
tapers and they are required to be as wide as possible in 
order to reduce losses. The upper limit is due to the high 
order modes propagation which is frequency- and dielectric 
permittivity-dependent. In fact, the line width must be lower 
than a quarter of the wavelength in the medium. For this 
work, it must agree with the (2) by assuming W/Hsub>1, 
Hsub=0.508 mm, εr=9.8 (Alumina substrate), f=12 GHz. It 
has been approximated as a microstrip line [3].  
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Hsub is the substrate thickness. 
The width of the paired lines has been chosen with 2 mm to 
get a certain safety margin. The Bal-un has a semicircle 
shape with radius of 4.08mm. 

 
Figure 3: TE10 to TE20 mode transformer. 

 
Two 8 mm length Quarter Wave Transformers (QWTs) have 
been implemented on the card topology in order to improve 
the return loss. The two cards have been placed at 4 mm of 
distance from the waveguide center in order to correctly 
distribute the dielectric load. 
The waveguides design has been performed by joining two 
WR90 waveguides together: a standard 22.86x10.16 mm2 
waveguide and a 45.72x10.16 mm2 one. The junction 
interface has been linearly tapered and its length has been 
chosen as the same as that of the fin line. Accordingly, the 
waveguides junction interfaces are placed in the middle of 
the paired lines. The performances obtained in X band show 
15 dB of return loss in TE10 and TE20 terms, at the input and 
at the output ports respectively, with 0.3 dB ±0.1 dB of 
transformation loss (Figure 5), corresponding to the 
insertion loss. The efficiency mode conversion has a mean 
value of 96.6% in the whole X band, so a bandwidth of 40% 
has been achieved. At the output port, where only TE20 
mode is desired, TE10 is 35 dB attenuated, TE30 is 50 dB and 
TE40 is 25 dB (Figure 6). 

 

 
Figure 4: Return loss for the fundamental mode at the 
input port and for the first 4 modes at the output port 
(from TE10 to TE40). dB( S(PortX : ModeX, PortY : 
ModeY) ) indicates the S(PortX,PortY) parameter 
considering ModeX presents at the PortX and 
ModeY presents at the PortY. 

 

 
Figure 5: TE10 to TE20 transformation loss. It is the 
S21 when at the port 1 there is the first mode and at 
the port 2 the second mode is wanted. 

 

 
Figure 6: TE10, TE30 and TE40 suppression at the 
output port. They are the S21 parameters when at the 
input port the fundamental mode is excited and at the 
output port other modes are investigated. 

4. Spatial Power Combiner application 

The Spatial Power Combining (SPC) technique [4] is a 
suitable approach where the mode transformer (previously 
described) is used. When more cards are employed in a SPC, 
the feeding of each fin line must be seriously considered. In 
fact, the outermost fin lines capture less power than the 
innermost ones. In this way, the solid state power amplifiers 
placed on the fin lines work in different compression 
regions. The TE20 mode, in a rectangular waveguide, 
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improves the feeding of the solid state power amplifiers 
placed far from the center of the waveguide (Figure 7). 

 
Figure 7: Field distribution for fundamental and 
second modes. Fin line cards are the green 
rectangular. 

 
Several improvements are obtained on the feeding balance, 
which is each fin line receives the same power of the others. 
In addition, more space is available for MMICs placement.  
In order to assess the improvements achieved from the 
proposed approach, an SPC has been (Figure 9). It 
employees 4 Al2O3 cards with single fin lines printed on in 
antipodal configuration. The design procedure has been 
largely treated in [5] and it is frequency scalable. The 
propagation medium is a waveguide with the same 
dimensions of the mode transformer designed, which are 
45.72x10.16 mm2. 

 
Figure 8: Blocks diagram of the SPC application. 

 

 
Figure 9: The SPC designed for the X band 
employing the broadband mode transformers. 

 
The results of the simulation show a balanced power 
splitting within ±0.1dB (Figure 10). The two minimum in 
the splitting scheme are due to the intrinsic limits of the 
mode transformer. Two semicircular metallic traces have 
been applied in the slots places in order to bring the 
resonances away from the operative band [6]. 
 

 
Figure 10: Balanced power splitting achieved by the 
Spatial Power Combiner fed by the TE10 to TE20 
mode transformer. 

 

5. Conclusions 

In this paper, a new waveguide mode transformer has been 
presented. It operates in full X band applications with only 
0.3 dB loss. An X-band SPC has been designed employing 
two mode transformers in order to proof the right behavior 
of the converters. Further improvements could be 
performed to reduce the length of the fin line taper in order 
to maximize efficiency in the transformation process. 
Moreover, the spatial combiner may be designed to 
eliminate the output transformer, by inverting the phase of 
two fin line cards. In this case, major attention should be 
given to the output waveguide section. 
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Abstract 

A Spatial Power Combiner is proposed using an innovative 
waveguide to microstrip transition capable to divide the 
electric field in six equal parts per card. This device can 
combine 12 MMIC Solid State Power Amplifiers in the 
whole X Band with 13 dB of return loss and only 2.2 dB 
losses in a small size, high power and high efficiency 
system. 

1. Introduction 

Spatial Combining technique [1] is a suitable approach if 
several Solid State Power Amplifiers (SSPAs) have to be 
combined. It has high efficiency due its one shot dividing 
and combining ways and then losses are quite independent 
to the number of devices combined. Thus power dividing 
and combining are performed in a parallel way rather than 
in a serial way how the classical power combining approach 
does. At the state of the art only binary combinations were 
performed [2]-[3] and more than the necessary devices may 
be combined. In this work, an X band Spatial Power 
Combiner (SPC), employing the innovative hexa-Fin Line 
to microstrip (FLuS) transition is presented. The proposed 
structure allows to combine six-multiple SSPAs with low 
loss, until now impossible with SPC’s at the actual state of 
the art. This limit has been overtaken by means of inserting 
six parallel 50 Ω microstrip lines into a WR90 waveguide, 
by relying on its cross sectional dimensions that has 
hallowed to place equally spaced 254 µm FluS on Alumina 
substrate (Figure 1). 

 
Figure 1: Proposed card with hexa-fin line to microstrip 
transition. Green traces are on the top of the substrate 
and orange ones are on the bottom. 

 

2. Electromagnetic Design and Simulation 

The design of hexa-fin lines involves tan accurate material 
selection by considering all multiple physics aspects of their 

properties: an Al2O3 substrate has been chosen with 254µm 
of thickness, due its good thermal conductivity. This 
requirement is a key point to allow the system to dissipate 
high amount of heat generated by SSPAs. An exponential 
taper, in antipodal configuration, has been chosen for the fin 
line profile. Hence, two parameters have to be defined to 
obtain the right impedance transformation in (1), where b is 
the waveguide height, W50 is the 50 Ω microstrip line width, 
LFin is the transition length and wf is the form factor. Two 
latter parameters are subjected to optimization process. 
After optimization wf value is 20 with a LFin of 25 mm. 
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Hexa-fin is 25 mm length for full X band applications and it 
needs of triple Quarter Wave Transformer (QWT) with 5 
mm length to improve return loss and to make symmetric 
currents in the substrate [4] (Figure 2). Each microstrip is 
anti-phase (180°) shifted with respect to the adjacent ones 
for intrinsic performance of the antipodal fin configuration. 
It catches and divides the electromagnetic field and while it 
transforms the impedance it rotates the electric fields in 
opposite directions. In adding a Bal-un has been designed in 
order to obtain minimum reflections in the fields 
transferring process. It has the same shape of the fin line but 
its length is 4.46 mm, hence the bottom plane, that is the 
ground one of the hexa-fin transition, is 29.46 mm length 
from the start of the fin line to the end of the Bal-un. 

 
Figure 2: The symmetry of the current magnitude due 
to the triple QWT inside the hexa-fin line. 

 
Two designed hexa-fin lines have been employed in a SPC 
so it is able to combine 12 MMIC SSPAs. Each MMIC 
spends 5x10 mm2 areas but different sized one may be used 
with only few modifications. Transitions have been placed 
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at 6 mm of distance from each other to reduce coupling and 
to allow for the use a thick carrier with high dissipation 
capacity. Equalization lines have been designed on Al2O3 
substrate obtaining a phase imbalance of 0.3° and maximum 
loss of 0.8 dB. 

 
Figure 3: 3D model of the simulated Spatial Power 
Combiner employing 4 hexa-fins in the WR90 
waveguide, 2 for dividing and 2 for combining, 
holding 12 MMICs (3D and top view). 

 
Electromagnetic simulations have been performed using 
Ansys HFSS software of the model showed in Figure 3. The 
whole SPC has 13 dB return loss in the 8.2-12.4 GHz band, 
that is the WR90 operative band, and it has 1.9 dB of mean 
insertion loss with ripple of 0.3 dB but major losses are due 
to the equalization lines that bring electromagnetic fields 
from fin lines to MMIC SSPAs. Performances are reported 
in Figure 4. Thus two hexa-fin cards divide electromagnetic 
field in twelve parts with only 0.3 dB of loss; this 
corresponds to a 93.3 % of transformation efficiency 
calculated by (2). Instead the entire SPC has an efficiency 
of 60% calculated on the insertion loss basis. 

Loss1 K ,  Loss is in linear  (2) 

 

Figure 4: Return Loss and Insertion Loss (10 times 
magnified) of the SPC, in back to back configuration, 
holding two cards with the proposed new transition. 

3. Technological Aspects 

It has been mentioned that the major losses are induced on 
long equalization lines. In order to reduce such losses, it is 
possible to use low dissipation factor substrates or lower 
permittivity dielectric substrates than alumina (used in this 
work) may be used. Therefore two different materials 
should be used, one for the fin line and another one for the 
equalization lines but anyways the power dissipation of the 
lines has to be taken in account. 
Minimum distance, from two microstrip lines, must be 
dimensioned in order to allow each one to not interfere with 
others. This requirement can be reached by dimensioning 

the distance as about three times the width of the line. 
Anyhow, in this work two adjacent lines have been placed 
at more than the double of this minimum allowable 
distance. At least limit, in a WR90 waveguide is possible to 
use up to ten 50 Ω parallel lines, but more external lines are 
too close to the waveguide walls, so hexa-fin is a right 
compromise between maximum numbers allowable of 
parallel lines and maximum accepted coupling among them. 
Another solution, it may be the usage of higher impedance 
lines than 50 Ω but they come up with more losses and then 
impedance transformation is needed to interfacing with 
SSPAs.  
The heat dissipated by the SSPAs warms up the fin line 
substrate reflecting in a line profile bend-up. Once it has 
been bended up, the fin line card can’t capture (or launch) 
the electric field correctly. In this manner, the field is 
launched by the projection of line component parallel to the 
short waveguide side and not by the total line; which must 
be totally orthogonal to the long side, with no bend or 
rotations. This, thermo-mechanically induced, field shape 
alteration considerably reduces the capturing (or launching) 
efficiency of the global structure, so the right feeding of the 
fin line must be assured [5]. 
The last generation of SSPAs, with GaN technology, is 
capable of to delivering about 50 W in the X band with 
PAE around 30% [6]. This means that the power dissipated 
is higher than 100 W. The WR90 waveguide width, which 
is 22.86 mm, permits the use of a thick carrier, while 
ensuring for high power dissipation. In fact, the carrier is 6 
mm thick and a heat-pipe liquid cooling system might also 
be provided. 
Another very important aspect, in the SPC design, deals 
with the driver performance. Correctly driving 12 SSPAs is 
a design challenge, if it is considered that all these devices 
must be symmetrically combined at the input where a power 
at least 10.8 dB higher that of what a SSPA needs is 
applied. A more expensive alternative solution is the usage 
of 12 gain amplifiers with at least 10.8 dB of gain placed 
before each SSPA. 

4. Conclusions 

In this paper, a new waveguide to microstrip transition has 
been presented. Hexa-fin breaks the binary combination 
constrains, by allowing for six-multiple combination 
approach showing good performances in the X band. A 
Spatial Power Combiner has been designed and simulated 
placing 12 solid state power amplifiers by means of the use 
of the new proposed transition: a maximum 2.2 dB losses 
have been obtained with maximum 13 dB return loss. 
Furthermore, some technological aspects have been 
discussed by the key importance of the underhand work that 
stands behind the electromagnetic modeling. 
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Abstract 

Tunable band-stop zones in GHz frequency region was 
studied theoretically for magnetostatic surface waves 
(MSSWs) propagating along two-layer over-coupled 
magnonic waveguides. The analysis has revealed interesting 
peculiarities in periodical transversal re-distribution of 
MSSW energy within narrow frequency regions. Band-stop 
regions can be efficiently tunable by Pm-scale 
displacements between the layers. 

1. Introduction 

Magnetostatic Waves (MSWs) in thin ferrimagnetic films 
have been widely used for microwave signal processing [1]. 
The main advantage of MSW is their short, Pm-scale, 
wavelength, and high tunability. A single-film MSW-based 
microwave filters have been well studied and described [2]. 
In recent works main attention was paid to the so-called 
magnonic crystals (MC), as a basic candidate for 
reconfigurable microwave filters [3, 4]. These devices use 
periodic modulation of magnetic properties as an active area, 
to modify MSWs dispersion characteristics. An important 
issue of MC devices is the control of periodic active area for 
manipulation of MSWs transmission spectrum. The 
reconfigurable filters were realized, recently, by using a 
control dc currents [5], and optically induced magnetic 
gratings [6].  
 
Alternative proposal is based on MSW coupling in 
multilayer structures. The directional couplers based on two 
magnetic layers was proposed by Sasaki and Mikoshiba [7]. 
Transmission characteristics of MSWs in different coupled 
multilayer magnonic structures has been analyzed in detail 
in [7-10]. Recently, the spectral characteristics of surface 
MSW (MSSW) was demonstrated experimentally in a 
planar structure consisted of two coupled magnonic 
waveguides [11]. This device has provided frequency-
depended directional coupling with prohibited bands in the 
transmission spectrum. However, the disadvantage of the 
planar coupler is its relatively small coupling coefficient, 
because the transversal in-plane microwave component of 
the magnetic field, induced by MSSW, is out-of-phase at 
adjacent ages of the waveguides.   
 

Here, we consider a bi-layer structure based on yttrium iron 
garnet (YIG). Our analysis in this work is focused on the 
transformations in MSW transmission spectrum stop-bands 
caused by a variation in the distance between two ferrite 
layers. We suppose that this mechanism for the stop-band 
tuning can be realized by means of MEMS microactuators 
based, for example, on piezoceramic or thermal strain 
effects.  

2. Theoretical analysis 

The bilayer structure on Fig. 1 is constituted of two similar 
ferrimagnetic films (regions II and IV) with thickness d1. 
Separated (region III) and surrounded (region I and V) by 
non-magnetic dielectric gap. This layer has the thickness d2. 
Structure is supposed be infinite in the x = 0 plane. External 
dielectric media are also infinite in the x direction. Free 
space parameters for I, II and V regions are contemplated. 
External field H0 is applied along the z direction, and the 
spin wave, this geometry corresponds to MSSW, propagates 
in the y-direction.   

 
Figure 1: Magnetic bilayer structure magnetized in plane. 
 
The gyrotropic properties of the ferrites in regions II and IV 
in Fig. 1 are described by the permeability tensor P̂ .  
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Z is the frequency, ZH = JH0, ZM = 4SJMs, J is the 
gyromagnetic ratio and Ms is the saturation magnetization. 
The waveguide problem of the bilayer structure in Fig. 1 is 
solved by means of the Walker’s equation (3) that describes 
the transverse distribution and propagation of MSSW 
magnetostatic potential (<).  
 

� � 0ˆ  <�� P    (3) 

 
 Eq.(3) follows from magnetostatic approximation of the 
Maxwell equations, �uH = 0 , where < defines the 
microwave magnetic field as h = -�<. The dispersion 
relation for MSSWs in the two similar magnetic layers with 
in plane magnetization is (4): 
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where k is the wavenumber of MSSW. In the solution of the 
problem we consider two lowest order fundamental 
eigenmodes. Their wavenumbers k1,2(Z) were obtained 
through numerical solution of Eq.(4) and the MSSW field h 
was calculated from Eq.(3). The eigenmodes have quasi-
symmetric and quasi-anti-symmetric transversal profiles. 
Superposition of both modes defines the h-field of the 
structure. Its spatial evolution along the propagation 
direction can be interpreted as the energy exchange between 
the waveguides. Note, at a large gap d2, the h-field can be 
described by means of the coupled modes perturbation 
theory [12]. 
 

3. Results 
 
Fig. 2 illustrates the dispersion curves, corresponding to the 
fundamental eigenmodes. The parameters used in the 
simulations were the following:  H0 = 170 Oe, 4SMs = 1750 
G, and d1 = 7 Pm. Fig.3 shows the MSSW power flux in the 
xy plane.  It was calculated by the equation 
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2
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where P is the magnitude of Poynting vector that represents 
the average power flux per unit surface. In Fig. 3, the power 
exchange period along the y-direction can be calculated as   
L = 2S/('k), 'k = k1 - k2. Here,  k2 is the wave number for 
quasi-symmetric mode and k1 is the wave number for quasi-
anti-symmetric mode.  
 

 
 

Figure 2: Dispersion curve and its branches for d2 = 50 Pm. 
Mode 1 is related to quasi-symmetric-mode and Mode 2 to 
quasi-anti-symmetric 
mode.

 
 
Figure 3: Power evolution in a bi-layer, at the gap d2 =50 μm 
and ω = 1.7 GHz. 
 
The principle of the formation of the required band-stop 
zones is the selection of a proper output propagation 
distance y = L in one magnetic layer, taking into account that 
L is a function of the wave number difference Δk(ω). In turn, 
'k strongly depends on the gap d2, therefore, variations in d2 
can be considered as a tuning mechanism for the system. A 
high efficiency of this mechanism was suggested by Sasaki 
and Mikoshiba [7]. 
 
Indeed, our numerical experiments have revealed a high 
sensitivity of the transmission band to d2 variations. In Fig. 4 
we compare two transmission spectrums for the cases when 
d2 = 40 Pm, and d2 = 45 Pm. 

 
Figure 4: Band structure tuning due to the variation in d2. 
The results were obtained at a fixed L. 
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Figure 5: Band structure evolution in a reconfigurable 
structure as a function of the gap d2. 
 
 
As seen in Fig.4, the variation 'd2 = 5 Pm  provides the    
|15 MHz frequency shift of the narrow band-stop zones. 
The results in Fig.5 illustrate that the sensitive in the 
frequency shift with respect to 'd2 increases, as d2 decreases 
to the waveguide thickness Δd1. 

Conclusions 

The band-stop structure of the MSSW transmission spectra 
of the bi-layer magnonic waveguide can be efficiently tuned 
by micrometric scale variations of the gap between the 
layers. The structure provides a variety of the spectrum 
waveforms with narrow and tunable band-stop regions.  
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Abstract-Upset of electronic systems systems is a failure in the function of the system due to a 

tailored illumination of the system.  Upset is difficult to simulate because it involves a complex 

interaction of the circuits and systems at threat current and voltage levels that are similar to the 

operating levels and frequencies of the electronics controlling the systems.  This paper will 

demonstrate simulation of a number of interesting responses and system failure modes caused by 

tailored illumination. The simulations begin with a study of a number of interesting nonlinear, 

potentially chaotic circuits and their response to stimuli and concludes with a simulation of a 

mechanical system controlled by an electronic circuit. 

 

Summary:  In developing the tools necessary to predict upset in electronic systems due to IEMI 

illumination, we begin with the study of a number of interesting circuits.  The circuits are all nonlinear and can 

show chaos for selected parameters and for certain excitations (Ref. 5,7).  While chaos is an interesting failure 

mechanism, any system failure mechanism is interest.  For example, if an illumination causes an engine to stop, 

the electronics behavior causing that failure would be of interest.  The circuits considered are: 

1. Circuits associated with rectification (typical illumination frequencies are often much higher than 

circuits operating frequencies) (Ref. 6). 

2. Chua’s Circuit (Ref 1) and driven Chua’s Circuit (Ref. 5) 

3. PT Symmetric circuits (Ref 2). 

4. Buck Converter (Ref 5).  

5. Phase locked loops (Ref. 3, 4). 

6. PID controller. 

 

  

Tools:  While many of the problems in the first six circuits can be treated with general tools such as 

LTSpice, MathematicaTM, or even Fortran, our goal is to extend this work to very complex, hybrid and nonlinear 

systems, including thermal, mechanical, fluid and other types of systems.  To accomplish this type of modeling 

we need more complex tools.  For this study, we perform our studies using the Modelica® language.  

Modelica is an equation based language extensively used in industry for system simulation.  For ease of use, we 

use Dymola® and Wolfram SystemModelerTM to edit the Modelica code and perform the simulations and 

presentations.  Finally, since many extensive parameter studies are required we automate the simulation and 

plotting process using a Python script. 

 

 



Final Simulation:  The last demonstration will inject a signal onto a simplified auto engine bus that 

controls the spark advance of a simplified single cylinder engine.  As the injected signal interferes with the 

pulse width modulated signal of the simplified electronic control unit, the advance will move until the 

combustion no longer can supply the pressure that moves the cylinder.  This spark advance demonstration is 

different than the Inmarsat work in Ref. 3 since the failure mechanism is just a pulse width shift rather than a 

transition to chaos of an intermediate circuit.  
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The present paper deals with the study and investigation of radiations produced by the 
interconnects inside an Integrated circuits operated at high frequencies.  
Interconnects are multiple strip and multilevel in ICs. This complicates the study of radiations 
the produce or receive. The radiations should be studied and modeled in order to secure the 
functioning of ICs in different media under varying electric and magnetic conditions. 
 
In this first study, we consider a planar interconnects line including three strips isolated by a 
high k dielectric. The main parameter evidenced is the capacitance of the transmission line 
which will act as a filter and then attenuate to a worse level the digital signals that flow in 
these strips. 
 
The work is carried out as modeling using a computation method which common in the field, 
the finite element method. 
 
We simulated and modeled the interconnect capacitance in different situations. The case study 
is shown below:  
  
The three microstrip lines are equidistant and  
mounted on a oxide grown on silicon substrate. 
 
The computations are made based on the  
Resistance, capacitance and inductance for couples  
of lines and for their mutual interactions. 
 
The main conclusions are drawn for the study of the influence of the dielectric width and 
permittivity. The transmission line length and geometry was also studied and the impedance 
per length is treated in order to estimate the losses and define the limit amplitude of the digital 
signal in use. 
 
The results are found to comply with literature and encouraging for further investigations on 
dielectric separation. 
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Abstract— In this paper the problem of the radiation of an electric current element above a
homogeneous infinite flat ground is solved with an adaptive algorithm to compute the numerical
integration. This method ensures to obtain the correct values of all components of the elec-
tromagnetic field with a controlled accuracy. These values, computed in di↵erent scenes, are
considered as references to analyse the approximation error in the propagation theory of Norton.

Introduction: Since Sommerfeld solved the problem of the radiation of a vertical current el-
ement above a homogeneous half-ground [1], many other formulations of the same problem have
appeared in the litterature [2, 3, 4], the mostly used is the Norton engineering approximation [5, 6].
Recently [7, 8], an adaptive algorithm was created to accuratly compute Sommerfeld’s integral
in the case of a vertical electric current element. The main aim of this paper is to extend this
algorithm to a horizontal electric current element and to evaluate the approximation error in the
formulas given by Norton, considering di↵erent scenes (nearfield or farfield propagation, frequency
of the source, di↵erent types of ground).

Numerical integration: In a previous work [7], the radiation of a vertical current element
I0dl located at height h above a homogeneous flat ground with wavenumber k2 is considered. The
observation point is located at radial distance r and height z in the air (wavenumber k0). All
components of the electromagnetic field are obtained everywhere above the ground. All these
components are made up of three analytical terms: the direct radiation from the current element
(I0dl), the negative image (�I0dl) at depth �h in the ground and an integral which is the surface
wave term. As an example, the vertical component of the electric field at ! = 2⇡f is written below
in (1).

Ez(r, z, h) = E0

"✓
@2

@z2
+ k20

◆✓
e�jk0R

R
� e�jk0R0

R0

◆
+

Z +1

0

2k22J0(�r)e
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p
�2�k2

0

k22
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p

�2 � k22
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#

(1)
Where E0 = � j!µ0I0dl

4⇡k2
0

, R =
p

r2 + (z � h)2, R0 =
p

r2 + (z + h)2 and J0 is the zero order Bessel
function of the first kind.

Following [9], the analytical formulas has been written in the case of a horizontal electric current
and implemented in the adaptive algorithm.

Accuracy of Norton’s Approximation Formulas: Considering the results given by the
adaptive algorithm as a reference solution, the errors in the approximation of Norton’s formulas
are computed in di↵erent scenes : a vertical and then a horizontal current element, radiating at
di↵erent frequencies, above di↵erent types of infinite half-space (dry soil, wet soil and sea).

Conclusion: This study evaluates the errors in the approximation of Norton’s propagation
theory with an adaptive algorithm for numerical integration. The e↵ects of the orientation of the
current element, the radiating frequency and the type of the ground are observed on the accuracy
of Norton’s formulas.
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Abstract

We present fast and accurate analysis of nanowires at opti-
cal frequencies. Plasmonic properties are investigated via
the Lorentz-Drude model, where the metals are consid-
ered as penetrable bodies with negative permittivity values.
Surface integral equations are used to formulate scattering
and transmission problems, while strongly negative per-
mittivity values bring computational challenges. A modi-
fied combined tangential formulation is developed and used
for accurate solutions of transmission problems involving
nanowires. Also a modified version of the multilevel fast
multipole algorithm (MLFMA) is employed for accelerat-
ing numerical solutions, where quickly decaying interac-
tions are dropped for improving the efficiency. Numerical
examples are presented to demonstrate the capabilities of
the developed implementation.

1. Introduction

Nanowires are important ingredients of optical metamate-
rials [1],[2]. Therefore, their computational analysis is es-
sential to understand optical properties of these structures
and their combinations with other metallic and dielectric
objects. On the other hand, at optical frequencies, where
plasmonic effects dominate for metals, conventional imple-
mentations that are developed for lower frequencies must be
used carefully. This study is devoted to accurate and effi-
cient analysis of nanowires via iterative solutions of surface
integral equations. Since the conventional formulations be-
come inaccurate, especially when the value of the negative
permittivity is large, we propose and employ a modified
tangential combined formulation (MCTF). In order to ana-
lyze large-scale (e.g., long) nanowires with respect to wave-
length, we further employ a modified multilevel fast multi-
pole algorithm (MLFMA) that allows for efficient full-wave
simulations of three-dimensional models.

In the next section, we summarize different aspects of
the developed implementation for rigorous solutions. As a
new type of formulation, MCTF is detailed in Section 3.
Section 4 includes numerical examples, followed by our
concluding remarks in Section 5.

2. Full-Wave Analysis of Nanowires
We consider time-harmonic excitations of nanowires,
which are analyzed in the frequency domain using the
exp(�i!t) time convention. Nanowires are considered as
three-dimensional structures with finite sizes.

2.1. Plasmonic Models

Lorentz-Drude models are available for modeling metals at
optical frequencies. Experimental studies reveal effective
electrical parameters of several important metals [3]. Inter-
polations can further be used to extract possible values of
the relative permittivity with respect to frequency. In gen-
eral, we investigate single-material nanowires with electri-
cal parameters {✏

p

, µ

p

} in free space {✏
o

, µ

o

}. Considering
that large negative permittivity values are computationally
difficult to handle, frequencies in the infrared region (that
are particularly focused in this work) are usually more chal-
lenging than those in the visible region.

2.2. Formulation

Alternative options are available for surface formulations
of penetrable objects, and the existing implementations can
be converted into plasmonic solvers [4],[5]. On the other
hand, many formulations are designed for ordinary dielec-
tric materials and their behaviors may change significantly
for very large negative values of the permittivity. Among
several stable formulations, the electric and magnetic cur-
rent combined-field integral equation (JMCFIE) and the
combined tangential formulation (CTF) provide fast itera-
tive convergences. However, CTF tends to break down in
terms of accuracy as the negative permittivity increases. For
example, at 250 THz, silver has an effective relative per-
mittivity of �60.67 + 4.303i, for which CTF fails to pro-
vide accurate solutions in comparison to its performance
for ordinary dielectrics. For such values, JMCFIE seems
to provide more stable results, especially in the near zone.
Unfortunately, with low-order discretizations, JMCFIE has
well-known accuracy issues for all permittivity values, in-
cluding plasmonics. These observations reveal that numer-
ical comparisons with moderate permittivity values [4]–[8]
(e.g., gold at visible frequencies) may need to be revised for
different frequency ranges.

For plasmonic problems, it is also possible to resort



to more traditional integral equations, such as the Poggio-
Miller-Chang-Harrington-Wu-Tsai (PMCHWT) formula-
tion. On the other hand, most of the plasmonic structures
are represented as high-contrast problems, leading to ex-
tremely difficult iterative solutions, especially if the number
of unknowns is large. Alternatively, an investigation on the
accurate breakdown of CTF demonstrates the source of the
error as numerically unbalanced matrix blocks, which be-
come extreme as the negative permittivity increases. Based
on this observation, we propose a modified version of CTF,
namely MCTF, that provides accurate solutions in wide
ranges of permittivity values without deteriorating the ef-
ficiency of iterative solutions.

2.3. Discretization

Surface formulations usually allow for accurate solutions
with �

o

/10 discretizations, where �

o

is the wavelength in
the excitation (host) medium, provided that geometric dis-
cretization errors are minimized [9]. On the other hand, for
plasmonic structures, where the electromagnetic power is
restricted in the close proximity of structures, very dense
discretizations may be required. Using the Rao-Wilton-
Glisson (RWG) functions on triangular domains, �

o

/80 and
even denser triangulations are needed to achieve a typical
1% error using CTF and JMCFIE. For large permittivity
values, however, CTF may break down without any indica-
tion in iterative solutions. Therefore, mesh convergence is
often required for verifying the level of accuracy. As shown
in Section 4, MCTF needs coarser discretizations (hence
smaller numbers of unknowns) in comparison to both CTF
and JMCFIE, as an important advantage of this new formu-
lation.

2.4. Iterative Solutions Using MLFMA

Interactions in plasmonic regions decay very fast and be-
come negligible for large distances with respect to wave-
length. Therefore, for ordinary host media, inner interac-
tions can be eliminated systematically without deteriorating
the accuracy. This corresponds to pruning the tree struc-
ture in MLFMA, leading to very fast matrix-vector multi-
plications, without dealing with large values of the absolute
wavenumber. As detailed in [10], these eliminations can be
performed before the iterative solution starts, by comparing
the theoretical exponential decays for the given plasmonic
medium with the target number of accurate digits. With
those careful eliminations, the accuracy of the final simula-
tion results are not affected, while the efficiency is signifi-
cantly improved.

3. Modified Combined Tangential
Formulation

Since the conventional formulations, such as the PMCHWT
formulation, JMCFIE, and CTF are well-known in the liter-
ature, we focus on MCTF in this paper. Two major integro-

differential operators in surface formulations are defined as
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is the wavenumber and

g

u

(r, r0) =
exp(ik

u

|r � r0|)
4⇡|r � r0| (3)

is the three-dimensional Green’s function for u = {o, p}.
Discretizations of these operators with tangential (direct)
testing can be written as

T̄
T

u

[m,n] =

Z

Sm

drt
m

(r) · T
u

{b
n

}(r) (4)

K̄
T

u

[m,n] =

Z

Sm

drt
m

(r) ·K
u

{b
n

}(r), (5)

where t
m

and b
n

represent testing and basis functions, re-
spectively. Using a Galerkin scheme, the testing and basis
functions are selected as the same set of the RWG func-
tions. Then, the discretization of MCTF leads to 2N ⇥ 2N

matrix equations, which can be written as
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In the above, the matrix blocks are defined as
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where ⌘

u

=

p
µ

u

/

p
✏

u

represents the wave impedance.
Similarly, the right-hand-side vectors are derived as

wMCTF
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Z

Sm

drt
m

(r) ·Einc

(r) (11)
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where Einc and Hinc are incident electric and magnetic
fields. Solutions of the matrix equations in (6) lead to co-
efficients {a

J

,a
M

}, which are further used to compute the
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Figure 1: Magnetic field intensity in the vicinity of a dual nanowire transmitter made of silver and excited with two dipoles
(located on the right-hand side) at 250 THz. Solutions are obtained by using JMCFIE discretized with �

o

/24, �
o

/48, and
�

o

/80 triangles.

secondary electric and magnetic fields as
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By selecting u = {o, i}, electromagnetic fields for the outer
and inner problems are obtained, while their superpositions
lead to the overall field distributions.

4. Numerical Examples

For numerical examples, we consider a system of two Ag
nanowires excited by a pair of dipoles at 250 THz. The sys-
tem can be considered as a transmitter, and field distribu-
tions in its vicinity are of particular interest. Each nanowire
has 0.1⇥0.1⇥5 µm dimensions, and the distance between
them is 0.1 µm. Fig. 1 depicts the magnetic field intensity
in the vicinity of the structure, when the problem is formu-
lated with JMCFIE. For discretizations, the RWG functions
on �

o

/24, �
o

/48, and �

o

/80 triangles are used, leading to
matrix equations involving 9792, 38,784, and 113,064 un-
knowns, respectively. All solutions are performed by a five-
level MLFMA with two digits of accuracy on a single core.
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Figure 2: Magnetic field intensity in the vicinity of a dual nanowire transmitter made of silver and excited with two dipoles
(located on the right-hand side) at 250 THz. Solutions are obtained by using CTF discretized with �

o

/24, �
o

/48, and �

o

/80

triangles.

Iterative solutions are carried out by using the generalized
minimal residual (GMRES) method. As depicted in Fig. 1,
the results obtained with JMCFIE change significantly as
the discretization is improved. These comparisons reveal
that �

o

/24 and even denser discretizations may not be suf-
ficient if nanowire problems are formulated with JMCFIE.

Next, in Fig. 2, we present the magnetic-field results
provided by CTF. Using this formulation instead of JMC-
FIE improves the accuracy, while there are still important
discrepancies between the results obtained with different
discretizations. As opposed to much better performance of
CTF for low-order discretizations of ordinary materials, we
observe that �

o

/24 discretization of CTF may not be suf-
ficient for nanowires. As a comparison, Fig. 3 depicts the
results when MCTF is used with �

o

/24 triangles. It can
be observed that the field values obtained in this case are
very similar to those obtained with JMCFIE and CTF using
�

o

/80 discretization. Considering also the mesh conver-

gence for JMCFIE and CTF, we conclude that MCTF pro-
vides accurate results with coarser discretizations and less
numbers of unknowns. Using MCTF, the number of iter-
ations increases to 249 (from 134/145 for JMCFIE/CTF)
for 10�4 residual error when �

o

/24 discretization is con-
sidered. Nevertheless, for a given level of accuracy, the de-
crease in the number of unknowns more than compensates
for the increase in the iteration counts.

5. Conclusions

We present rigorous analysis of nanowires at optical fre-
quencies. As important components of the developed sim-
ulation environment, we employ

• surface integral equations that require discretizations
of only surfaces while enabling plasmonic modeling
via effective electrical parameters,

4



 
Magnetic Field Intensity (MCTF, MLFMA-5, λ/24 Discretization)

0

10

20

30

40 dBA/m

Figure 3: Magnetic field intensity in the vicinity of a dual nanowire transmitter made of silver and excited with two dipoles
(located on the right-hand side) at 250 THz. The solution is obtained by using MCTF discretized with �

o

/24 triangles. A
typical high-quality transmission of the electromagnetic power along the nanowire surfaces is observed. On the left-hand side,
the transmitted power is coupled to free space and radiated as two beams.

• MLFMA that provides fast matrix-vector multiplica-
tions for iterative solutions of matrix equations.

Considering fast and accurate solutions of plasmonic prob-
lems, we improved the traditional versions of these compo-
nents, by

• rebalancing matrix blocks in order to preserve the ac-
curacy of surface integral equations for large negative
permittivity values,

• eliminating quickly decaying inner interactions and
avoiding their unnecessary computations for given
error thresholds of the corresponding outer interac-
tions in order to preserve the efficiency of MLFMA.

Accuracy of solutions for different surface formulations
are focused in this paper. As an important advantage, the
proposed solution mechanism provides the analysis of de-
formed nanowires (e.g., similar to [2]) in addition to regular
structures.
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Abstract- This paper presents the detailed analysis of fiber- reinforced Magnetoelectroelastic 
composite plates. The work is divided into two major sections. The first one, deals with the 

homogenization of the properties of each layer based on the Mori-Tanaka mean field approach 

where all the needed effective coefficients of each layer are determined. Then in order to perform 

analysis of the considered, the Stroh formalism is used to provide solutions for multifunctional 

multilayered magnetoelectroelastic composites, to predict exactly the mechanical and electrical 
behaviors near or across the interface of material layers. 

 

We consider the linear magnetoelectroelastic effect where the magnetic, electric and elastic fields are 

coupled through the following constitutive equations: 

ij ijkl kl lij l lij l

i ikl kl il l il l

i ikl kl il l il l

C e E h H

D e E H

B h E H

V H

H N D
H D P

 � �

 � �

 � �

        (1) 

Where the elastic strain klH , electric fields lE and the magnetic fields lH are independent 

variables related to stresses ijV
, electric displacements iD and magnetic inductions iB . The tensors 

, , , ,ijkl lij lij il il ilC e h andD N P
are the elastic, piezoelectric, piezomagnetic, magnetoelectric, dielectric and 

magnetic permeability constants respectively. The following gradient expressions are used: 
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Where , e m
ku andM M are the elastic displacements, electric and magnetic potentials respectively. 

The magnetoelectroelastic constant can be represented as follows: 
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The homogeneous fictitious media called “reference media” has the magnetoelectroelastic moduli 0
iJMnE . 

 The expression of the local magnetoelectroelastic moduli is given as follow: 

0( ) ( )iJMn iJMn iJMnE r E E rG �         (3) 

Where “r” is the position vector in the media considered and EG is the derivation part. 
The equilibrium equation becomes [1,2]: 

� �0
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The Mori-Tanaka mean field approach takes into account the effect of other inhomogeneities by considering 

a finite concentration of inclusions embedded in an infinite matrix of magnetoelectroelastic moduli and , and 
gives a straightforward explicit expression of the effective moduli. The corresponding concentration tensor is 

then given by the solution for a single inclusion embedded in an infinite matrix in the same manner as the 

heterogeneous inclusion problem of Eshelby.  

Results are presented for a two-phase composite material with laminate or fibrous microstructure 
and compared with analytic solutions and finite-element results taken from the literature. 

Using the Stroh formalism [3,4] associated with the propagation matrix, this will provide solutions 
for multifunctional multilayered plate, to predict exactly the mechanical and electrical behaviors near 
or across the interface of material layers 
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Abstract 

This paper proposes a massive multiple-input multiple-
output (MIMO) beamforming scheme for cooperative relay-
assisted millimeter-wave cellular systems employing 
orthogonal frequency-division multiplexing (OFDM) such 
as the upcoming 5th generation (5G) systems. The relay 
nodes are divided into clusters, each consisting of 
cooperative nodes that form a virtual massive antenna array. 
Using particle swarm optimization (PSO), each cluster 
seeks the optimal transmit weight vectors that maximize the 
uplink cooperative MIMO channel capacity of each cluster. 
The PSO-based capacity-aware (PSO-CA) scheme is 
compared to the traditional capacity-aware gradient search 
scheme (GS-CA) and the results show that PSO-CA 
requires considerably less computational complexity while 
achieving essentially better or the same level of 
performance as the GS-CA. 

1. Introduction 

Recently, the use of millimeter-wave (mm-Wave) frequency 
bands of 30–300 GHz has gained attentions from system 
developers as a possible way forward for realizing gigabit 
data rate in the future 5G systems [1]. The mm-Wave 
spectrum is attractive because of the massive amount of 
bandwidth available but it suffers from heavy shadowing 
and often requires a line-of-sight between transmitter and 
receiver. In order to use the mm-Wave band more 
efficiently, various advanced technologies such as highly 
directional steerable antennas and relays are considered for 
use in 5G mobile communication networks. More 
specifically, base stations (BSs) equipped with a very large 
number of antennas (also called massive or large-scale 
MIMO system) that can simultaneously accommodate many 
co-channel users, has emerged as a promising solution to 
extend the coverage at longer ranges and to overcome the 
high mm-Wave path loss [2]. Also, at these frequencies, 
very large arrays can be created with a reasonable size that 
could be deployed at BSs and relay stations (RSs). 
Mutiuser-MIMO (MU-MIMO) techniques have been 
successfully deployed in 4G cellular systems for traditional 
microwave spectrum bands   and a vast number of multiuser 
detection algorithms are presently being tailored towards 
solving the MU-MIMO processing in mm-Wave networks 

[3]-[7]. In particular, capacity-aware MU-MIMO schemes 
have been proposed for 4G systems using different 
multiuser detections schemes such as maximum ratio 
combining (MRC) and minimum mean-squared error 
(MMSE) [6], [7], and have shown the potential to exhibit 
better system capacity and provide better symbol error rate 
(SER) enhancement than traditional singular value 
decomposition (SVD)-based MU-MIMO systems [3], [4]. 
However, for most MIMO implementations in 4G, the base 
station typically employs only a few (i.e. < 10) antennas, 
and the corresponding improvement in spectral efficiency, 
while important, is still relatively modest, especially with 
the explosion of wireless mobile devices and services. On 
the other hand, the concept of massive MIMO was 
investigated for cellular networks and have shown 
significant performance improvement in terms of reliability, 
spectral efficiency, and energy efficiency [2]. Also, when 
using massive MIMO close to optimal performances can be 
achieved with the simplest forms of user detection and 
beamforming, i.e., MRC, and eigenbeamforming. Most of 
these works, however, have assumed large antenna array at 
the base station only and have focused on MIMO 
multiplexing as a major enabler for high-speed wireless 
transmission without considering MU-MIMO contexts. In 
this paper, therefore, we will be considering massive MIMO 
where both MSs and BSs are equipped with large antenna 
array. However, since it is difficult to integrate large 
antenna arrays in small devices due to space limitations and 
circuit complexity, a cooperative relay-assisted system, 
where a group of relay nodes (RNs) organize themselves 
into a virtual antenna array, is used to cooperatively relay 
the MS signal to the BS. Moreover, MU-MIMO approach is 
exploited by dividing the network is into groups of RNs 
called clusters. Also, in the development of our capacity-
aware beamforming scheme for large-scale cooperative 
MIMO (LS-CMIMO) we will be exploring free-derivative 
population-based training algorithms such as the particle 
swarm optimization (PSO) that are well known by their fast 
convergence, low complexity and simple implementation 
[8]. In this paper, PSO is used at the cluster side to seek 
iteratively the transmit beamforming weights that maximize 
the uplink MIMO channel capacity for each cluster (i.e. 
each MS), without involving any gradient search. The 
performance of the proposed PSO-based capacity-aware 



2 
 

(PSO-CA) is compared to the one based on the gradient 
search scheme (GS-CA) in terms of channel capacity and 
symbol error rate. The contribution of this paper includes 
the extension of the capacity-aware MU-MIMO to large-
scale LS-MU-MIMO cellular system using clustered 
cooperative RNs and the use of the derivative-free PSO for 
channel maximization. 

2. System Model 

We consider the uplink multicluster access scenario shown 
in Fig. 1 where a group of RNs is divided into �  clusters 
each connected to a MS.  
 

 
Figure 1: Cooperative relay-assisted MIMO-OFDM System. 
 
Each cluster consists of  �  cooperative RNs that collect the 
data broadcasted by its MS using MRC detection and relay 
it to the BS using a capacity-aware beamforming scheme. In 
each cluster, the MS and its �  cooperative RNs act as one 
MS user with � −element antenna array. It is also assumed 
that the BS detects independent OFDM data streams from 
multiple clusters simultaneously on the same time-
frequency resources. Let [ ] = { , , ⋯ , � }  denote 
the set of �  signals transmitted during the second hop on 
each subcarrier, = , ⋯ , � , where �  denotes the 
number of subcarriers per OFDM symbol in the system. 
The expression for the array output at the base station in 
Fig. 1 can be written for each subcarrier as 
 

��[ ] = ∑ , [ ] [ ] [ ]�
= + �[ ]     (1) 

where ��[ ] is the �  ×  vector containing the outputs of 
the  � −element array at the BS, with (.)T denoting the 
transpose operation, ,  is the � × �  frequency-domain 
channel matrix representing the transfer functions from the 
�  nodes of cluster to the BS’s � − element antenna 
array, [ ] is the �  ×  complex transmit weight vector 
for cluster , = , ⋯ , �  , �[k]   is the �  ×  complex 
additive white Gaussian noise vector. Assuming that the 
spacing between relays is large enough, the entries of 

 , [ ] ∈ ℂ� ×�  can be modeled as independent and 
identically distributed (i.i.d) complex Gaussian, with zero 
mean and unit variance. The BS detects all �  clusters data, 
simultaneously at the multiuser detection module, by 
multiplying the output of the BS array with the �  ×  

receiving weight vectors,  [ ] , for each cluster . The 

detection of cluster  out of � −  interfering users can thus 
be depicted as 

̂ [ ] = , [ ] ��[ ]  = �� [ ] + �� [ ] + �[ ]     (2) 

where  is the noise signal at the array 

output of the BSN, �� [ ] = , [ ] , [ ] [ ] [ ]  
is the desired signal for the detection of cluster ’s signal, 

�� [ ] = [ ] ∑ , [ ] [ ]�
�=�,�≠ [ ]  is the 

multiple-access interference contributed by the � −  other 
clusters.  During the analysis, perfect channel estimation is 
assumed. This assumption is justified by the fact that when 
the number of antennas grows towards infinity, effects of 
noise, interference and imperfect channel state information 
(CSI) disappear.     

3. PSO-based channel Maximization 

Our objective is to find the optimal beamforming vector, 
( [ ]) , that maximizes the Ergodic channel capacity of 

the MU-MIMO-OFDM channel for each cluster  while 
limiting its maximum transmission power to � �, . In 
mathematical terms, this can be expressed as follows: 
  

[ ][C( , , )],                           (3) 

where  C( , , ) is the Ergodic capacity of the channel 
and is given by  
 

C( , , ) = � { + ��
� |� [ ]− / ̃ , [ ]| } , 

(4) 
 
where E [.] denotes the expectation operator, 
̃ , [ ] = , [ ] [ ], and 

� [ ] = ∑ ̃ , [ ]̃ ,
, [ ] + � � [ ].�

�= ,�≠   
 
As an alternative to the conventional gradient search-based 
capacity-aware algorithm (GS-CA) [6], [7] we employ the 
PSO free-derivative algorithm to optimize the transmit 
weight vector. PSO is a stochastic algorithm; where the 
birds or particles are mapped to the transmit beamforming 
weights, fly in the search space, aiming to optimize a given 
objective. In this paper, the beamforming weights are 
optimized towards maximizing the channel capacity given 
by Equation (4).  First, the PSO generates B random 

particles for each cluster (i.e., random weight vector , , 
b = 1, . . . , B of length �  ×   ) to form an initial 
population set S (swarm). The algorithm computes the 

channel capacity according to Eq. (4) for all particles ,  
and then finds the particle that provides the global optimal 

channel capacity for this iteration, denoted , ,� � . In 
addition, each particle b memorizes the position of its 

previous best performance, denoted , , � . After 

finding these two best values, PSO updates its velocity ,
  

N[k] = w
ls

r ,H [k]n[k]

sl
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and its particle positions ,
  , respectively at each 

iteration n  as follows: 
 

, +  =   � ,  

                     + � , , � − ,  

                      + � , ,� � − ,  ,   (5) 

  , + � = ,  + , + � ,   (6) 

  

where  and  are acceleration coefficients towards the 
personal best position ( ) and/or global best position 
(g ), respectively,  �  and �  are two random positive 
numbers in the range of [0, 1],  and � is the inertia weight 
which is employed to control the exploration abilities of the 
swarm. Large inertia weights will allow the algorithm to 
explore the design space globally. Similarly, small inertia 
values will force the algorithms to concentrate in the nearby 
regions of the design space. This procedure is repeated until 
convergence (i.e., channel capacity remains constant for a 
several number of iterations or reaching maximum number 
of iterations). Note that since the update is done separately 
on each subcarrier, we dropped the frequency index [k] and 
concentrate on the iteration index (n) in this recursion. Also, 
since random initialization does not guarantee a fast 
convergence, in our optimization procedure we consider that 

the initial value of ,  at iteration index n = 0 is given 

by the eigen-beamforming (EBF) weight, i.e.,  , = 

, � = √� , , , where �,  denotes the 

eigenvector corresponding to � �, , the maximum 

eigenvalue of , , . This initial guess enables the 
algorithm to reach a more refined solution iteratively by 
ensuring fast convergence. 

4. Simulation Results 

In our simulation setups we consider a relay-assisted 
cellular system organized into five clusters (� = 5 , each 
with �  RNs  �  � �   8  5  and one MS. 
The number of antennas at the BS, � , is fixed at 200. We 
assume QPSK modulation and impose � �, =  �. For 
the OFDM configurations, we assume the 256-OFDM 
system (Nc = 256), which is widely deployed in broadband 
wireless access services. We assume MRC at the receiving 
RNs for the first hop and at the receiving BS for the second 
hop. For the PSO parameters, the swarm size is 30, the 
maximum iteration number is 25 and the acceleration 
coefficients are = = . The inertia weight �  ranges 
from 0.9 to 0.4 and varies as the iteration goes on. Fig. 2 
and Fig. 3 show, respectively, the SER performance and 
system capacity of the proposed PSO-CA and the traditional 
GS-CA schemes for different cluster size ( � =
8, 5,  5 ) with � = .  It is observed from the 
results that for all cases PSO-CA is outperforming GS-CA. 

It is also noted that as we increase the cluster size, the 
performance gap between the two schemes is reduced. This 
means that when the number of base station antennas 
becomes large, PSO-CA is able to achieve the same level or 
better performance than GS-CA with less computational 
complexity. 
 

Figure 2: SER performance with PSO-CA and GS-CA for 
different clusters size 

 
Figure 3: Channel capacity with PSO-CA and GS-CA for 

different clusters size 
 

5. Conclusion 

This paper proposes a PSO-based adaptive beamforming 
algorithm for multiuser access in large-scale cooperative 
relay-assisted cellular systems. The proposed algorithm 
iteratively seeks the optimal transmit weight vectors that 
maximize the channel capacity of each secondary user in 
the network without requiring a gradient search of the 
channel capacity. It was shown that the proposed system is 
able to achieve a low computational complexity with the 
same level or better performance than the convectional 
gradient search for channel maximization. 
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Abstract-We study the three possible configurations of optical attenuators with translational Risley 

prisms. These devices are compared from the point of view of their relevant parameters: minimum 

transmission coefficient, attenuation range and interval, and sensitivity. The variant with two 

identical, symmetrically moving prisms is demonstrated to provide the best possible values of these 

optical parameters, as well as the best mechanical solution. Its designing calculus is developed and 

a prism angle of 10° is demonstrated to be the optimal one from the point of view of the maximum 

attenuation range that this device can provide.  

 

A large variety of optical attenuators exist [1,2], including with diaphragms (iris or shutters), with polarization 

filters, with sets of neutral density (ND) or with continuously variable rotational filters. With regard to such solutions, 

attenuators with double wedges/Risley prisms have certain advantages: a constant diameter of the exit beam (as 

necessary for example in colorimeters) and a fine adjustment of the light transmission, therefore good sensitivity 

Issues exist, such as obtaining a good transmission range and interval, while having a satisfactory minimum light flux. 

While rotational [3,4] and oscillatory [5] Risley prisms scanners have been developed extensively, devices with 

translational ND or colored double wedges have been just mentioned in literature, without being analyzed and 

optimized – to the best of our knowledge.  

Three types of such devices can be designed [6]: (i) with one prism fixed and another one in translation along the 

hypotenuse of the first one; (ii) with both prisms mobile, moving symmetrically with respect to each other (Fig. 1); (iii) 

with one prism fixed and the other one in translation along the long cathetus of the first one. In the detailed analyses 

made in [6] we demonstrated that configuration (ii) - Fig. 1 - 

is the best one from both the optical and the mechanical point 

of view, the latter aspect given by the contactless movement 

of the prisms.  

The transmission coefficient of this attenuator is: 

                      i)) W ,                      (1) 

with � �2/ ie DD) ) , � �)(exp)( xdx ie D�) )   (2) 

where Φi and Φe are the incident and the emergent flux from 

the prisms, respectively, α is the absorption coefficient, and 

d(x) is the thickness of the neutral filter formed. The 

emergent flux Φ also takes into account the exit diaphragm, 

of diameter D=Di-δ(l), where Di is the diameter of the 

�Φi 

�θ�

Prism ��

�Micrometric 
screw 1 

Di 
2x 

D 

Prism���

�Φ 

�θ�

x x 

δ 
�Micrometric 

screw 2 

Fig. 1. Optical attenuator with Risley prisms [6]. 



incident beam, l is the maximum displacement of a prism, and δ(l)= δmax is the maximum deviation of the emergent 

beam, obtained from: 

                                   � � TTTG 222 sin1sin1cos2)( �� nnxx .                                 (3)  

As the current thickness of the ND filter plate formed is: 

                                    TG tan)](2[)( 0 xxdxd �� .                               (4) 

The condition to have the incident beam completely on the first facet of the top prism is: 

                                                    max2 G��t Dla .                                            (5) 

From Eqs. (1) to (5), the current transmission coefficient is: 

                                   ]tan2exp[)( 201 TDWW �� xrrx                               (6) 

where )exp( 00 dDW �  and 
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     The minimum and maximum transmission can thus be characterized (with) by:  

            221
01m a x01m i n )(;)0( rr Crlr �    WWWWWW ,      where       )t ane xp( TD ��� iDC            (8) 

 The adjustment/attenuation range, as well as the adjustment/attenuation interval can be finally obtained: 

           minmax WW k = � � 2

0
rC W ,    respectively      minmax WWW � ' = � �> @12

001 �rCr WW .       (9) 

From the designing calculus of this device [6], the best solution is obtained (when the refractive index of the 

prisms is n=1.517) for θ=10° and l=15 mm. For these values of the parameters of the device the attenuation range is 

k=2.5, which we have thus demonstrated to be the highest attenuation range this type of attenuator can provide [6]. 
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Abstract-We consider a family of asymmetrical paraxial Laguerre-Gaussian beams with complex 

shift in Cartesian coordinates. An expression for their orbital angular momentum (OAM) is derived. 

When the radial index is zero, we determine the coordinates of intensity maximum. We analytically 

and experimentally show rotation of the crescent-like diffraction pattern during propagation. 

Laguerre-Gaussian (LG) modes are well-studied light fields used in optical manipulation, quantum optics, 

optical communications. Nevertheless, there still appear publications about their properties and applications 

[1-3]. Applying complex shift to LG beams in Cartesian coordinates, we theoretically and experimentally study 

asymmetrical LG beams (aLG-beams). In Cartesian coordinates, their complex amplitude reads as 

� � � �
� � � � � � � �

� � � � � � � � � �
2 2 2
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U U U ] , (1) 

where x0 and y0 are transverse shifts, w0 is the waist radius, n is the vortex topological charge, 

U2
 = (x – x0)

2
 + (y – y0)

2, k = 2S/O is the wavenumber of light with the wavelength of O, w(z) = w0[1 + (z/zR)2]1/2, R(z) 

= z[1 + (zR/z)2], ](z) = arctan(z/zR), 2
R 0 2z kw  is the Rayleigh range, � �n

mL x  is the associated Laguerre 

polynomial. If x0 and y0 are complex, intensity has no radial symmetry (Fig. 1). On propagation, light crescent 

becomes almost a ring, while side rings are not restored. Beam energy goes from the crescent to side rings. 

a) b) c) d) e) f)  

Figure 1. Intensity distribution of aLG-beam at wavelength O = 532 nm, waist radius w0 = 2O, beam index (m, n) = (8, 7), transverse 

shift x0 = 0, y0 = 0.2Oi, propagation distances z = 0O (a), 12O (b), 20O (c), 40O (d), 60O (e), 80O (f). 

The normalized OAM (OAM divided by the beam power) of the aLG-beam reads as 

� �� �* 2
0 0 02Im 1 /z m m nJ W n x y Q Q w� � � � , where � � � �1 2 2 2 2

0 0 0 02 2m m mQ L D w L D w � � , D0 = [(Im x0)
2 + (Im y0)

2]1/2. 

If m = 0, Eq. (1) is simplified. There is an intensity maximum at the point (xmax, ymax), which rotates by the 

angle D0 at a distance of z = zR tan(D0) around the intensity minimum (xmin, ymin) = (Re x0 – Im y0, Re y0 + Im x0): 
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. (2) 

Fig. 2(a) shows the experimental setup. Light from a laser L, collimated by lenses L1 and L2, illuminated a 



spatial light modulator SLM. Reflected first-order beam via lenses L3 and L4 illuminated a lens L5, focusing the 

beam onto the matrix of a CMOS-camera LOMO TC-1000. The diaphragm stopped the zero order of diffraction. 

Figs. 2(b-g) show that the crescent-like beam rotates around the axis (it also narrows due to the focusing). 

 

Figure 2. (a) Optical setup: L – solid-state laser (λ = 532 nm), L1, L2, L3, L4 и L5 – lenses (f1 = 250 mm, f2 = 500 mm, f3 = 350 mm, 

f4 = 150 mm, f5 = 280 mm), SLM – spatial light modulator PLUTO VIS (1920 × 1080 pixels, each of 8 Pm), D – diaphragm (spatial filter), 

CMOS - camera LOMO TC-1000 (3664 × 2740 pixels, each of 1.67 Pm). (b-g) Intensity at different distances from the lens L5: (b) 0 mm, (c) 

100 mm, (d) 150 mm, (e) 200 mm, (f) 250 mm, (g) 280 mm. Size of area is 2×2 mm. Parameters are w0 = 1 mm, n = 8, x0 = 0.2w0, y0 = 0.2w0i. 

Superposition of aLG-beams with different D0 (D0 >> w0) looks like light spots. On propagation, these 

beams are rotated and almost do not interfere with each other. Fig. 3 shows two aLG-beams (one with D0 = 5w0, 

other with D0 = 8w0). It is seen that two-spot light beam rotates and has little change of its shape (only scaling). 

 

Figure 3. Intensity and phase of aLG-beams at wavelength O = 532 nm, waist radius w0 = 5O, beam index (m, n) = (0, 8), shifts of the 

1st beam x0 = 5w0, y0 = 5w0i, shifts of the 2nd beam x0 = 8w0, y0 = 8w0i, propagation distances z = 0 (a, b), z = zR (c, d), z = zR tan(5S/12) (e, f). 

So, we considered asymmetric generalization of the LG beams. An expression for their OAM has been 

obtained. At zero radial index, the beams have a shape of a crescent. We determined the position of the crescent 

and shown its rotation on propagation, which was experimentally demonstrated by using a light modulator. Such 

crescent beams can be used for moving of biological objects [4], and for generation of entangled photons [5]. 
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Abstract— For light waves propagating in dissipative media, the emergence of classical charac-
teristics from the initial quantum world is investigated. Two classicality measures of the system,
which are the measure of the degree of (relative) classical correlation and that of the degree of
quantum decoherence, are analyzed. We also investigated absolute classical correlations for the
light in dissipative media.

For dissipative light waves, the transition to classicality from the initial quantum world is in-
vestigated. We have assumed for convenience that there is no net free charge in media, in addition
that electric permittivity ✏, magnetic permeability µ, and conductivity � are real constants. Non-
zero conductivity in a medium is, in general, responsible for the dissipation of light waves. The
recent increasing interest in quantum behaviors of light waves and their reduction to classicality
in dissipative media has accompanied active research on quantum optical properties of materials
through advanced computational resources and developed algorithmic tools[2, 3, 4].

Useful criteria for determining whether the system behaves classically or not can be represented
in terms of the classical correlation together with the quantum decoherence. The measures of
the degree of classicality have been defined by Morikawa, which are the measure of the degree of
(relative) classical correlation (MDRCC) and that of the degree of quantum decoherence (MDQD)
in q-space[5]. Soon after, many researchers in this field studied the emergence of classicality from
quantum world by means of MDRCC and MDQD. Due to the complementarity between q and p,
it may also be possible to define these quantities in p-space. We study MDRCC and MDQD for
dissipative optical waves in both q- and p-spaces and clarify whether their values in p-space are the
same as those in q-space or not.

We can specify, from basic analysis of classical correlation, whether there is a well-defined
classical trajectory in phase space. The condition for classicality through a classical correlation is
satisfied when the Wigner function represented in phase space for a quantum state is sharply peaked
along a classical trajectory. If a well-defined classical trajectory exists for a particular system, high
precision measurements can be achievable. On the basis of fundamental quantum optics, it will
be rigorously examined in this work that whether the value of MDRCC is uniquely determined
irrelevant to the adopted space. We will also define the measure of the degree of absolute classical
correlation (MDACC) and its relevant properties will be investigated in detail.

The classicality of a system cannot be entirely evaluated in terms of its classical correlation.
Another factor that we can use for examining the classicality is quantum decoherence. The inter-
action of the system with the environment destroys coherence to their eigenstates, leading to the
emergence of the classical structure of phase space. This means that a preferred set of states is
singled out from superposed numerous ones.

Through the calculation of the evolution of the density operator for a light wave in dissipative
media, the characteristics of classical correlation and quantum decoherence in both q- and p-spaces
was investigated. We have managed MDRCC and MDQD separately for q- and p-spaces and showed
that the results of their p-space analyses are the same as those of q-space analyses. Hence, we can
conclude that both the MDRCC and MDQD have unique values for each. The classicality condition
for classical correlation is satisfied under the limit that � is su�ciently large. In other words, the
system exhibits a strong classical correlation as � increases. It is obvious that the MDRCC can be
defined only when the conductivity is not zero. The classicality condition for quantum decoherence
is also satisfied for a su�cient large value of �. However, the dependence of MDQD on � follows
quite a di↵erent behavior from that of the classical correlation, MDRCC.

We also investigated MDACC in q-space (�̄CC,q) and in p-space (�̄CC,p). Notice that �̄CC,q expo-
nentially increases with time depending on the value of �, whereas �̄CC,p exponentially decreases.



These time variations are somewhat significant, especially when � is large. In the meantime, we can
confirm an interesting consequence that �̄CC,q �̄CC,p does not vary with time. This reciprocal relation
is very similar to that of the uncertainty relation that plays a central role in quantum mechanics.
We can expect for a more general system that, if �̄CC,q increases with time, �̄CC,p decreases and
vice versa. The values of not only q but also p, that correspond to non-zero MDACCs, span within
specified ranges instead of posing precise ones. Of course, there is no way to avoid this intrinsic
limitation for �̄CC,q and �̄CC,p in nature.

In general, the theory of measurement is finding the state of an object from its measured
data. Because, in the case of the quantum state, the measuring apparatus complies with the
law of classical mechanics while the object remains in a quantum state, various problems take
place regarding their correspondence. The superposition of multiple state functions is possible
for quantum states, whereas classical states can be represented with a pair of canonical conjugate
variables, (q, p). Accordingly, the main task in the quantum measurement theory is to demonstrate
which steps under which conditions are to be followed from the results of a quantum process in
the implementation toward classicality in measuring processes. Apparently, the reciprocal relation
between �̄CC,q and �̄CC,p, obtained in this work, may contribute to providing an insight not only
for understanding the underlying mechanism for the fundamental quantum mechanics, but also
the emergence of the classical characters from the initial quantum world. The absolute classical
correlation in q-space would be enhanced as time goes by, provided that that in p-space decreases
over time and vice versa.
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Abstract— This paper deals with the polarization aspect in microwave imaging for 3D targets.
The vectorial information contained in the scattering matrix is often under-exploited in inverse
scattering problems. In this work, a study on the influence of the polarization state on the
reconstructed maps by inverse procedures will be presented. Reconstructions performed from
measurements in di↵erent polarization cases will be compared and discussed.

Electromagnetic wave probing is an interesting tool to reach the physical features of unknown
targets. The inverse scattering problem deals with the estimation of the physical features (permit-
tivity map or a quantity linked to the permittivity map) of an unknown object from its scattered
field and thus to obtain its position, shape, size, complex permittivity. Dealing with 3D targets
generally increase the number of the characteristics that must be retrieve by the inverse procedure.
In practice, when dealing with measurements, di�culties grow in particular due to the fact that
we are almost every time faced with truncated data. Indeed, the complex amplitude scattering
matrix can usually not be measured on an entire surface enclosing the target. It is thus important
to exploit as much as possible all the available information.

The polarization of the electromagnetic wave contains useful information as studies in radar
polarimetry [1] or light scattering communities [2] point it out. In inversion procedures, the di↵erent
polarizations are generally considered to contain the same amount of information and the treatment
of each polarization state are often performed in a similar way. The reconstruction results seem
however to be greatly influenced by the polarizations state, as shown by the results obtained in [3].
In this work, we will present a study investigating the influence of the polarization state on the
reconstructed maps. Reconstructions from scattered fields measured in an anechoic chamber in the
microwave domain with di↵erent polarization cases will be shown and be discussed.
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Abstract

This paper presents a Nonlinear Stochastic Differential
Equation System (NLSDES) that can be used to model
the electromagnetic scattering by time-varying sea surfaces.
More precisely, we show how to identify the parameters of
this generic stochastic model with the numerical simula-
tions computed for different sea states.

1. Introduction

For remote sensing activities in maritime environment, the
scattering of the radar electromagnetic waves by the sea sur-
face is of a major importance to assess the weather condi-
tions (wind speed and wind direction) and the sea dynam-
ics (swell for instance). Due to complex non-linear fluid
dynamics, sea surfaces can be considered as random rough
surfaces. To model the electromagnetic field scattered by
such boundaries, various theoretical approaches were de-
veloped: asymptotic approximations (two scale method,
small slope approximation) [1, 2], Monte-Carlo simulations
based upon numerical techniques, statistic models [3],...

However, most of the time, these models assume static
sea surfaces. If a time variation is taken into account, the
modeling issue becomes far more challenging. The most
obvious way (Monte-Carlo approach) is to generate a great
number deterministic sea surfaces, simulate the evolution
in time using fluid mechanics and finally compute the scat-
tered field using numerical methods (Method of Moments
for instance). Unfortunately, this approach does not provide
an efficient analytical model.

More recently, Field and al. developed a Stochastic
Differential Equation (SDE) model that can be used for
this purpose. Nevertheless, this model requires parameters
that have to be identified with actual scattered fields. This
papers presents the identification obtained from numerical
simulations for different sea states.

2. Numerical simulations

2.1. Sea surface generation

To generate a realistic ocean surface associated to a given
weather condition (wind speed and wind direction), we in-
troduce the sea spectrum developed by Elfouhaily et al. [4]
since it is very consistent with experimental data. This sea

Figure 1: Elfouhaily sea surface spectra with different wind
speeds (isotropic component).

spectrum is in the form:

S(K, �) = M(K)f(K, �) (1)

where M(K) represents the isotropic part of the spectrum
modulated by the angular function f(K, �), and where K

and � are respectively the spatial wave number and the wind
direction, see figure (1). Then, the convolution of this spec-
trum with an unitary white Gaussian random signal gener-
ates a one-dimensional profile (a statistical realization for
the sea surface) that represents an ocean surface for given
weather conditions (see fig. 2).

Figure 2: Example of an ocean surface profile generated
where the wind speed is 10m/s.

To introduce the movement of the so-generated random
profiles, we must take into account the velocity of the sea
waves that depends on the wave number [5]. The veloc-
ity of the longer wavelength waves is mainly influenced by



the gravity, whereas for the shorter wavelength waves the
predominant effect in the velocity is the capillary. For non-
shallow water, the dispersion relation can be approximated
by:

! (k) ⇡ k ·

s
g

k

+
⌧k

⇢

(2)

where g is the gravitational acceleration, ⌧ is the water sur-
face tension and ⇢ is the density.

2.2. Electromagnetic scattering simulations

To compute the electromagnetic field scattered by the
ocean-like profiles previously generated, we apply an ac-
celerated Method of Moments (MoM). Then, using the so-
computed scattered fields, we can numerically simulate the
temporal stochastic process corresponding to the RCS for
different weather conditions. In this way, the numerical
data generated by a Monte-Carlo methodology can be seen
as the realizations of the stochastic process related to the
electromagnetic scattered field.

3. Stochastic differential equation model

Assuming that the sea surface is modeled by a set of ran-
dom scatterers (phase screens), Field and al.[6, 7] proved
that the dynamics of the normalized amplitude process
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given by the following set of nonlinearly coupled stochas-
tic differential equations (NLSDES):
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where A and B are constant. It should be noted that W
t

and
⇠

t

are two independent Wiener processes.
Now, the major problem is to identify the both param-

eters (A and B) from electromagnetic scattered field previ-
ously simulated.

4. Identification of the parameters

The identification of a nonlinear stochastic model is usually
a very delicate task, see for instance the recursive approach
developed by D. Levanony et al. [8]. In the present study,
we developed a more pragmatic approach adapted to the
Field and al. stochastic model. The main idea is to decouple
the identification of each parameters.

First, the numerical data are based upon a finite differ-
ence approximation dt ⇡ �t and dx

t

⇡ x

t+�t

�x

t

. Based
upon the analysis of averaging process for the first equation
of the NLSDES, it is possible to provide an accurate esti-
mation of the parameter A. Then, the analytical properties

of Wiener process can be used to identify the characteristics
of process W

t

.
In a second step, following different calculus and math-

ematical transformations, we can obtain a decoupled identi-
fication of the NLSDES model. Moreover, our method also
provides an estimated precision for the identified parame-
ters.

5. Conclusion

From the computed data (numerical simulation), our algo-
rithm can identify the parameters of the NLSDES model.
Since the simulations are made for various sea states, the
parameters of the dynamic stochastic model can be asso-
ciated to the different sea states (wind speed and wind di-
rection). Finally, our study highlight the relations between
parameters A and B and the dynamic of the sea in different
weather conditions.
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Abstract-In this work demonstrate effective optical properties of 3D periodic dielectric composites 

unusual to natural crystals when the period of such composites is only several times smaller than 

the vacuum wavelength. Numerical simulations demonstrates deformation of isofrequency surfaces 

and existence of additional optical axes unusual to natural crystals. 

 

Artificial dielectric structures with spatial periodicity operating in the effective medium regime are 

promising for use in applied optics. Their potential in design miniature optical components have been 

demonstrated [1,2]. Wide range of possible applications follows from stronger anisotropic and chiral properties 

of designed composites than observed in natural materials as well as scalability and tunability of their optical 

parameters for specific operation regimes. The Direct Laser Writing method [3] is one the most popular 

techniques of producing 3D periodic dielectric microstructures. Usually it deals with dielectric materials which 

refractive index contrast is not very high. In this work we demonstrate than even with such structures one can 

obtain interesting effective optical properties. 

Finite period composite structures possess spatial dispersion [4], and the period to wavelength ratio together 

with refractive index contrast define an accuracy of effective medium description with a constant permittivity 

tensor. Effect of spatial dispersion can be illustrated via isofrequency surface (IS) representation. Spatial 

dispersion leads to nonstandard optical properties not found in natural uniaxial and biaxial crystals. 3D periodic 

composites demonstrate nontrivial IS shapes most prominently when spatial periods of structures are only 

several times smaller than vacuum wavelength. 

In this work we focus on edge regimes of such composites, when the period-wavelength ratio is of the order 

0.1, and study IS characteristic deformations via rigorous calculating method in frequency domain [5]. The 

method possess a high proven accuracy, and allows for efficient propagation constant simulation. An example of 

structure under study consisting of isotropic spheres located periodically in 3D lattice sites is shown in Fig. 1a. 

Fig. 1b demonstrates composite’s truncated IS (a constant is subtracted along each axis) when all spatial periods 

are equal to 0.2λ, and radius of spheres is 0.033λ. Intersections of this IS by planes [1,0,0] and [1,1,0] are 

provided in Figs. 1c,d, and demonstrate existence of seven optical axes in the structure [6]. In our research we 

also studied possible IS deformations for different ratios of periods and different types of experimentally 

realizable structures. 

 



 
Figure 1. a) 3D infinitely periodic structure of spheres of refractive index 1.5; b) 3D view of truncated 

isofrequency surface (IS) for this structure; c) cross-section of truncated IS by plane [1,0,0]; d) cross-section of 

truncated IS by plane [1,1,0]. 
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Abstract 

We report a comparison between the results 
obtained by three different measurements of the temperature 
and RF frequency dependence. These results concern  the 
measurement of the surface impedance in the underdoped 
superconducting BaFe2-xNixAs2 crystal in the 5<T<30K 
temperature range using two methods based on the 
radiofrequency reflection technique and by Ultrasound 
technique. The measurements  by induction were done with 
LC resonant circuit at 92 Mhz and with impedance 
measurement using impedance and network analyzers in the 
frequency range 10 MHz–1.5 GHz.The measurements were 

performed on superconducting BaFe2-xNixAs2 crystals with 
x = 0.07. The elastic constants C33 and C44 for the 
underdoped crystal (x = 0.07) show a large softening related 
to the structural phase transition at high temperatures. 
Anomalies in the sound velocity and the ultrasonic 
attenuation have been found at the superconducting phase 
transition Tc = 17 K. Ultrasonic attenuation exhibits a peak 
at the superconducting transition in contrast with the 
attenuation in conventional superconductors and the 
overdoped. Unconventional behaviour of the ultrasonic 

attenuation is observed in the superconducting BaFe2-

xNixAs2 crystals. 

A similar behavior was observed by the magnetic 
induction measurements. With our two measurement 
techniques, we observed and highlighted the transition to 
the superconducting state of the underdoped sample. Strong 
anomalies are observed along the antiferromagnetic phase 
before reaching the superconducting state. The succession 
of variations in the two phases, confirms the competition 
between them. 

The establishment of the antiferromagnetic order at  
𝑇𝑁~50 𝐾 gives rise to anomalous an increase of electron 
scattering time. Drude type conductivity yields X and R 

differ from each other. The increase of the real conductivity 
𝜎1 in the superconducting state is attributed to a rapid 
decrease of the 𝜎1 quasiparticle scattering time. This result 
gives evidence of coexistence of superconductivity and 
antiferromagnetism. 

The temperature dependence of the London penetration 
depth follows a 𝑇2 law. The conductivity 𝜎1increases with 
decreasing temperature below 𝑇𝑐 in agreement with the 

results obtained for the optimally Co doped BaFe2-xCoxAs2 

crystals. The increase of 𝜎1 in the superconducting state is 
attributed to a rapidly decrease of the quasiparticle 
scattering rate. 

1. INTRODUCTION 

The recent discovery of iron based arsenide 
superconductors BaFe2-xNixAs2 has attracted much interest 
[1-2].The compound parent BaFe2As2 exhibits simultaneous 
structural and magnetic phase transitions below TS= TN= 
140 K. Upon doping electrons via either Co or Ni 
substitution for Fe, the structural and magnetic phase 
transition are separated. A number of experimental works 
have been published recently concerning the surface 
impedance of iron based superconductors. Low frequency, 
radiofrequency, microwave and optical reflectivity 
performed on crystals and thin films give information about 
the pairing of the superconducting in these materials.  
 

The underdoped BaFe1.93Ni0.07As2 exhibits a 
structural transition at 𝑇𝑆~70 𝐾 , an antiferromagnetic 
transition at 𝑇𝑁~50 𝐾  and a superconducting transition at 
𝑇𝐶~16 𝐾 [2-14]. NMR measurements give clear evidence of 
coexistence of superconductivity and antiferromagnetism 
[14]. The spin-lattice relaxation shows a critical slowing 
down around 𝑇𝑁  and a further strong decrease around the 
superconducting transition. A number of surface impedance 
measurements have been published on iron based 
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superconductors.They give information on London 
penetration depth and quasiparticle scattering [5– 11] . The 
power temperature dependence of the London penetration 
depth in the ab plane 𝜆(𝑇) − 𝜆(0)~𝑇𝑛 with 𝑛 = 2 − 2.8 is 
attributed to pair breaking scattering in the so-called 𝑠 ± 
superconductivity [5–12]. The sharp increase of the real part 
of the conductivity below 𝑇𝐶  was explained by a rapid 
decrease of the quasiparticle scattering rate for the optimally 
Co and Ni doped crystals [3– 11] . 

The measurements of the surface impedance SSS iXRZ �  
probe the complex conductivity [2-3]. The real part of the 
surface impedance is proportional to the loss of the radio 
frequency power and caused by the normal current carriers. 
The imaginary part is determined by the response of the 
superconducting current carriers and characterized the non 
dissipating energy stored in the superconducting surface 
layer. When the sample is superconducting magnetic field 
lines are excluded from the sample, the magnetic field is 
limited to the London penetration depth �O���which 
is�approximately ��Pm. After the sample passes  from the 
superconducting to the normal state, the magnetic field 
penetrates into the sample on a much larger distance, the 
normal skin depth G��For our samples,��this distance is of the 
order of 70 Pm at 100 MHz. 

In the ultrasonic measurements technique 
approach, when a sound wave propagates through a metal, 
the microscopic electric field induced by the displacement 
of ions transfers the energy from the wave to the electrons. 
In a superconductor well below the superconducting 
transition TC attenuation of sound waves are markedly 
lower than in a normal metal [4].  

2. EXPERIMENT 

We report measurements of the surface impedance in the 
(ab) plane of superconducting BaFe1.93Ni0.07As2 crystals and 
relative variations of elastic constants and ultrasound 
attenuation.  

2.1. Experimental set up 

The crystals were grown using a Fe/Ni-As self flux method, 
details are given [2]. Typical crystals have dimensions of 
7x5x0.2 mm3. The crystallographic c-axis is perpendicular 
to the plane of plate-like crystals along the smallest 
dimension. 

We selected samples with typical dimensions 
(1000x1000x100)μm3, the smallest dimension is along the 
c axis. T he 2.6 mm diameter , 18 turns, inductance 0.2 m 
Henry). The coil is situated at the end of a coaxial line 
inside a terminal adapter. Radiofrequency magnetic field is 
applied parallel to the ab plane. Incident radiofrequency 
power was fixed to -20 dBm . Non resonant measurements 
of the real (R) and imaginary (L) of the impedance of the 
coil were performed with an automated impedance analyzer 
Agilent 4395 in the frequency range 10–100 MHz.  
Measurements of the self LC resonant frequency and series 
resistance, L =0.2 mH, C = 50 fF, quality factor ~ 80 were 
performed at 1.5 GHz with a Hewlett Packard 8720B 
network analyzer. Resistance and inductance were 

measured separately in the absence of a sample and were 
subtracted from measurements with the sample present [5]. 

The formulation of the impedance of the coil surrounding 
the sample was obtained using the equivalent circuit based 
on a transformer analogy developed in [6]. 

In this model the primary of the transformer is the 
measuring coil L0. The secondary is defined by an 
inductance L2 which is related to the eddy currents induced 
in the sample, L2 is a geometrical factor and does not 
depend on the sample properties. The mutual inductance M 

depends on the sample properties. The mutual inductance M 

between the sample and the coil is defined by the mutual 
inductance between the primary and secondary, 

20
2 LkLM  

 
(2) 

, where k is the geometrical coupling factor between the 
primary and secondary. The inductance of the coil is given 
by 

𝑍 = 𝑅0 + 𝑘2𝐿0𝐿2𝜔2𝑅
|𝑍2+𝑗𝐿2𝜔|2 + 𝑗 [𝐿0 − 𝑘2𝐿0𝐿2𝜔{𝑋+𝐿2𝜔}

|𝑍2+𝑗𝐿2𝜔| ] 𝜔    (3) 

Where R1 and L1 are the resistance and the inductance of the 
empty coil. 

In acoustics’ approach, the ultrasonic waves were generated 
and detected at 15 and 45 MHz with LiNbO3 transducers 
bounded to the crystal. 

2.2. RESULTS 

The elastic constants  𝐶33  and 𝐶44  for the 
underdoped crystal BaFe1.93Ni0.07As2 shows a large softening 
related to the structural phase transition at high 
temperatures, (fig.1).  

𝑉 = 𝑉0 (1 − 𝐸𝐽𝑇
2(𝑇−𝜃))  (4) 

Where 𝑉0 is the sound velocity value at high temperatures. 

Anomalies in the sound velocity and the ultrasonic 
attenuation have been found at the superconducting phase 
transition 𝑇𝑐 = 17 𝐾 , (fig.2 and 3). Ultrasonic attenuation 
exhibits a peak at the superconducting transition in contrast 
with the attenuation in conventional superconductors [7]. 
The elastic properties of the underdoped crystal are strongly 
affected by the structural instabilities competing with the 
purely electronic effects in the elastic properties near the 
superconducting phase transition.  

Unconventional behaviour of the ultrasonic 
attenuation is observed in the superconducting crystals 
BaFe2-xNixAs2.This result is in agreement with the softening 

of  𝐶66  observed in the BaFe2-xCoxAs2 crystals above the 
superconducting transition [8]. 
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Figure 1: Relative change of the sound velocity of 𝐶33 
longitudinal mode and 𝐶44  shear mode of underdoped 
BaFe1.93Ni0.07As2 sample measured at 15 MHz [9]. 

 

Fig.2. Relative change of the sound velocity and,ultrasonic 
attenuation a of the C33 longitudinal mode measured at 15 
and 45 MHz of underdoped BaFe1.93Ni0.07As2 sample around 
the superconducting transition. Zero decibel is normalized to 
the value at the lowest temperature, the solid lines are the 
high temperature background fits. [9] 

 

Fig.3. Relative change of ultrasonic attenuation a of the C33 
and C44 modes measured at 15 MHz of underdoped BaFe 
1.93Ni0.07As2 sample. For clarity the points of the C33 mode 
have been shifted [9]. 

A similar behavior was coarsely observed in the 
measurement LC resonant circuit. With  this method , it’s 
not  possible to extract separately the own relative variations 
of the sample. 

 
Figure 4: Temperature dependence of the relative change 
dV0/V0, LC circuit measured at 92 MHz with 
BaFe1.93Ni0.07As2 crystal dimensions 7x5x0.2 mm3, 
superconducting phase transition TC = 17 K and the empty 
coil [10]. 

 

Our second contribution reports measurements of the 
temperature dependence of the surface impedance and 
electrical conductivity in underdoped BaFe1.93Ni0.07As2, in 
the frequency range 10 MHz– 1.5 GHz using a single coil 
technique. The temperature dependence of R and X 
normalized to the value RN measured at 25 K are shown for 
underdoped BaFe1.93Ni0.07As2crystals in Figs. 5  and 6 [15].  

In the underdoped crystal BaFe1.93Ni0.07As2 , the 
establishment of the antiferromagnetic order at 𝑇𝑁~50 𝐾 . 
gives rise to anomalous increase of electron scattering time. 
Drude type conductivity yields 𝑋  and 𝑅  differ from each 
other. This result gives evidence of coexistence of 
superconductivity and antiferromagnetism. 

 
Figure 5: Temperature variation of  𝑋 𝑅𝐻𝑇⁄  (filled symbols) 
and 𝑅 𝑅𝐻𝑇⁄  (open symbols) of surface impedance at radio 
and high frequencies [15]. 
Inset: Temperature dependence of 𝜎0 𝜎𝐻𝑇⁄  normalized to the 
value 𝜎𝐻𝑇  of ωτm  with ω=2πf, f=10, 20 and 100MHz. 
 
The increase of the conductivity 𝜎1 below Tc , measured by 
the magnetic induction using analysers, is attributed to the 
temperature dependence of the quasiparticle scattering rate.  
 

A significant decrease of the electron scattering rate is 
observed around 𝑇𝑁 (Fig. 3) when magnetic order sets in. 
Below 𝑇𝐶, strong decrease of the quasiparticle scattering rate 
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is found in the superconducting state. This result is similar to 
the temperature dependence of 1 𝑇1⁄  [14]. Evidence for 
coexistence of superconductivity and antiferromagnetism is 
given. 

The superconducting transition is quite broadened in the 
temperature range 16– 20 K for the underdoped crystals in 
contrast with the optimally and over doped crystals [11]. 
This result is in agreement with the broad elastic anomaly of 
the C33 mode observed with the same crystals [9]. The 
purely electronic effects are strongly affected by structural 
instabilities near the superconducting transition in the Ni and 
Co underdoped BaFe2As2 crystals [16] . 
 

 
Fig.6. Temperature dependence of the electron scattering 
Rate 𝜏𝑚

−1   in the temperature range 20 𝐾 < 𝑇 < 𝑇𝑁  and of 
the quasiparticle scattering  rate  𝜏−1  , deduced from the 
conductity  𝜎1   in the superconducting state for the 
underdoped   BaFe1.93Ni0.07As2. At each frequency we take 
𝜏−1(20𝐾) = 𝜏𝑚

−1(20𝐾). [15]                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                    
                                    
 

Conclusions 
The elastic properties of the underdoped crystal are strongly 
affected by the structural instabilities competing with the 
purely electronic effects in the elastic properties near the 
superconducting phase transition. 

The increase of the conductivity 𝜎1 below Tc , measured by 
the magnetic induction using analysers, is attributed to the 
temperature dependence of the quasiparticle scattering rate.  

 

A similar behavior was observed in Co doped BaFe2-

xCoxAs2. Strong temperature dependence of the quasi 
particle scattering time is observed in many unconventional 
superconductors [3,12]. 
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Abstract 

Composite structural materials containing periodic or 
random arrays of metallic wires often referred to as wire 
metamaterials have a strong dispersion of the dielectric 
function in the GHz frequency band. These metamaterials 
utilising thin ferromagnetic wires exhibiting 
magnetoimpedance effect present tuneability of the effective 
permittivity, by a weak magnetic field or a mechanical 
stress. We present our studies of the factors affecting soft 
magnetic properties and giant magnetoimpedance effect in 
thin amorphous and nanocrystalline microwires. We showed 
that the magnetoelastic anisotropy is one of the most 
important parameters that determine magnetic softness and 
GMI effect of glass-coated microwires  and annealing can be 
very effective for manipulation the magnetic properties of 
amorphous ferromagnetic glass-coated microwires. 
Considerable magnetic softening and increasing of the GMI 
effect is observed in Fe-rich nanocrystalline FINEMET-type 
glass-coated microwires after the nanocrystallization. 

1. Introduction 

Studies of  innovative design of electromagnetic materials 
continue to be an important issue in microwave technology. 
A recent trend is to achieve adjustability in these structures. 
One of the perspective materials is the tuneable 
metamaterial utilising thin ferromagnetic wires exhibiting 
magnetoimpedance effect (MI) [1,2].  Our and some other 
groups work demonstrates that this leads to powerful 
adjustment of their electromagnetic properties, in particular, 
effective permittivity, by a weak magnetic field or a 
mechanical stress[1-3]. Composite structural materials 
containing periodic or random arrays of metallic wires often 
referred to as wire metamaterials have a strong dispersion of 
the dielectric function in the GHz frequency band. This 
behaviour could be of plasmonic or resonance type for long 
or short-cut wires, respectively [1,2].  In both cases, the real 
part of the permittivity can be negative in the dispersion 
region resulting in many fascinating effects including 

negative refraction and frequency selective band-gap or 
band-pass regimes [1-3].  
In thin conducting wires the currents that are responsible for 
effective permittivity are constrained with the associated 
resonances determined by the geometrical parameters. The 
current resonances are damped due to the wire impedance 
which may increase greatly when the wire magnetisation is 
changed. This is known as giant magnetoimpedance (GMI) 
effect [4-6].  In soft magnetic amorphous wires subjected to 
an external magnetic field GMI is in the range of 100% even 
at frequencies of few GHz [4-6]. Increase in magnetic losses 
results in increase in the relaxation parameter which 
determines the frequency dispersion of the effective 
permittivity. In the case of plasmonic wire arrays, this will 
result in considerable decrease in the absolute value of the 
permittivity and will enhance the wave propagation. 
Similarly, in cut-wire composites, the increase in relaxation 
broadens the permittivity dispersion which may even show 
transformation from resonance to relaxation behaviour [1-3].   
Therefore, in composites containing ferromagnetic wires 
exhibiting GMI effect at GHz frequencies the effective 
permittivity will depend on the wire magnetic properties via 
the corresponding dependence of its impedance. 
Consequently tailoring of the GMI effect in magnetic wires 
is essential for performance of the tuneable metamaterial 
utilising thin ferromagnetic wires.  
Recent few years studies of glass-coated magnetic 
microwires exhibiting excellent  sift magnetic properties and 
Giant magnetoimpedance effect gained considerable 
attention[5-7]. These properties are related to cylindrical 
symmetry as well as to crystalline structure of magnetic 
wires.  
On the other hand GMI effect and its magnetic field 
dependence are closely related to the internal and applied 
stresses [8-10].  Therefore both GMI and magnetic softness 
can be tailored by magnetic wires processing. 

Consequently we present our recent studies of the factors 
affecting soft magnetic properties and giant 
magnetoimpedance (GMI) effect in thin amorphous wires.  
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2. Experimental details  

For the preparation of Co- and Fe-rich Finemet-type glass-
coated microwires we employed modified Taylor-Ulitovsky 
technique and/or quenching-and-drawing method described 
elsewhere [5,6]. This method essentially consists of a 
simultaneous drawing of the composite microwire (metallic 
nucleus inside the glass capillary) through the quenching 
liquid (water or oil) jet onto rotating bobbins. More details 
on microwires preparation can be found elsewhere [5-8]. 
We studied glass-coated Co50.69Fe8.13Ni17.55B13.29Si10.34 

microwires (d=12.8 Pm, D=15.8 Pm, ρ=0.81) and 
Fe70.8Cu1Nb3.1Si14.5B10.6 (d =10.7 Pm, D=16.4 Pm, ρ=0.6). 
We have measured the magnetic field dependence of 
impedance, Z, and GMI ratio, ΔZ/Z, for as-prepared samples 
and after heat treatments [5,6].  

We used a specially designed micro-strip sample holder 
described elsewhere [5]. The sample holder was placed 
inside a sufficiently long solenoid that creates a 
homogeneous magnetic field, H. The sample impedance, Z, 
was measured using a vector network analyzer from 
reflection coefficient S11.  

The magneto impedance ratio, 'Z/Z, has been 
defined as:  

 
∆Z/Z = [Z (H) - Z (Hmax)]·100/Z (Hmax),         (1) 

  
 
An axial DC-field with a maximum value Hmax up to 8 

kA/m was supplied by magnetizing coils.  
     The frequency range for the diagonal impedance 
component has been measured from 1 MHz up to 7 GHz.  
     Hysteresis loops have been determined by the flux-metric 
method described elsewhere [5,8].  
     Crystalline structure and phase composition have been 
checked using a BRUKER (D8 Advance) X-ray 
diffractometer with CuKD (O=1.54 Å) radiation.   

The magnetostriction coefficient has been measured 
using the small angle magnetization rotation method 
(SAMR) method described elsewhere [11] and recently 
modified for the case of thin magnetic wires [12].  
 

3. Experimental results and discussion  

 
3.1. Tailoring of magnetic properties and GMI effect in 
Co-rich amorphous microwires 

 
As can be seen from Fig. 1 typically as-prepared Co-

rich microwires presents typical for Co-rich microwires 
quasi-linear hysteresis loops and XRD typical for 
amorphous structure (consisted of a diffuse halo without 
observation of any crystalline peak). A coercive field of 
both samples is about 4 A/m that is typical for amorphous 
Co-based glass-coated microwires with low negative 
magnetostriction constant. The origin of such magnetic 
softness is related to the internal stresses arising during 
preparation of glass-coated microwires[8,14]. These 
stresses give rise to an easy magnetization direction 

perpendicular to the wire axis, leading to an alignment of 
the magnetic moments in the direction which is 
perpendicular (circumferential) to the wire axis.  

The annealing even for quite short time and at low 
temperature leads to significant changing of the magnetic 
properties of both studied Co-rich microwires (Figs 2a-c). 
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Figure 1: Hysteresis loop (a)  and XRD patterns 
(b) of as-prepared Co50.69Fe8.13Ni17.55B13.29Si10.34  

microwire  

-400 -200 0 200 400

-1,0
-0,5
0,0
0,5
1,0

-400 -200 0 200 400

-1,0
-0,5
0,0
0,5
1,0

-400 -200 0 200 400

-1,0
-0,5
0,0
0,5
1,0

(a)

(c)

M
/M

o

(b)

 H(A/m)
 

Figure 2: Hysteresis loops of as-prepared (a) and 
annealed for 5 min at 200oC (b) and 250o C (c) 
Co50.69Fe8.13Ni17.55B13.29Si10.34 microwires 



3 
 

Increasing of the annealing temperature the hysteresis 
loop becomes more rectangular: remanent magnetization 
rises with increasing of Tann, although coercivity, Hc, 
remains almost the same for all annealing conditions. 

In spite of considerable magnetic hardening (a 
remarkable increasing of coercivity from 4 to 200 A/m for 
Co50.69Fe8.13Ni17.55B13.29Si10.34 sample), both as-prepared 
and annealed microwires at different annealing conditions 
present considerable GMI effect as shown in Fig 3. 

The difference of ΔZ/Z (H) dependences measured for 
as-prepared (Fig.3a) and annealed (Fig.3b)samples is the 
value of the magnetic field, Hm, at which ΔZ/Z maximum 
takes place: for annealed samples Hm –values are lower than 
for as-prepared samples for all measured frequencies. 
Increasing the frequency, f, the maximum GMI ratio, ΔZ/Zm, 
rises (see Fig.3). 

Observed changes of the hysteresis loops after annealing 
must be associated with the stress relaxation. Indeed the 
magnetostriction constant depends on stresses (both applied 
and internal) in according the following equation: 

 
 λs (σ) = λs (0) - Bσ    (2) 
 

where λs (σ) is the magnetostriction constant under stress; 
λs (0) is the zero-stress magnetostriction constant; B is a 
positive coefficient of order 10−10 MPa, and σ stresses. 
Furthermore, as experimentally shown in Fig. 4, the 
magnetostriction considerably change after annealing to 

nearly zero for annealed Co69.2Fe4.1B11.8Si13.8C1.1 microwire 
samples after annealing at tann ≥ 5 min.  

In addition, if the magnetostriction coefficient is low and 
negative, we must consider two opposite consequences of 
the internal stresses. The first contribution is an increase of 
the total magnetoelastic energy given by eq (3): 

 
Kme =3/2 λsσi,     (3) 

where λs is the saturation magnetostriction and σi is the 
internal stress induced by the glass coating layer during the 
fabrication technique of glass-coated microwires. 

The second one must be related to the stress dependence 
(either applied or internal stresses: σ= σapplied + σi) on 
magnetostriction coefficient described by eq. 2, which is 
quite relevant for the case of low magnetostriction constant, 
λs,0. Accordingly, the magnetostriction constant under stress, 
λs,σ, must decrease. Based on the dependencies observed in 
Figs.2-3, the increase of coercivity and rectangular character 
of hysteresis loops after annealing must be attributed to the 
stress relaxation and corresponding magnetostriction 
changes. We can also assume that the outer domain shell of 
the annealed Co-rich microwire that exhibits both 
rectangular hysteresis loop and a GMI effect has high 
circumferential magnetic permeability.  

3.2. Tailoring of GMI effect in nanocrystalline Fe-rich 
microwires 

 Usually amorphous Fe-rich microwires present 
rectangular hysteresis loop as shown in Fig. 5 typical for Fe-
rich amorphous microwires. 

Typically Fe-rich amorphous microwires present 
relatively low GMI effect (1-2 order smaller than Co-rich 
microwire). 

The conventional way of formation of the nanocrystalline 
structure from the amorphous state, is the heat treatment 
(with appropriate annealing conditions as temperature, 
annealing time, heating rate, etc.) [14,15]. The evolution of 
structural and magnetic properties of Fe70.8Cu1Nb3.1Si14.5B10.6 

microwire has been studied in at different annealing 
temperature in the range between 400-650°C for 1 hour in 
order to investigate the devitrification process (Fig. 6). 
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Figure 4: Dependence of the magnetostriction 
coefficient on annealing time for annealed  
Co69.2Fe4.1B11.8Si13.8C1.1 microwire samples at Tann = 
300°C 
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Starting from 550°C to 650°C a main crystalline peak is 
appearing in the range between 42° to 45° which is 
correspond to the existence of α-Fe (Si) BCC crystal 
structure [13,14], as well as another two weak peaks appear 
in the range between 65° to 85°.  
The grain size has been estimated based on Scherrer 
equation as we previously reported [16]. From this analysis 
we can underline that the grain size of studied microwires 
increases from 17 to 22 nm upon increasing the annealing 
temperature from 550 to 650°C, respectively.   

The formation of fine nanograins within the amorphous 
matrix allows reducing the  net magnetostriction, according 
to this equation: 
 
 λs,eff = Vcr λs,cr + (1 – Vcr) λs,am           (4) 

 
where λs,eff  the saturation magnetostriction coefficient and 
Vcr-  the crystalline volume fraction. 

Consequently, the enhanced soft magnetic properties of 
these kinds of material can be achieved. As can be observed 
from Fig.7 considerable magnetic softening is observed after 
samples annealing.  

Magnetic softening (optimum softest behavior) with quite 
low value of coercivity is obtained in the samples treated at 
Tann ≈500–600 °C which is ascribed to the fact that the first 
crystallization process has been developed, leading to fine 
nanocrystals α-Fe (Si) of grain size around 10-20 nm, such it 
has been widely reported for FINEMET- ribbons (see for 
example ref. 17). The precipitation of the second phase 
results in abrupt increase of the coercivity observed for 
annealing temperature above 600°C  .  

Consequently together with magnetic magnetic 
softening we observed great enhancement of the GMI effect 
(see Fig.8) after devitrification of studied sample: maximum 
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Figure 5: Hysteresis loops of as-prepared 

Fe70.8Cu1Nb3.1Si14.5B10.6 microwires . 
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Figure 6: XRD patterns of as-prepared and 
annealed at different temperature for 1 hour 
Fe70.8Cu1Nb3.1Si14.5B10.6 glass-coated 
microwires. 
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GMI  ratio increases more than one order from 7% up to 
130 %. Observed values of GMI effect in less expensive Fe-
rich microwires with nanocrystalline structure are of 
practical interest for GMI related-applications. 
 

4. Conclusions 

We showed that the GMI effect of magnetic wires can be 
tunned by annealing. We observed that annealing of 
amorphous Co-rich microwire considerably affects its 
hysteresis loop, GMI effect. The observed dependences of 
these characteristics are attributed to stress relaxation and 
changes in the magnetostriction after sample annealing.  

Considerable magnetic softening and increasing of the 
GMI effect is observed in less expensive Fe-rich 
nanocrystalline FINEMET-type glass-coated microwires 
after the devitrification process caused by thermal annealing.  
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Abstract— In this contribution we enhance the capabilities of our bio-inspired inversion method
to retrieve the dielectric frequency-dependent permittivity of the layers that compose a biological
structure. For this, we incorporate a statistical processing stage to reliably establish confidence
intervals and uncertainties related to the retrieved parameters. Also, we employ a dispersion
model to realistically describe the optical properties of materials involved. Ultimately, we evalu-
ate, through some examples, the robustness of the inversion scheme in the presence of noise.

Over the past decades, a significant amount of theoretical and experimental work has provided
a better understanding of the electromagnetic and optical response of natural systems. Conse-
quently, this cumulated knowledge has given rise to a fairly new research field known as Optical
Biomimetics, which in turn has led to a wide variety of bio-inspired applications in domains such
as photonics [1, 2] or optical document security [3, 4], to name but few examples.

In spite of the advances just mentioned, there are still several open questions. In particular, the
precise determination of the optical properties of natural systems, directly from scattering and/or
spectral information measured experimentally, has not been extensively studied and remains less
well understood. This can be explained in terms of the non-trivial interaction between the material
and geometrical characteristics of the natural structure studied, e.g. a butterfly’s wing, a bird’s
feather or a jewel beetle’s elytra, and the light that illuminates it. Furthermore, the inherent diffi-
culties in measuring reflectance spectra from natural structures, which in general are not perfectly
flat and present a certain amount of absorption, makes it difficult to have a reliable data set serv-
ing as benchmark to assess the performance of the inversion schemes proposed in the literature.
Some pioneer works on this subject are the contributions of Noyes et al. [5] and Yoshioka and
Kinoshita [6]. In the first of these references, the authors proposed an inversion scheme based on
the Approximation Theory (AP) to find the constant refractive index of the Chrysochroa raja’s
elytra from several p- and s-polarized reflectance spectra measured at different angles of incidence.
In [6], the authors search for the dispersive refractive index of Chrysochroa fulgidissima’s elytra by
means of an iterative procedure involving Fresnel’s Equations as well as Cauchy’s Equation and a
decreasing exponential to respectively characterize the real and imaginary parts of the refractive
index. In [7, 8, 9], we successfully retrieved, by means of a hybrid inversion scheme combining
AP and heuristic optimization techniques, the constant constitutive parameters of the layers that
compose the elytra of the Ceroglossus suturalis beetle. As did the authors of references [5] and [6],
we modeled the elytra as a bi-periodic multilayer structure where each layer was filled with a ho-
mogeneous, linear and isotropic material. Lately, in reference [10], we extended the applicability of
our hybrid approach to the case of dispersive materials and characterized their dielectric constant
by means of Lorentz’ Model.

Notwithstanding the encouraging results reported in [7, 8, 9, 10], further work is still required.
In the present contribution, we aim not just to better understand the effect of the parameters to
be retrieved on the convergence to a physically meaningful solution, but also at enhancing the
capabilities of our hybrid inversion method in order to establish confidence intervals and not just
one value of each of the parameters retrieved, as it is usually done in the literature. Nevertheless,
preliminary numerical results show that this is not a trivial task, as the choice of the right mea-
sure of central tendency, e.g. the mean or the median, may have a significant effect on the final
results, specially when dispersion is taken into account. Ultimately, in order to be closer to the



experimental situation, we assess the robustness of the inversion scheme in the presence of noise.
Numerical experiments conducted with the Wavelength-by-Wavelength Approach (WWA) and its
variant based on Lorentz’ Model, respectively introduced in [7, 8] and [10], show that retrieving
either the dielectric permittivities or Lorentz’ Model-related parameters from a noisy spectrum
can be critical and could lead the inversion method towards a non physical solution. The com-
putational tool developed in this contribution should settle the basis for the determination of the
optical properties of more complex natural structures as, for example, multilayer geometries with
rough interfaces constituted of anisotropic media. It is noteworthy to mention that this kind of
structures, that can be found in the elytra of jewel beetle Cetonia aurata, are usually studied em-
ploying ellipsometric techniques [11]. Thus, the approach proposed here in terms of the solution
of an inverse problem should open an alternative way not only to study natural structures such as
those described in [11], but also for the design of optimal application-dependent biomimetic optical
materials [12].
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10. Maćıas, D., A. Vial, A. Luna, D. C. Skigin and M. E. Inchaussandague, “Characterization of
natural photonic structures by means of optimization strategies,” in Proceedings of SPIE, San
Diego, United States, March 2015, 94290X-1-7 (7 pages).

11. Arwin, H., T. Berlind, B. Johs and K. Jarrendahl, “Cuticle structure of the scarab beetle
Cetonia aurata analyzed by regression analysis of Mueller-matrix ellipsometric data,” Opt.
Express , Vol. 21, No. 19 , 22645–22656, 2013.

12. Yu, K., T. Fan, S. Lou and D. Zhang, “Biomimetic optical materials: Integration of nature’s
design for manipulation of light,” Prog. Mater Sci., Vol. 58, No. 6, 825–873, 2013.



 Measurement Techniques



In situ permittivity measurements using stand-alone end effect probe 
 

Francois Demontoux1, Gilles Ruffié1, Fabrice Bonnaudin1 

1 Laboratoire de l'Intégration du Matériau au Système, Bordeaux, Bordeaux University France 
   * Corresponding author: francois.demontoux@u-bordeaux.fr
 

Abstract-Numerous applications using microwave frequency behavior of materials (remote 
sensing above land surfaces, non-destructive analysis…) are strongly dependent on the material 
permittivity.  Thus, permittivity is a key parameter to develop algorithms for the retrieval of 
materials properties from remote sensing data. Permittivity measurements are generally carried out 
in laboratory because in-situ measurements are more difficult to obtain. This study deals with the 
development at IMS laboratory of an in situ dielectric measurement system based on a stand-alone 
end effect probe. 
 

1 INTRODUCTION 
Microwave remote sensing and non-destructive analysis are a powerful way to provide properties estimation of 
materials. The remote signatures measured at microwave frequency are strongly dependent on the permittivity of 
materials. This permittivity depends of numerous parameters such as moisture, texture, temperature, frequency or 
bulk density for example.  Experimental measurements can be done in laboratory over various conditions, such as 
moisture or range of frequencies. Additionally, dielectric mixing models (Dobson [1], Mironov [2]) allow, over 
restricted range of conditions, the assessment to material permittivity. 
 Moreover, in situ measurements are possible. Probes based on permittivity properties of soil for example exist 
(TDR reflectometry probe, Thetaprobe, capacitive probe). Unfortunately they are not dedicated to the estimation 
of the permittivity over a large range of frequencies. 
This study deals with the development at IMS laboratory of an in situ dielectric measurement system based on a 
stand-alone end effect probe [3][4]. 
2 METHOD 
A basic end effect probe consists of a coaxial waveguide in contact with a sample.  The system can be modeled as 
a capacitor. 
The value of this capacitor can be defined by: 

C=C0εb                                                                                     (1) 

where C is the equivalent capacitor, C0 and b are the probe parameters and are defined based on measurements 
on well-known materials, 
ε is the relative complex permittivity of the sample. In this paper we will express it as: 

       (2) 
The complex admittance of the circuit is Y and is expressed as: 

Y=jωC0εb                                                                                  (3) 
with ω=2πf 

The method consists in the measurement of the reflection coefficient S11e at the surface of the probe in the air 
(without contact with a material) and S11s at the surface of the probe in contact with a material (which permittivity 

is ε). From these measurements we can define ρ and ϕ as follow:
 

   (4) 

Where B1= . 
The reflection coefficient S11 (magnitude and argument) measurement is performed by using a Vector Network 

Analyzer ANRITSU 37325A at IMS laboratory or ANRITSU VNA MS46121A for in situ measurements.    
From equation 4 we obtained: 

 ;       (5) 



Then from equation 5 we obtained: 

=A.exp(j.θ)    (6) 

Where A and θ are respectively the magnitude and the argument of the expression . 
Finally from equation 6 we computed the real and imaginary part of the relative permittivity of the material: 

    (7) 

This expression 7 is used to compute permittivity for each frequency. Measurements on well-known materials 
(water and Polytetrafluoroethylene for example) are done to calibrate the parameters C0 and b of each probe. The 
latest parameters depend on the measurement frequency and to a lesser extent,  on the permittivity of the samples. 
Usually ranges of parameters values are defined for large frequency and permittivity ranges measurements. 
The properties of the probe depend on the shape, the size of the probe and the materials used. Good accuracy can 
be reached and large frequency range can be obtained. Nevertheless this technic has several disadvantages (weak 
volume of material considered, very good contact between probe and sample required). Two probes have been 
tested (N and SMA probes named due to the connections used). 
N probe measurements give more steady value but the measurement has a limited frequency range 
[0.5GHz;3.5GHz]. SMA probe has a larger frequency range [0.5GHz; 7GHz]. Unfortunately, variations over 
SMA probe measurements are observed especially due to the small size of the probe diameter. 
We began a study to design a new shape of probe to improve the contact surface and the frequency range. To do 
that we develop a Finite Element Method model of the probe. The results obtained with numerical computation 
and experimental measurements are closed.  
3 CONCLUSION 
Measurements using end effect probe (N, SMA) will be presented. It has been compared with measurement made 
on the same materials at IMS laboratory using resonant cavity method [6] or waveguide technic [7]. 
New probe will also be presented and its properties (frequency range, accuracy…) will be discussed. 
Studies are done to make it a stand-alone probe for long term in situ record measurements. This permittivity 
probes will be a powerful equipment to provide new instrument for in situ dielectric measurements. At IMS 
laboratory, applications of this equipment will be the dielectric constants measurements of soil for SMOS remote 
sensing mission [5] on Calibration/Validation sites and concrete permittivity estimation for non-destructive 
analysis on buildings. 
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Abstract- One of the main challenges in Radar Cross Section (RCS) measurements is to isolate the 

target’s response from stray signals. Time gating techniques have often been used in compact range and 

RCS measurements. Previously, a soft-gating noise reduction technique based on Fast Fourier Transform 

(FFT) was applied to the measurements in the anechoic chamber of the CCRM. Nowadays, a 

hard-gating setup has been added to this measurement facility to enhance measurement accuracy for low 

scattering targets investigation. The setup was used to measure targets with dimensions of the order of 

the wavelength and the results were compared to soft-gated measurement as well as to numerical 

simulations. To our knowledge, this is the first time a hardware and software gating comparison has 

been made with such low scattering targets in a bistatic configuration. The presented hard-gating 

approach has proved good efficiency to deal with low scattering targets and has shown advantages over 

soft-gating in term of post processing requirements and measurement time. 

 

By RCS measurements one can inspect scattering characteristics of an object. The anechoic chamber 

absorption imperfections make some stray signals not completely attenuated. Measurement becomes very 

vulnerable to noise for low RCS-targets and background suppression is no longer efficient. Being dealing with 

small size targets ranging from some wavelength (λ) down to O/4 [1] as well as with very low refractive 
permittivity targets down to 1.3, we seek to improve our measurement accuracy by applying specific filtering 

techniques. Hardware and software gating have been used before in compact range antenna and RCS 

measurements for accuracy enhancement (see for example [2], [3], and [4]). In this work we apply and compare 

both techniques for low scattering targets investigation in an azimuthal bistatic configuration.  

 

The target under test is placed in the center of the setup and is illuminated by a fixed position horn antenna, 

a receiving antenna moves circularly around it over 260 degrees at about 2 meters. The setup has been presented 

in [1]. The applied hard-gating system is based on two RF switches placed near the antennas. The generated CW 

signal at a few GHz is chopped by the transmitting switch into short pulses of some nanoseconds. The ideal 

source pulse width is determined according to the traveling time of the undesired multipath signals, whereas the 

OFF state between two consecutive pulses is long enough to insure that most of these undesired echoes have 

been dissipated within the chamber. After a delay corresponding to the scattered field propagation time from the 

target to the receiving antenna, the receiving switch goes to ON state so that only the target’s response is 

captured. These parameters are chosen in such a way to reject the main spurious echoes: coupling between the 

antennas, stray scattering by the metallic support of the polystyrene object-holder mast but are also related to the 

hardware characteristics. 



 

In order to assess the performance of the employed hard-gating setup, RCS measurements of different 

targets were performed. In “Figure 1” we present the results obtained with PMMA dielectric sphere (diameter: 

50.75 mm, permittivity: 2.6) at 16 GHz and with both co-polarization cases. The results are compared to 

soft-gated measurements and simulations. 
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  Figure 1: RCS of the PMMA sphere at 16 GHz. (a) VV polarization. (b) HH polarization. 

 

Both hard and soft gating show a good agreement with the simulations. However, one drawback of 

soft-gating based on FFT is that a large frequency range is required in order to obtain a good time domain 

sampling. This becomes significantly time consuming with a large number of receiving positions and increases 

consequently drift errors susceptibility, whereas the presented hard-gating technique has no impact on the 

measurement time but only on the signal’s power level. In the example 450 frequency steps in soft-gating were 

reduced to 7 in hard-gating. Furthermore, our new approach allows us to use narrowband antennas instead 

wideband antennas requirement in soft-gating. We will present the setup and other measurement results but also 

our advances on the measurement of very low objects (RCS < -50 dBsm) achieved thanks to the used 

hard-gating system.    
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Abstract 

We investigate the electrical aging phenomenon of Silicone 
coated insulators. Accelerated testing under alternating 50 
Hz homogeneous electrical field, were conducted on both 
polluted and clean silicone. The permittivity and the loss 
index are measured before and after aging produced by a 
series of surfacic breakdown. Then the samples were 
chemically analyzed using a SEM, an FTIR and an XRD. 
Phases modification of the insulating material were 
observed, resulting in the alteration of its dielectric 
properties.  

1. Introduction 

Outdoor insulators flashover is one of the challenging 
problems that affect not only the electrical energy quality, 
but also the equipments durability of high voltage lines [1, 
2]. Again, this fact is aggravated by the insulators 
contamination when the overhead transmission lines are 
exposed to natural and industrial pollution [3, 4]. The 
recourse to hydrophobic materials remains the way to 
overcome this problem, where silicone coating insulator is 
used to improve isolator system performance [5]. However, 
in long-term these materials age under the electric field 
stress and the silicone coated insulators quality is affected 
[2]. On this subject, several investigations are conducted to 
understand these systems degradation mechanisms in order 
to evaluate their life time and ensure better reliability [6-9]. 
These studies are also investigating chemical aspects of the 
material that can reveal its deterioration causes [6, 7, 10-
12]. 
In this paper, we investigate the electrical aging 
phenomenon of Silicone coated insulators in service. For 
this purpose, a physico-chemical experimental study on 
both polluted and unpolluted Silicone Rubber films is 
undertaken. To characterize the silicone performance, 
accelerated electrical testing under alternating 50 Hz 
homogeneous electrical field, were conducted. A series of 
surfacic breakdown is carried out by considering both 
polluted and clean silicone surface conditions. Before and 
after aging, the permittivity and the loss index are measured 
depending on the frequency f and test voltage V. Then the 
samples were chemically analyzed using a Scanning 
Electron Microscopy, an Infrared spectroscopy and an X-

Ray Diffraction in order to follow the degradation at 
microscopic scale. 
The observations of the damaged microstructure 
morphology allow seeing phase’s modification of the 
insulating material and the effect of the polluting solution 
conductivity. 

2. Experimental Techniques  

Paralelepipedic silicone rubber films 100 × 100 x 5 mm3 in 
dimensions are used to carry out on the accelerated 
electrical degradation tests. An increasing uniform field 
under AC - 50 Hz voltage ramp with speed of 2kV/s is 
applied to the simples up to produce a surface breakdown, 
and a series of 10 surfacic breakdown is carried out at 
ambient temperature θ = 20 ° C (± 1 °C). To highlight the 
effect of pollution and its conductivity, we perform these 
tests both on clean (C) and polluted (P) silicone surfaces, 
using sodium chloride solution (NaCl) with σ = 5 mS 
electrical conductivity. 
Also, Electrical measurements of the permittivity εr and the 
loss index εr.tgδ are undertaken before and after the 
sample's electrical aging. εr and εr.tgδ are determined under 
several applied voltages (V = 10 V to 110 V in steps of 10 
V) and at increasing frequencies (f = 100 Hz to 1100 Hz in 
increasing steps from 10 to 100 Hz) using the Schering 
bridge.  
 The chemical characterization of the material is performed 
on the basis of three chemical analyzes, namely: The 
scanning electron microscopy (SEM), the infrared 
spectroscopy (FTIR) and X- ray diffraction (XRD). Thin 
fragments are cut from both healthy silicone and degraded 
area of electrically aged silicone samples. Then, they are 
observed on scanning electron microscopy, with a 
magnification of 5000, which allowed seeing the changes 
occurred in the material structure. The infrared 
spectroscopy allows for the analysis of chemical functions 
present in the material. This analysis is performed on 
translucent pellets provided from virgin (Vg), and 
electrically aged silicone samples; Aged silicone in both 
clean (EAC) and polluted (EAP) surface conditions are 
considered. To recognize if a different crystallization form 
exists between these three silicone states, the X-ray 
diffraction is performed on films of 20x10 mm2 in 
dimensions extracted from these three silicone samples 
(Vg, EAC and EAP).  
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3. Experimental Results and Discussion  

 
The silicone degrades under the sliding discharge effect. 
That is reflected by the decrease of its relative permittivity 
εr (Fig.1), and the increase of its index loss (εrtgδ) (Fig.2); 
This effect is accentuated by the increase in the applied 
voltage frequency, whereas the voltage amplitude has no 
relevant influence on these two parameters. 
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Figure 1: Relative permittivity εr versus frequency in 
function of silicone states: virgin, aged in dry (clean) and 
wet (polluted) conditions 
 
Note that rising silicone's index loss is more intense in the 
dry ageing case compared to the wet one (fig. 2). 
Consecutive loss of thermal energy effect would fade by the 
polluting wet layer, leading to a decrease in dielectric loss, 
either in the index loss.  
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Figure 2: Loss index εrtgδ versus frequency in function of 
silicone states: virgin, aged in dry (clean) and wet 
(polluted) conditions 

In addition, the sliding discharge initiated by the electrical 
field stress causes a significant deterioration of the  material 

surface, revealed by the SEM observations. The electrical 
discharge left behind slight grooves distributed all over the 
silicone sample surface at dry aging, engendering a surface 
depolishing. The discharge traces, below reproduced in 
figure 3, follow a sinuous trajectory in weak preferential 
areas of the material, conforming to tree, in the electrical 
field direction. 

Deep discharge traces of circular shape are showed off 
in the case of the  silicone sample aged under wet  
pollution. These are a conductive water drop imprint where 
the discharge is concentrated when the flashover of the  
sample occurs (Fig .4). The silicone hydrophobicity lets 
bead the water droplets on the material surface, where 
concentrates the electrical arcing promoted by the pollution 
layer salinity. That causes severe deterioration of the 
matérial surface. However, the areas surrounding the water 
droplets remained healthy. The discharge energy, which is 
proportional to superficial conductivity, causes an increase 
of the latter due to the carbon deposit resulting from the 
silicone's carbonization. This vicious process accelerates 
the material degradation that is greater in the presence of 
the conductive polluting layer. 

 

Figure 3 Discharge traces reconstitution on the silicone 
sample dry-aged surface  

 

Figure 4: Aged silicone surface under wet pollution  

 
FTIR analysis carried out on blank and electrically aged 
under pollution and clean silicone surface conditions has 
identified the existing bonds in the material. The FTIR 
chemical spectra (fig. 5) show the same pattern for the three 
analyzed samples. This testifies to the production of a 
similar oxidation mechanism for the set of samples, to a 
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higher degree in the case of electrically aged material under 
wet pollution.  
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Figure 5: FTIR spectra of silicone states: virgin, aged in dry 
(clean) and wet (polluted) conditions 

 
However, the XRD analysis revealed that the material has 
undergone a change in its molecular structure as a result of 
the alteration due to oxidation. The crystallinities rates χc 
determined for the three considered states of silicone are 
summarized in table 1 below. The results implied that the 
silicone crystal structure has been affected by the electrical 
ageing, thereby increasing its amorphous phase. This 
assumes that a change is occurred in silicone phases, from 
crystalline to amorphous ones. This state change of the 
material is significant in the case of the aged silicone under 
pollution. 
 
 
Table 1: Crystallinity degree of silicone analyzed samples  
 

Silicone sample c (%) 
Virgin 

Aged silicone at dry conditions 
Aged silicone under wet pollution 

65 
61 
57 

 

The intense energy of the sliding discharge causes a severe 
surface damage of the material when it runs through the 
preferential electrically weak amorphous zones. The 
sample surface depolishing involves an electrical 
proprieties degradation of the material such as permittivity 
and index loss. This result implies that microstructure 
modification has occurred under the applied electrical field 
stress as a consequence of the phase change resulting from 
a possible molecular chains splitting and to the oxidation 
mechanism,  revealed by the presence of C = O and O-H 
bonds. Indeed, analyzes showed off that the degradation of 
silicone dielectric properties is bonded to the amorphous 
phase strengthening, occurring at the expense of the 
crystalline phase decrease. The material aging is 
accelerated by the presence of the wet polluting layer 

which increases the discharge energy, promoting thereby 
the crystallites destruction. However, the moisture 
mitigates the thermal effect of the discharge and, in 
corollary, slows down the loss factor increase relatively to 
silicone aging in dry conditions.  

4 Conclusions 

Silicone electrical aging is reflected by the alteration of its 
dielectric properties such as the decrease of its electrical 
permittivity, thus, capacity, and the increase of its loss 
factor. This fact is compounded by a conductive pollution 
deposit which promotes birth arcing at the water droplets 
concentration points where the produced sliding discharge 
energy deteriorates locally the material. This degradation is 
related to an oxidation mechanism, a phase change 
(crystalline to amorphous) and a surface alteration due to 
the discharge occurrence as reveled by the observations of 
the damaged microstructure morphology. Furthermore, the 
voltage frequency increases the degradation progression. 
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Abstract 

This paper describes a modified open-ended coaxial 
technique for microwave dielectric characterization in 
liquid media. A calibration model is developed to relate the 
measured transmission coefficient to the local properties of 
the sample under test. As a demonstration, the permittivity 
of different sodium chloride solutions is experimentally 
determined. Accuracies of 0.17% and 0.19% are obtained 
respectively for the real and imaginary parts of dielectric 
permittivity at 5.9 GHz. 

1. Introduction 

As a versatile tool for measuring the real and imaginary 
parts of the complex permittivity of dielectric materials, the 
open-ended coaxial probe has found widespread use in 
biomedical and food applications [1]. Advantages of the 
open-ended coaxial such as broadband frequency coverage 
and no sample preparation make the method a good 
candidate for liquid and semisolid samples [2]-[3]. However, 
in contrast with resonant methods, the technique suffers 
from a lack of sensitivity and accuracy for the determination 
of slight dielectric contrasts. 

In this work, a novel approach based on the combination of 
the coaxial line method and an interferometric technique is 
proposed for the electromagnetic characterization of 
materials. In Section 2, we present the measuring principle 
based on the association of a coaxial probe and an 
interferometric set-up. In section 3, instrumentation for the 
dielectric characterization of liquid based on the 
interferometric technique is developed. An experimental 
study related to the detection and evaluation of small 
concentrations of sodium chloride in aqueous medium 
shows that the proposed technique is at the state of art in 
terms of operating frequency range, sensitivity and 
measurement accuracy. In section 4, a quasi-static approach 
is used to model the open-ended aperture admittance when a 
dielectric medium is set to the probe contact. Finally, in 
section 5, a calibration model is developed to relate the 
measured transmission coefficient to the local properties of 
the sample under test. As a demonstration, the permittivity 

of different sodium chloride (NaCl) aqueous solutions is 
experimentally extracted. 

2. Interferometric technique 

2.1. Problematic of high impedances measurement 

This paragraph highlights the problematic of the microwave 
measurement, based on a conventional vector network 
analyzer (VNA), of high impedances. The main 
measurement limitation relies in the impedance mismatch 
between the intrinsic impedance of the network analyzer 
close to 50 Ω and the high impedance of the device under 
test (DUT). The reflection coefficient measured by the VNA 
is expressed as 

𝛤 = 𝑍−𝑍0
𝑍+𝑍0

 ,                                     (1) 

Where 𝑍0 is the 50 Ω reference impedance of the VNA. The 
situation is illustrated in Fig. 1 which represents the 
reflection coefficient Γ as a function of a real impedance. 

 

Figure 1: Reflection coefficient Γ as a function of a real 
impedance 𝑍DUT. 

One can note that the measurement sensitivity is maximum 
for impedances around 50 Ω. But when very high 
impedances (or very low) are considered, the VNA becomes 
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practically insensitive to the variations of the reflection 
coefficient.  
Consequently, there is an urgent need to extend the VNA 
measurement capabilities for impedances greater than  
the kΩ. 

2.2. Principle of the interferometric technique 

The proposed interferometric technique consists to cancel 
the wave reflected by a high impedance device by 
combining it to a second one called ‘cancellation wave’. 
The reflected and the cancelation waves have the same 
magnitude but are phase-shifted by 180°. Consequently, the 
total reflected signal is theoretically zero. In other words, 
this technique brings the high impedance to 50 Ω. 
Ideally, the cancellation technique should be done under 
any configurations in terms of operating frequency, 
impedance, and level of the magnitude of the reflection 
coefficient. To that end, a measurement set-up is proposed 
in Fig. 2. This later is built up with a VNA, two power 
dividers, an impedance tuner (variable attenuator connected 
to a phase-shifter) and an amplifier.  

 

Figure 2: High impedance measurement system 
configuration based on interferometry. 

In this configuration, the microwave signal is delivered from 
the port 1 of the VNA to feed the input of the first power 
divider D1. At the output of D1, the signal is divided between 
the two ports of the second power divider to supply the 
device under test (DUT) and the impedance tuner with 
reflection coefficients respectively ГDUT and ГINT. The 
reflected signals cross again D1 and D2 before being 
amplified (gain G) and then injected on port 2 of the VNA. 
The measured transmission coefficient T considering ideal 
components is given by 

𝑇 = 𝐺
4
(𝛤𝐷𝑈𝑇 + 𝛤𝐼𝑁𝑇),                          (2) 

 
The main advantages of this configuration are: (i) the 
measurement is done in a transmission mode to overcome 
the main limitation of measurement accuracy encountered 
when using VNA’s in terms of directivity errors, especially 
for the measurement of small signals. (ii) This architecture 
provides the possibility to insert an amplifier to further 
enhance the measurement sensitivity and accuracy. 

Before performing a measurement, the interferometric 
system must be set to a frequency of operation and a given 
reference device ZREF (reflection coefficient ΓREF) connected 
to the measurement port (in place of ZDUT). The reflection 
coefficient ΓINT is then adjusted by the impedance tuner to 
cancel the reflection coefficient ΓREF at the frequency of 
interest. Thus, the impedance tuner generates a wave with 
same magnitude and phase-shifted by 180° in comparison 
with the wave reflected by the reference impedance. In this 
condition, the transmission coefficient measured by the 
network analyzer is therefore zero. 

After this step, the device under test is connected to the 
measurement port. The reflection coefficient of the device is 
retrieved from the measured transmission coefficient T by 
inverting the equation (2). 

𝛤𝐷𝑈𝑇 =
4𝑇
𝐺
− 𝛤𝑅𝐸𝐹                               (3) 

 
The proposed method is suitable for a wide range of 
applications requiring the detection and measurement of  
low impedance contrasts. Based on this technique, authors 
have developed near field microscopy platforms for local 
dielectric characterization [4]-[7]. In this paper, we 
investigate the dielectric characterization in a liquid medium 
using an open-ended coaxial line sensor. 

3. Experimental validation 

3.1. Theoretical analysis 

For the demonstration, we have investigated NaCl 
concentrations in solutions of de-ionized water at different 
test frequencies. The choice of NaCl solutions is motivated 
by the fact that it is the most abundant ionic fluid in 
biological samples. Therefore, sensitive detection of NaCl 
concentration may become a useful tool for studying the 
local electrical properties of samples. To remove parasitic 
capacitances between the probe and the liquid surface and to 
increase the probe-to-liquid electromagnetic coupling, the 
probe was immersed in the liquid at a 100 µm-depth. The 
complex permittivity of the aqueous solutions at 25°C as a 
function of the NaCl concentration are expressed from the 
following Cole–Cole model 

𝜀 = 𝜀′ − 𝑗𝜀′′ + 𝜎𝑖
𝑗𝜔𝜀0

= 𝜀∞ + 𝜀𝑠−𝜀∞
1−(𝑗𝜔𝜏)(1−⍺)

+ 𝜎𝑖
𝑗𝜔𝜀0

      (4) 

where 𝜀𝑠 and 𝜀∞ are the limit of the permittivity at low and 
high frequencies, 𝜏  is the relaxation time, 𝜎𝑖  is the ionic 
conductivity, 𝜀0 is the permittivity of free space and ⍺ is a 
distribution parameter. The parameters are calculated from 
empirical relationships derived from the literature [8].  
From equation (4), we have determined the real and 
imaginary part of the complex permittivity for different 
NaCl solutions for small concentrations (less than  
10 mg/ml) in the frequency band 1-6 GHz. 

From figure 3 we note, when the NaCl concentration 
increases, a slight decrease of the value of the dielectric 
constant ε' in the frequency band considered. The variation 
of the NaCl in the solutions impacts a lot the dielectric 
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losses. In particular, a strong increase in the value of the 
imaginary part ε'' of the permittivity is observed for the 
lowest frequencies. The variation is mainly imputed to the 
increase of the ionic conductivity that is proportional to the 
NaCl concentration.  

 
(a) 

 
(b) 

Figure 3: Frequency dependence of the complex 
permittivity for different NaCl solutions. (a) Real part of 
ε as a function of frequency. (b) Imaginary part of ε as a 
function of frequency. 

3.2. Experimental validation 

The proposed method is based on the test bench given in 
Fig. 4. The system consists of a network analyzer (Rhode & 
Schwarz ZVL6), two power dividers (Pasternack PE2028), 
an impedance tuner built up with a broadband variable 
attenuator with micrometric adjustments (Radiall R419133) 
and a high-resolution programmable delay line (Colby 
Instruments PDL-200A Series), a low noise amplifier and a 
coaxial probe. The container that holds the liquid sample is 
set on a xyz stage that offers a positioning accuracy of about 
±100 nm whereas the microwave parts of the microscope 
remains fixed during measurement. To complete the test 
bench, a data processing unit is used to control the position 
of the sample, to tune and record the transmission 
coefficient T measured by the VNA. The power of the 
microwave signal is set to -20 dBm and the intermediate 

frequency bandwidth (IFBW) of the network analyzer to    
10 Hz. 

 

 
 
Figure 4: Experimental set-up based on interferometry. 
 
The interferometric method has been tested for different 
frequencies in the range 2-6 GHz. We present in figure 5, 
the measured transmission coefficient for the different NaCl 
concentrations at the test frequency of 5.9 GHz. In this 
condition, the interferometry procedure is performed for a 
reference liquid corresponding to de-ionized water at an 
ambient temperature of 25°C. The quality factor at -3 dB 
bandwidth is set around 21500. 

From this graph, we can note that, when the NaCl 
concentration increases, the resonant frequency is shifted 
and the quality factor falls. 
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(b) 

Figure 5: Measured transmission coefficient T for different 
NaCl concentrations at the test frequency of 5.9 GHz. 

4. Modeling of the open-ended coaxial probe 

The open-ended aperture admittance can be expressed as 
[9]:  

      𝑌(𝜀𝑟) = 𝑗 𝑘2

𝜋𝑘𝑐𝑙𝑛(𝑏 𝑎⁄ ) ∫ ∫ ∫ 𝑐𝑜𝑠𝜑 𝑒−𝑗𝑘𝑟

𝑟
𝜋
0 𝑑𝜑𝑑𝜌′𝑑𝜌𝑏

𝑎
𝑏
𝑎 ,      (5) 

where 𝑘 = 𝜔√𝜀𝑟𝜀0𝜇0  is the wave vector in the  
medium, (𝜌, 𝜌′, 𝜑)  are the cylindrical coordinates, 
𝑟 = √𝜌2 + 𝜌′2 − 2𝜌𝜌′cos(𝜑), and a et b are respectively 
the inner and outer radius of the probe (Table 1).  
𝑘𝑐 = 𝜔√𝜀𝑐𝜀0𝜇0 is the wave vector in the probe with 𝜀𝑐 set 
to  1.7.  
When considering the quasi-static approach [9]-[10], 
equation (5) can be reduced to 

 𝑌(𝜀𝑟) =
𝑗2𝜔𝜀𝑟

(𝑙𝑛(𝑏 𝑎⁄ ))
2 (𝐼1 −

𝑘2𝐼3
2
),                    (6) 

where 

 𝐼1 = ∫ ∫ ∫ 𝑐𝑜𝑠𝜑
𝑟

𝜋
0 𝑑𝜑𝑑𝜌′𝑑𝜌𝑏

𝑎
𝑏
𝑎 ,                    (7) 

and 

 𝐼3 = ∫ ∫ ∫ 𝑟𝑐𝑜𝑠𝜑𝜋
0 𝑑𝜑𝑑𝜌′𝑑𝜌𝑏

𝑎
𝑏
𝑎 ,                    (8)  

𝐼1  and 𝐼3  are independent of the medium characteristics, a 
quadratic equation in 𝜀𝑟 can be formulated using (6) for a 
measured admittance 𝑌(𝜀𝑟), which can be solved easily for 
𝜀𝑟.  

       𝐼3𝜔3𝜇0𝑗𝜀𝑟2 − 2𝑗𝜔𝐼1𝜀𝑟 + 𝑌(𝜀𝑟)(𝑙𝑛(𝑏 𝑎⁄ ))2 = 0.       (9) 

𝐼1 and 𝐼3 are dependent only on the probe geometry. For the 
probe used, the calculated values of 𝐼1 and 𝐼3  are given in 
Table 1. 
 
 

Table 1: Integrals 𝐼1 and 𝐼3 for the coaxial probe used. 
a [mm] b [mm] 𝐼1 𝐼3 

0.535 1.458 0.01498 -1.02994.10
-6

  
 

5. Calibration model and inverse problem 

A traditional one port calibration model is used to make the 
link between the measured transmission coefficient T and 
the reflection coefficient at the end of the coaxial probe𝛤𝑡 . 
The resulting model is given by 

 𝑇 = 𝐸11 +
𝐸12𝐸21𝛤𝑡
1−𝐸22𝛤𝑡

,                           (10)  

where the complex terms E11, E12E21 and E22 are calibration 
coefficients that correspond respectively to the directivity, 
source match and reflection tracking errors. Three different 
NaCl solutions are used to determine these calibration 
coefficients. Thus, by measuring Γt, it is possible to 
determine 𝑌 and then retrieve the material permittivity 𝜀𝑟. 
To determine the dielectric properties of the different NaCl 
solutions, the following steps are followed: 

1- Estimation of the admittance of the three NaCl 
solutions (0, 4 and 9 mg/ml) selected for calibration (i.e. Yt1, 
Yt2, Yt3) by using equation (6). 

2- Determination of the reflection coefficients𝛤𝑡1, 𝛤𝑡2 and 
𝛤𝑡3  of the three known admittances Yt1, Yt2 and Yt3 (𝛤𝑡 =
𝑌(𝜀𝑟)−𝑌0
𝑌(𝜀𝑟)+𝑌0

, 𝑌0 = 50Ω). 

3- Solving of the system (10) to find E11, E12E21 and E22. 
4- Determination of the reflection coefficient Γt for the 

remaining concentrations from the inversion of equation 
(10) and then calculation of  Y. 

5- Retrieval of the dielectric properties by the resolution 
of equation (9). 
We present in figure 6 the dielectric constant reported from 
theory and determined experimentally for the different NaCl 
aqueous solutions considered. From this graph, we can 
observe a good agreement between measurement and 
theory. The average accuracy on the dielectric constant 
measured is found to be 0.17 %. 

 
Figure 6: Theoretical and measured values of the dielectric 
constant ε’ for different NaCl aqueous solutions at 5.9 GHz. 
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In figure 7, the imaginary part of the dielectric permittivity 
reported from theory and retrieved from the measurement is 
given for the different NaCl aqueous solutions. From this 
graph, we can observe also a good agreement between 
measurement and theory. We can also note that the 
imaginary part of the dielectric permittivity is measured 
with an average accuracy of 0.19%. 

 
Figure 7: Theoretical and measured values of the imaginary 
part of the dielectric permittivity ε” for different NaCl 
aqueous solutions at 5.9 GHz. 

6. Conclusion 

A microwave interferometry based open-ended coaxial 
technique was developed for high sensitivity liquid sensing 
applications. A calibration model was proposed to relate the 
measured transmission coefficient to the local properties of 
the liquid. The complex permittivity for different NaCl 
solutions was experimentally determined using the 
technique proposed. Average accuracy of 0.17% and 0.19% 
were obtained respectively for the real and imaginary parts 
of the permittivity. 
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Abstract 

Ca-doped Lanthanum barium titanate La0.01Ba0.99Ti0.9975O3 
(LBT) ceramics powders were prepared by sol-gel process 
through Destabilization of Colloidal Solution (DCS) [1]. 
Sintering of pressed powders was performed at 1150°C, 
1250°C and 1300°C for 4 hours. XRD analysis showed a 
good crystallization of the samples in the pure perovskite 
structure, and allowed determination of the crystallite size. 
Microstructure morphology was analyzed using Scanning 
Electron Microscopy (SEM), and the grain size of the 
samples was estimated. It was found that lanthanum doping 
has significant inhibiting effect on densification [2,3], but 
calcium appears to have a beneficial effect for the 
improvement of the densification of the material. 
Dielectric measurements were carried out with an 
impedance-analyzer in the temperature range from room 
temperature (RT) to 250°C, and for frequencies ranging 
from 100Hz to 1MHz. Data obtained from these 
measurements were fitted to the generalized power law. 

1. Introduction 

Barium titanate (BT) is the most extensively investigated 
environmental friendly ferroelectric material, because it is 
extremely interesting from the point of view of practical 
applications [4-8]. It is chemically and mechanically very 
stable and it exhibits ferroelectric properties at and above 
room temperature (RT) and it can be easily prepared and 
used in the form of ceramic polycrystalline samples. 
Here, we project to study the behavior of the transition 
temperature following the variation from doping out of Ca2+ 
in the solid solution La0.01(Ba1-xCax)0.99Ti0.9975O3 LBCT 
(x=0.01, 0.05 and 0.1) synthesized by sol-gel method. In the 
present work for x=0.00, 0.01, 0.05 & 0.10, we have used 
LBT, LBCT0.01, LBCT0.05, LBCT0.1 notations. X-ray 
Diffraction (XRD), Scanning Electronic Microscopy (SEM) 
and Impedance-Spectroscopy Analysis (ISA) measurements 
are used for physical-chemical characterization. 

2. Experimental procedures 

2.1. Sample preparation 

Calcined powders at 900 °C (4h) were cold pressed with 2% 
polyvinyl alcohol (PVA) as binder under a pressure of 
1.14kN/mm2 into disks of convenient size (12.5 mm in 
diameter) and then sintered at a desired temperature (1150, 
1250, 1300°C) for 4 hours in air in a microprocessor-
controlled furnace. 

2.2. Experiment methods 

Scanning Electronic Microscopy Analysis was carried out 
on a JEOL JSM5500 apparatus. Metallization was carried 
out with carbon by cathodic evaporation by means of a 
metal sprayer of the type SPI carbon Coater and dielectric 
measurements were collected by an LCZ3330 impedance 
analyzer controlled in temperature and computer assisted in 
both the heating and cooling phases. 

3. Results and discussion 

3.1. Microstructural results 

 
 
 
 
 
 
 
                 (a)                             (b)                            (c) 

Figure 2: SEM micrographs of LBCT0.1 samples sintered 
for 4hs at (a) 1150°C (b) 1250°C & (c) 1300°C  

 
 

Table 2: Grain size of LBCT0.1 vs sintering temperature 

Temperature (°C) Grain size (μm) 
1150 
1250 
1300 

0.2 
-- 

2.5 
 
 



2 
 

Table 1: Volumetric shrinkage (Δv/v) of LBCT0.1 vs 
sintering temperature. 

Temperature (°C) (%) 
V

V'    

1150 
1250 
1300 

8.79 
10.16 
22.37 
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Figure .1 Volumetric shrinkage (Δv/v) of LBCT sintered at 

1300 °C (4h) vs calcium concentration 
 

3.2. Dielectric results 

Table .3 Transition temperature for LBCT samples 

Ca2+ (%) Tc (°C) 
0 
1 
5 
10 

76.8 
124.6 
101.6 
102.4 
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Figure 3: TC and Hr max versus calcium concentration 
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Figure 4: Variation of 1/ɛr 
vs. temperature of LBT 

Figure 5: Variation of 
log(ɛrmax/ɛr −1) vs. 

log(T−Tmax) of LBCT 

 
Table 4: Critical exponent J and diffusivity parameter G 

of LBCT vs calcium concentration 
Ca2+ concentration (x) J G 

0.01 1.52 11.17 
0.05 1.88 24.99 
0.1 1.37 10.73 

 

4. Conclusions 

We demonstrated in this work the study of the influence of 
calcium doping and sintering temperature on both the 
dielectric and microstructural properties of LBT. The 
samples were prepared by the recent sol-gel route. The 
microstructural characterization of the various 
concentrations of LBCT by SEM reveals that LBCT0.1, 
sintered at 1300°C for 4hrs, manifests maximum 
withdrawal and a better intensification. This sample also 
shows the best dielectric properties. 
The study of the phase transition (ferroelectric-paraelectric) 
shows that calcium leads particularly to an important 
increase of the Curie temperature for the range of rates from 
0 to 0.05. Therefore, the transition nature passes from 
classic ferroelectric state, governed by the Curie-Weiss law 
(equation 1) in the case of BLT, to the diffuse phase 
transition DPT, governed by the generalized power law 
(equation 2).  
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Abstract- Energy-tunneling is a well-known electromagnetic 
phenomenon which is observed in narrow channels in waveguide 
junctions either filled with epsilon-near-zero materials or 
resonant wires. Energy-tunneling is a frequency-selective 
phenomenon resulting in very high electromagnetic fields inside 
the narrow channels and around the resonant wires. This 
phenomenon can be exploited to design microwave components 
like filters, multiplexers, and highly sensitive sensors. The 
frequency domain behavior is well studied, in this paper we will 
focus on the time domain behavior of wire-based energy tunneling 
using a Gaussian pulse as it propagates through an energy-
tunneling microstrip channel. Simulation shows the temporal 
dispersion (due to highly selective frequency transmission 
response) results in considerable slowing of the propagating pulse. 
Furthermore, a parametric study is conducted to determine the 
factors influencing the slower propagation of waves resulting in 
large delays.  These large time delays from small physical length 
of wire can be used to design new type of delay lines, which have 
multiple application in area of microwave and RFIC design.  

I. INTRODUCTION 

In recent years, researchers are working on different techniques 
and technologies to transfer electromagnetic energy through 
narrow sub-wavelength channels and waveguide 
configurations [1-2]. The wire-based energy tunneling which is 
discussed in this paper takes place in the regime of frequencies 
when the wires become resonant. Such regimes are identified 
by diminishing group velocities along one of the structure’s 
axes of symmetry and the flatness of the dispersion surfaces 
[3]. To date, temporal aspect of the wire-based energy 
tunneling has not been explored. Since the energy tunneling 
phenomenon is narrowband, a considerable slowing of the 
underlying electromagnetic wave is anticipated. In this paper, 
we concentrate on the time domain behavior of the energy 
tunneling. We first explore the effect of geometrical 
modifications of the energy tunneling channel on the temporal 
parameters such as group delay and group velocity in 
frequency domain. Subsequently, we study the wave 
propagation of a Gaussian pulse as it passes through the energy 
tunneling channel. Slowing down of Gaussian pulse in the 
energy tunneling channel is noted which can be used in 
potential applications such as digital buffers, synchronization, 
and other non-linear applications [4].  

II. ENERGY TUNNELING WAVEGUIDE TOPOLOGY 

In this paper we have used the same experimentally proven 
model with minor modifications which was presented in [5] for 
microstrip dielectric sensor based on EM energy tunneling. 

Physical dimensions of the model are given in Fig. 1 on the 
basis of different parametric analysis and electromagnetic 
energy tunnels at 5.6GHz and Rogers RO3006 (       ) is 
used as a dielectric substrate. All simulation work is carried out 
using ANSYS HFSS full-wave electromagnetic simulator.  

III. FREQUENCY-DOMAIN DISPERSION PLOTS 

 The electromagnetic energy tunnels from one microstrip to 
other through the metallic wire and this can be determined 
through phase and group velocity relationship. In such design, 
the metallic wire is placed parallel to E-field. At the tunneling 
frequency which is 5.6GHz in this case, transmission phase is 
near zero as shown by black line (circular marker) in Fig.2.  
The second curve of Fig.2 shows transmission phase for a 
simple microstrip of the same length (90mm) as of the 
microstrip of energy tunneling system. An increase in phase 
slope in the vicinity of the resonance is noted for the tunneling 
microstrip compared to the ordinary microstrip. As shown in 
the Group delay plot of Fig. 3, this change in slope corresponds 
to the decrease in the group velocity of electromagnetic wave 
that propagates in the energy- tunneling microstrip.  A 
difference of almost 1ns is observed between the two cases. 
Consider the effect of the length of the wire on the energy 
tunneling group delay is studied and results are depicted in 
Fig.4. With the increase of wire's length, cause a decrease in 
the group delay. Although, a seemingly counter intuitive 
behavior can be explained in terms of the decrease of field 
concentration over the wire when one of the two parameters is 
increased. With the decrease in field concentration, the 
bandwidth of the energy tunneling spectrum increases leading 
to the smaller phase slopes which correspond to the decrease in 
the group delay have a similar effect on the group delay the 
group delay decreases because of the associated wave now 
travels more distance inside the energy tunneling channel. 

 
Fig.1. (a) 3D view of energy tunneling model (b) 2D back view of energy 
tunneling microstrip structure 



IV. TIME DOMAIN GAUSSIAN PULSE PROPAGATION 

Consider a modulated Gaussian pulse passing through a 
dispersive channel and the propagation behavior of the 
Gaussian pulse in an electromagnetic energy tunneling channel 
depicted in Fig 5. For comparison, the propagation of the same 
Gaussian pulse in simple microstrip of 90mm length is also 
studied. In frequency domain dispersion plot (Fig. 3), the 
group delay for energy tunneling channel was almost 1.69ns 
and group delay for simple microstrip was almost 0.69ns. 
The delay of 1.69ns and 0.69ns is observed in time domain 
when the pulses propagate through energy tunneling channel 
and microstrip, respectively. However, it important to note that 
higher delay is accompanied by the reduction in magnitude as 
plotted in Fig.5. To increase the group delay, radius of the wire 
is reduced from 0.06mm to 0.03mm and dielectric substrate is 
changed from Rogers RO3006 (Hr = 6.15) to Arlon AR1000 (Hr 
= 10) keeping the length of the wire same as in Fig.1. The 
simulation shows the resulting group delay of 2.2ns.  

V. CONCLUSION AND FUTURE DIRECTIONS 

Transmission phase and group velocity in energy tunneling 
channel is simulated. In energy tunneling channel, group 
velocity is much lower compared to equivalent microstrip due 
to dispersive nature of the channel. A time domain Gaussian 
pulse is generated and its propagation behavior is observed in 

energy tunneling channel and its equivalent microstrip. Group 
delay values obtained from the time domain output pulse and 
this type of behaviour in energy tunnelling microstrip structure 
can be used to design the new class of delay lines for different 
microwave applications such as buffering, synchronization of 
digital signals and similar non-linear applications. This is our 
future area of interest and investigations.  
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Fig.4. Length of the wire versus group delay of energy tunneling channel 

 
Fig.5. Time domain behavior of the Gaussian pulse in energy tunneling 
channel 

 
Fig.2. Transmission phase versus frequency plot of energy tunneling microstrip 
structure 

 
Fig.3.  Group delay of energy tunneling channel and microstrip plot versus 
frequency 
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Abstract 

A modification of the hybrid projection method is proposed 
for analysis of wave scattering at a radially inhomogeneous 
dielectric sphere. The approach is based on projection 
matching of the fields on the boundaries of spherical 
regions, on projection of the Maxwell equations on the 
transverse vector functions, and on application of the one-
dimensional finite element method to the obtained ordinary 
differential equations for reduction of the latter to algebraic 
systems with three-diagonal matrices. The advantages of the 
approach over some other methods are discussed.  

1. Introduction 

Analysis of electromagnetic wave scattering at radially 
inhomogeneous sphere has been of great interest for a long 
time for the problem has a number of important application 
in antenna technology, bio-medical modeling, and in 
modern objects involving metamaterials. Moreover, the 
indicated sphere is a convenient model for testing new 
numerical methods arising in the electromagnetic theory for 
analysis of wave scattering by more complex objects.  

The importance of the problem for the modern studies is 
confirmed by recent publication of two papers [1] and [2] 
where the authors have made their reviews of the methods 
available for solution of the problem as well as propose new 
algorithms based on the method of volume integral 
equations combined with expansion of the fields over the 
system of spherical functions [1], and on replacement of the 
continuous permittivity profile by a step-wise constant 
profile with subsequent matching of the fields expanded 
over spherical functions on the boundaries of the 
homogeneous spherical layers [2]. 

In the present paper we propose one more approach to 
solution of the problem. It is based on the hybrid projection 
method similar to that developed in [3] for analysis of 
periodic dielectric structures. The approach includes 
projection matching of the fields on the boundaries of the 
spherical regions, projection of the Maxwell equations on 
the transverse vector functions, and application of the one-
dimensional finite element method in projection 
formulation to the obtained ordinary differential equations 
for reducing the latter to algebraic systems with three-

diagonal matrices. The advantages of the approach over the 
algorithms described in [1] and [2] will be indicated in the 
subsequent Sections. 

2. Statement of the problem and  
method of solution  

The geometry of the problem under consideration is 
presented in Fig. 1 where a radially inhomogeneous sphere 
arranged in the free space consists of a central core of radius 
a1 and constant relative permittivity ε1, as well as of a shell 
(layer) of outer radius a and relative permittivity ε(r) 
depending on the radial coordinate. The relative 
permeability of the core and shell is equal to unity.  

 
 

Figure 1: Geometry of the problem. 
 

The sphere is assumed to be illuminated by a plane 
electromagnetic wave propagating along the z axis and 
polarized along the x axis as shown in Fig. 1. The electric 
and magnetic field strengths of the incident wave are 
determined by formulas Ei=exE0eikz and Hi=ey(E0/η)eikz, 
where E0 is the specified amplitude, η is the wave resistance 
of the free space, and k=2π/λ is the wave number. 
Dependence of the fields on time assumed to be in the form 
e–iωt here and below is suppressed. 

In order to determine the scattered field outside of the 
sphere and the field inside the sphere, we represent the 
transverse components of the fields outside (r≥a), in the 
inhomogeneous layer (a1≤r≤a), and in the core (r≤a1) as 
expansions over spherical TE and TM waves 
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where Al are known coefficients corresponding to the 
incident wave [4], Rjl and Tjl are unknown constant 
coefficients for the TE (j=1) and TM (j=2) waves, Ejl(r) and 
Hjl(r) are unknown variable coefficients, ψl(kr) and ζl(kr) are 
functions of Riccati-Bessel and Riccati-Hankel, 11 Hkk  , 
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are orthonormalized transverse functions, )(cos1 TlP  are 
associated Legendre functions, jlrjl )< u e , and er, eθ, eφ 
are unit vectors over r, θ, and φ, respectively. 

The radial components of the fields in the layer are 
determined via the transverse fields (3) and (4) from the 
Maxwell equations  
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Projection of equations (9) on functions (7) and (8) for 
each l results in two independent pairs of ordinary 
differential equations 
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where Uj(r)=krEjl(r) and Vj(r)=krHjl(r). For solution of the 
equations obtained above, we represent functions U1 и V2 as  
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where U1n and V2n are unknown constant coefficients, fn(r) 
are so-called triangular functions [3], and N is the number of 
the nodes on the interval [a1,a]. Further, projecting equation 
(10) and (12) on triangle functions fn' (r), like in [3], 
accounting for (11) and (13), as well as for continuity 
conditions for fields (1) through (6) at r=a1 and r=a, we 
reduce the problem to the following algebraic systems 
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for TM waves with matrix elements 
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equal to zero for |n'–n|>1. 

3. Discussion 

The approach proposed above has the following advantages 
over those in [1] and [2]. Unlike the completely populated 
matrices in [1], the matrices of (15) and (16) are sparse. 
Moreover, the dimension of the algebraic system for TM 
waves (16) is two times smaller than that in [1]. The 
matrices in [2] are also sparse, however our approach 
allows reduction of the number of unknowns by the factor 
of two. 

The results of testing of the proposed approach 
characterizing its effectiveness, as well as the results of 
numerical study of scattering characteristics for the sphere 
corresponding to various combinations its parameters will be 
presented in the final paper. 
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Abstract

The toxicity of X-rays remained hidden in the short period
of time during which this method of investigation estab-
lished itself both in medicine, where it extended diagnostic
capabilities, and in physics, where it unlocked the possibil-
ity to extend investigations of the structure of matter from
microscopy down to the atomic scale. Enhanced X-ray gen-
eration may allow to connect electromagnetic received sig-
nals in that frequency range with hazards from X-ray expo-
sure.

1. Introduction

At the beginning, all of the invisible emanations, electrons,
X-rays and radioactivity, were likewise associated with flu-
orescence because they had been discovered by observing
the luminescence of materials such as glass, fluoride, bar-
ium platinocyanide, and zippeite (potassium uranyl sulfate).
They had a great response from the public before the con-
sistency of their discovery was understood. Yet, soon a dif-
ferent degree of hazard was associated with their investi-
gation. Whereas electrons found wide applications in elec-
tronics, the harm of radioactivity was recognized at an early
stage. In fact, Becquerel reported burns for holding a crys-
tal of radium in his pocket [3], and therefore it is said that
he himself or some acquaintance of his immediately sug-
gested to use it for the therapy of tumors. X-rays were put
at a level in between: they were promptly related with di-
agnostic imaging, and only gradually their therapeutic use
was assessed.

Since the synchrotron radiation and the free electron
laser (FEL) present more progressive X-ray-production
techniques than those used up to now [1][2], in this paper
we are going to review from this perspective a couple of
aspects of the phenomenology, and the way they were ini-
tially articulated. We start from Laue's geometric interpre-
tation of X-ray diffraction, and give an outline of how the
understanding proceeded hand in hand with the evolution of
technical know-how. We concentrate on the effects which
are the source of the dynamic theory of diffraction, and on
the split of the comprehension of X-ray into a part more
related to basic problems in quantum mechanics [4], and
one more related to imaging issues [5]. We argue that the
technical improvements in the X-ray technology can also
allow to go beyond the current diagnostic and therapeutic
achievements, and to study more specifically the involved

chemical and biochemical reactions.

2. Revisiting Laue's interpretation

We wish to recall that at the time of the discovery of X-
rays, in addition to trying to reproduce the phenomenology
under controlled conditions, which is typical of the scien-
tific method, the nature of that emanation was investigated.
The almost contemporary discovery of many emanations
made it important to distinguish between wave radiations
and particle emissions. Therefore the investigation focused
on the methods to highlight oscillatory traits or else the pos-
session of a mass. Not much the discovery of the dual na-
ture of light later on as phenomena like will-o’-the-wisps
or particles resonance make any distinction among emana-
tions somewhat ephemeral.

2.1. The diffraction interpretation

Perhaps X-rays were comprehended among electromag-
netic radiations by Laue, due to Röntgen's experiments, and
under the influence of the thesis on the double refraction of
light by a three-dimensional anisotropic array of isotropic
resonators, that Ewald was writing at the time with Som-
merfeld as relator. Laue extrapolated from the latter that, if
the X-ray wavelengths are of the order of magnitude of the
interatomic distances, a crystal must separate the beam in
the way a diffraction grating does.

Before the first diffraction experiment was executed,
Röntgen might conceivably have guessed that a crystal
would show a shadow resembling that of a radiography of
a hand's bones, say. We are not denying that shadows in co-
herent light quite resemble diffraction patterns. Rather, the
problem is, if the observed Laue's patterns of crystals may
be interpreted likewise.

Friedrich and Knipping [6] recorded photographs on a
film put behind a single crystal of copper sulfate (CuSO4),
by shining hard X-rays from a Crookes tube through it.
They showed that the recorded pattern consists of spots
symmetrically disposed around the undeflected beam. Be-
ing driven by an induction coil (generating a maximum
potential of about 40kV ), the tube emitted short radiation
pulses. Since, in addition, the degree of hardness of the
Bremsstrahlung kept increasing in time while the residual
gas dropped in the tube, initially Friedrich and Knipping as-
sumed that the beam separated by the crystal was the char-
acteristic (monochromatic) one. On the report of Ewald



[7], their opinion that the diffracted rays consisted of sec-
ondary characteristic radiation, sparked in the crystal by the
primary incident ray, was retracted right away (p.45), and
it was clarified that the measured effect was really due to
diffraction of the Bremsstrahlung radiation pulses through
the crystal lattice.

Subsequently, it was generally accepted that in Laue's
experiments the Crookes tube gave off pulses of sufficiently
coherent Bremsstrahlung, and that the observed spots re-
sulted from spectral filtering of wavelengths by diffraction
through the crystal sample. Laue's careful calculations on
the intensity pattern of a zinc sulfide (ZnS) crystal [8]
demonstrated that, if a volume grating transmits diffrac-
tion orders higher than zero,1 only sparse wavelengths de-
termined by integral (Miller) indices are allowed to get
through under Fraunhofer diffraction conditions. In de-
tail the resolving power of a linear diffraction grating is far
off what was observed, because the diffracted wavelengths
were only approximately monochromatic, and their over-
tones could not be expressed as terms of a harmonic series,
but had to be calculated like so

h =
√

h2
1 + h2

2 + h2
3, (1)

the integral indices being hi, (i = 1, 2, 3). As a conse-
quence, it proved necessary to develop a geometric model
of the diffractogram, the reciprocal space. With the help
of it, Laue interpreted Friedrich and Knipping photographs
after distinguishing between two types of interaction: the
crystal separates a beam into its constituent wavelength
components like a three-dimensional transmission grating
(A), or it absorbs energy and subsequently releases it as flu-
orescence (B), and choosing alternative (A). He didn't put
forward the alternative (C), that a crystal irradiated with a
characteristic line from an X-ray tube behaves like a fre-
quency mixer. We use the word frequency mixer to desig-
nate a device which modulates an incoming carrier with one
or more carriers generated locally at other frequencies.

W.L. and W.H. Bragg maintained that the spatial lat-
tice exerts a selective band pass action on X-radiation, quite
similar to that valid for the linear diffraction gratings in the
optical range. They updated the geometric condition ex-
pressed in eq. (1), specific for three-dimensional diffrac-
tion, to the effect that a crystal mirror-reflects X-rays of
given wavelength λ when the incidence direction forms a
glancing angle θ = arcsin(λ/2d) with densely packed
crystal layers, where d is the layer separation. The re-
flection off those layers is due to constructive interference.
Higher reflections of order n also satisfy the reflection con-
dition, i.e. spots can also occur for wavelengths satisfying

nλ = 2d sin θ, (2)

Bragg's law (2) was the simplest in accordance with the data
collected in those days. It brought to the construction of the
first X-ray spectrometer [9].

1Under monochromatic light the Talbot self-imaging effect allows the
replication of a planar grating structure at multiple distances of the grating
period in the Fresnel diffraction zone.

2.1.1. Comparison with light

Although the laws of ray optics were seminal in explaining
X-ray diffraction, Bremsstrahlung behaves differently from
white light. It does not give rise to interference fringes. It
is not likewise refracted by common materials, because the
refractive index is n ≤ 1 for λ < 1nm, that is the phe-
nomenon of total reflection at the interface between vac-
uum and sample takes place on the side of the vacuum. In
addition it is n ≈ 1 for λ < 10−3nm, that is all matter
becomes equally transparent in the range of γ-rays. Thus,
there exist no lenses which can focus wavelengths shorter
than about 1nm, and an X-ray photograph looks more like
a shadow cast on a screen, than like a photographic image
in the optical sense.

While studying image formation under a microscope,
Abbe related the Fraunhofer diffraction patterns to the im-
ages: he demonstrated that a converging lens transforms a
diffraction pattern in its focal plane into an image at infinity,
and vice versa. If X-rays with λ < 1nm are not brought to
a focus, the X-ray crystallographic diffraction patterns are
so called without possessing the features conforming to the
homonymous optical pattern.

To finish the comparison with visible light, it is possible
to spectrally decompose coherent white light in two ways:

• using a linear grating. The spectrum obtained is
called diffraction spectrum;

• by means of a glass or an amorphous quartz prism.
The spectrum obtained is called dispersion spectrum.

In the first order rainbow obtained by diffraction, the an-
gular inclination as a function of wavelength varies in the
opposite direction to that of the refracted light in a glass
prism. When light is decomposed in the former way, the
orders of diffraction are described by eq. (2), whereas the
angular spread of the rainbow is a second order effect with
respect to diffraction. When it is decomposed in the lat-
ter way, the angular spread of the spectrum constitutes the
whole effect, and clearly depends on the material. In glass
the dispersion angle of light is normal, i.e. it increases with
decreasing wavelength from red to violet. By convention,
in linear optical diffraction gratings, the wavelengths are
attributed to the colors in the rainbow so as to fit in the
gap between the first and the second diffraction order. This
suggests that light diffraction is a linear effect, while dis-
persion is not. Bragg's law (2) states a condition similar to
that of Fraunhofer diffraction of a beam at grazing angles
in Littrow configuration, that is, assuming that reflection is
backwards, and that n = 1 means the first diffraction order.

3. The geometry of crystallographers

As a byproduct of Laue's recasting of optical diffraction for
X-rays, crystallography became quantitative, and was car-
ried over from mineralogy to chemistry to help character-
ize chemical compounds besides balance, titration methods,
and spectroscopic analysis. Conversely, the development of
X-ray techniques was enriched by crystallography.
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3.1. Ewald's geometric approach

We already mentioned that the understanding of X-ray
diffraction is separated from both, that of radiography, and
that of optical images. In fact, the utilization of the X-ray
methods to determine the intrinsic structure of crystals is
rooted in the crystallographic tradition. In mineralogy, ob-
servation of the cleavage properties, and of the development
of crystal faces during growth, had led to establish that, not
much the exterior shape as the angles formed between sur-
faces are typical of the crystal structure. A law of ratio-
nal indices had been formulated, resembling Dalton's law
of multiple proportions in chemistry [10]. It states that the
quotients of two intercepts of a natural face with the prin-
cipal axes of a crystal are small ratios. Haüy explained this
law supposing that a crystal is built up from a repetition
in space of a primitive cell. Later on, his heuristic rule was
formalized, and discrete lattice structures were merged with
the algebraic approach to symmetry groups [11].

In the course of the quantitative development of crys-
tallographic analysis, sparked by the discovery of X-ray
diffraction of crystals, Ewald proposed to associate to the
crystal lattice a reciprocal lattice matching Laue's measured
diffraction patterns, instead of being consistent with the
correlative construction of a honeycomb of polyhedrons
[12].2 Conceptually, Ewald relates a set of planes of reg-
ular spacing d in the real crystal to a point in the reciprocal
lattice, whose distance from the origin is 1/d, and whose
radius vector lies along the direction of the normal to the
planes.3 For each n, the nth order stack of planes of spacing
d/n is represented by a point along the same radius vector,
but at n times the distance from the origin (that is, at n/d.)
In this way, a pitch d in the direct space corresponds to a
pitch 1/d in the reciprocal space.4 To recover the crystal
structure from a Laue's diffraction pattern a sphere, called
sphere of reflection, is attached to each photographed reflec-
tion spot. On this sphere, which should be centered on the
common origin of both, the radius vector representing the
incoming beam, and that representing the diffracted one,
lie their tips. A vector belonging to the reciprocal lattice
should close the triangle. It turned out that the purely geo-
metric method was insufficient to resolve crystal structures:
besides not allowing to take into account the intensity of
the reflections, it didn't explain why crystals which, accord-
ing to the older crystallography, should belong to the same
symmetry group, show different Laue diffractograms.

To take the intensity of the reflections into account,
Ewald amended his geometric approach by associating with

2In crystallography, it is assumed that the unit cell (Wigner-Seitz cell)
matches the symmetry of the crystal. In geometry polyhedrons are prim-
itive unit cells, while from the outset crystallography needed to define
more, such as the face and the body centered cells of holoedric crystals,
and in addition hemiedric crystals.

3The reciprocals of the fractional intercepts on the cell axes of a crystal
face designate a plane in reciprocal space with Miller indices (h1h2h3).
For example, if in the (x, y) plane the intercept point on the x axis is
(d,∞), its fractional intercept is (d/d,∞/d) = (1,∞), and its recipro-
cal designates a line orthogonal to x, with Miller index (10).

4Ewald's reciprocal grating pitch is defined as |κ| = 1/d ≈ 1/λ.

each point of the reciprocal lattice a structure factor Φκ, ex-
pressed as a sum Φκ =

∑

n
ρne2πκr. Here, ρn is a scat-

tering factor, dependent on the electron distribution around
individual atoms in the unit cell. Unlike him, Bragg ap-
plied from the outset the method of Fourier series to repre-
sent physical quantities varying from point to point inside
a perfect crystal. In particular, he represented the space lat-
tice structure as a stationary electron density function ρ(r).
After having broken up it into densely packed layers, he
associated with each stack a set of sinusoidal terms (taken
as real part of e−iκr.) Thus, an incident monochromatic
X-beam undergoes reflection against the periodic grids es-
timating ρ(r) in the perfect crystal, and produces the inten-
sities of the observed spots. This method of Fourier analysis
was developed further, notwithstanding the difficulty of as-
sociating ρ(r) to generic crystal structures with harmonic
terms determined by eq. (1).

If crystals possess periodic geometric structures, the
Moiré magnifying effect [13] could support Laue's prospect
to extend investigations from microscopy down to the
atomic scale. Instead of pursuing Ewald's geometric ap-
proach further, in this paper we are going to discuss imag-
ing from an information and communications point of view.
Integral transform methods started to be applied in the late
1920s to communication systems in relation to signal pro-
cessing, and the Fourier transform method became slowly
established in crystallography, to analyze the reflections of
monochromatic X-rays produced by single crystals, when
they are rotated about different axes [14].

4. Rise of the telecommunications’ approach

With telecommunications’ approach we designate the trend
which consists in carrying out a surveying at a distance
and then relying on the acquisition techniques developed
in electronics and computer sciences to get a picture. This
holistic trend has been catching on in electromagnetism.
For example, in medicine imaging technologies have been
developed of which the diagnostics can take advantage, and
of which radiography was the first example. The advantage
consists of the fact that this is a “non-invasive” investiga-
tion, that allows to image functioning internal organs with-
out sectioning the patient. However, an imaged organ is
totally different from what would be seen while performing
an autopsy; moreover the information about it changes with
the frequency range, with the acquisition mode and with the
image reconstruction technique.

The employed radiant power can have an effect on the
images. From the point of view of signal acquisition, a
modulation accepted by the passband appears just as lin-
ear as the signals that have geometric interpretation. Yet,
among the transmitted modulations there can be non-linear
ones, which are characteristic of an ongoing process, and
thus informative. Since they are non-linear, they express
features that would not have a geometric representation by
themselves, and don't have any geometric interpretation. As
an example, the “therapeutic effect” of X-rays does not de-
pend linearly on their intensity, and is belated compared to

3



irradiation. To properly use the imaging technologies, it
seems to us appropriate to distinguish the linear part in the
received signal, which can be geometrically represented,
from other modulations.

In the remainder of this section we will analyze the
role played by the increasing power of X-ray sources on
the changeover from Laue-space's diagram to the Fourier
transform representation. This issue is related to alterna-
tive (C) (sect. 2.1.1). We will try and show that the in-
troduction of Fourier methods tended to hide the distinc-
tion between diffraction and dispersion frequencies (sect.
2.1.2), as well as that between second order approximation
and non-linearity.

4.1. Dynamical scattering and Fourier transform

In 1958 Slater summarized the dynamical theory of X-ray
diffraction, subsuming crystallography under the general
band theory of solids [15]. The key point is to represent
the material crystal lattice as a self-consistent potential en-
ergy, and to deal with the total wave field inside the crystal,
instead of just with X-rays. The construction of the recip-
rocal lattice boils down to the requirement that the electron
function Ψ(r) be of the form

Ψ(r) =
∑

p

Φ(p)e−i(k0+p)r (3)

The wave function (3) is such that Ψ∗(r)Ψ(r) is the elec-
tron density. Here, Φ(p) has about the same meaning as
Φκ, p = 2π(h1b1 + h2b2 + h3b3) is such that its phase
is the same at equivalent points in the crystal, and hi are
Miller indices; r = m1a1 + m2a2 + m3a3, with inte-
ger mi, refers to lattice positions computed from the ori-
gin of the unit cell, and the phase exponent pr is m1h1 +
m2h2 + m3h3 = 2nπ, with n a positive integer. An in-
cident X-beam is represented by a monochromatic plane
wave Aei(ω0t±k0r), where |k0| = 2π/λ is its propagation
vector, and ω0 = c|k0| is its angular frequency.

We are interested in coherently scattered X-rays5, when
k0 is in the neighborhood of the angle θB satisfying Bragg's
reflection condition sin(θB) =

1
2λ/d (cf. also eq. (2).) In

conformity with the above conventions Bragg's condition,
i.e. the condition that the frequency be unaltered after scat-
tering, can be restated as

|k′ ± k0| = |k0|, (4)

A wave vector k′ related to momentum change has been
substituted for the pitch of the crystal lattice κ. 6 Since
the modulus of the propagation vector k0 is unchanged af-
ter scattering, while its direction changes, in the dynami-

5When “coherent” is used in this context, it means “capable of produc-
ing a Laue diffraction pattern”.

6We recall that in Bragg's equation, nλ = 2d sin θ, n = 1 means
reflection of the monochromatic wavelength nλ, n = 1. In the new no-
tation, |k′| is a vector |κ′| of the reciprocal lattice times 2π. Correspond-
ingly, there is just one Fourier component with propagation constant k′,
(|k′| = 2π/d). Nowadays diffraction by a sinusoidal grating, character-
ized by n = ±1, is called Bragg diffraction regime.

cal interpretation Bragg's process corresponds to an elastic

scattering of the impinging X-beam from the space lattice.

If we take the periodicity of (3) into account, and add
a condition k′ − k0 = p with p = ±1 to eq. (4), the
crystal wave function Ψ(r) is solution to a wave equation,
which depends on the potential energy arising from both,
nuclei and electron density within the unit cell. In contrast,
if we drop the condition p = ±1, Ψ(r) becomes a peri-
odic function extended over the whole crystal, and we are
allowing the occurrence of multiple scattering. The disper-
sion curve ω = ω(k0), obtained by determining the set of
values k0 from the eigenvalue problem, becomes a multi-
valued function. To deal with the general case p ̸= ±1
(and ̸= 0), Brillouin restricted the solution by limiting to
the range [− 1

2k
′, 1

2k
′] where ω = ω(k0) is continuous.7

If thermal agitation of the spatial lattice is taken into
account, the electron density fluctuates due to the random
displacements of the lattice unit cells with respect to one
another. Until k′ belongs to the lowest ω-branch, the dy-
namical theory continues predicting the same spots as did
Bragg-Laue's. But, inasmuch as p is responsible for the
multivaluedness of the dispersion curve, and the vectors k0

fill up the whole Brillouin zone, the theory accounts for
thermal diffuse scattering. Consequently, thermal energy
contributes an atomic scattering factor and a Debye-Waller
temperature factor to k′, which we hence rename k1.

At the next stage of approximation, thermal energy al-
lows to explain the displacement of the recorded spots from
the locations predicted on the basis of Bragg's law (2). An
acoustic wave of propagation vector k1 + ka is assigned to
each collective elastic vibrational mode of the crystal lat-
tice. Setting K ≡ k1 + ka + p, an inelastic scattering con-
dition |K ± k0| = |k0| is satisfied instead of eq. (4), and
thermal energy contributes to X-ray diffraction on account
of the elastic vibration modes of the lattice, by promoting
leaps to the next energy band (Umklapp process).8 The en-
ergy gap between the bands arises from the fact that in the
neighborhood of the frequencies corresponding to the limits
of Brillouin's fundamental zone [− 1

2k
′, 1

2k
′], where Bragg's

reflection condition is satisfied, there are no real values of
ω.

The dynamical theory of X-ray diffraction, which we
briefly sketched out, served to face the fact pointed out by
Raman in 1940, that besides the reflections accounted for
by Laue-Bragg there are extra- and forbidden reflections,
and that X-rays do indeed directly interact with thermal vi-
brations in diamond.9

7In this approach Brillouin's fundamental zone replaces the reciprocal
space. It is the reciprocal of the Wigner-Seitz cell.

8The energy band structure of a crystal is the set of the succeeding
branches of the dispersion curve !ω = E = E(k0). If a crystal has
3N degrees of freedom, it has 3 acoustic branches and 3N − 3 optical
branches.

9Actually, the vibration concerned is that at λ ≈ 7.5µm,
(1332cm−1). Raman himself didn't attribute it to the lattice, but rather
to a Reststrahlen band belonging to an optical branch.
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4.1.1. Brillouin scattering of light by sound waves

In 1922 Brillouin had propounded to trace back the ob-
served X-ray spots to diffraction by thermally excited fluc-
tuations. Superposition of the acoustic waves assigned to
the elastic normal modes of the lattice, and traveling in
all possible directions inside the crystal, would give rise
to a volume grating. The ensuing X-ray diffraction theory
would be as simple as Bragg's one, apart from being di-
rectly linked to heat transfer. In order to explain diffraction
by thermal energy, it is supposed that each acoustic vibra-
tion yields a mass density gradient which, in turn, deter-
mines a maximum variation of the crystal refractive index
δµmax. Owing to the slowness of sound with respect to the
speed of electromagnetic radiation, to a first approximation
the pitch depends on an averaged refractive index. Yet, for
diamond, which has a very high Debye frequency, namely
the maximum frequency of atomic thermal vibrations, the
order of magnitude of the diffracted wavelength λ had been
readily estimated to be λ ≈ 7.5µm, (1332cm−1).10 Ap-
parently, the order of magnitude of the pitch induced by
thermal fluctuations is far to low to diffract X-rays.

Although Brillouin's mechanism had been ruled out, the
feasibility of observing diffraction patterns generated by
means of acoustic waves was deemed worthy of an in-depth
examination. In 1932 Debye and Sears resumed his idea
[16][17], and showed that light undergoes volume diffrac-
tion by ultrasound. If compression waves, generated within
the volume of a liquid of density σ, 11 propagate at veloc-
ity ca =

√
(B/σ) (B = dp/(dV/V ) is the bulk mod-

ulus, p the pressure), the condition that diffraction leaves
the frequency of the impinging radiation unchanged is re-
laxed, because the moving lattice is described by a function
Θe−2πi(k′

r−ω
′
t) with ω′ ̸= 0. Anyway, acoustically ex-

cited vibrations within the liquid were expected to behave
like a phase grating, and to give rise to a Bragg diffraction
pattern, if only the lattice periodicity is not far off the op-
tical frequency-domain. In Debye Sears' experimental dis-
position, a piezoelectric quartz was immersed in a trough
of rectangular cross-section filled with a liquid, and was
excited by means of a radio-frequency oscillator at about
5.7MHz. Benzene (C6H6), carbon tetrachloride (CCl4),
toluene (C7H8) and glycerin (C3H8O3) were among the
chosen liquids.12 The trough was irradiated with a line of
a mercury arc light source laterally, that is, in a direction

10Since the qualitative behavior of the specific heat of solids is much
like that of an oscillator, even in classical thermodynamics the thermal
energy of solids is associated with the oscillations of molecules. If the
molecules occupy lattice points, the lattice constant sets a lower limit to
the wavelength of elastic wave propagation.

11The electrooptical effect should neither involve surface waves, nor
vibrations of the enclosure. We presume that, in the linear regime, the
pressure difference of the generated elastic waves is even less conspicuous
then that measured in quiet air when someone is speaking.

12Sound speed in those liquids ranges between about 900 and 1900m/s
at room temperature, and ultrasound is only weakly absorbed. As ultra-
sounds can be transmitted underseas, after WWI, quartz oscillators were
secretly being developed for equipping submarines with sonars. The core
of a sonar was a thin piezoelectric crystal sandwiched between two metal
plates, and mounted in a case suitable for submersion.

normal to the quartz mounting, and the pattern transmitted
through the liquid was recorded. Under those conditions
Bragg's glancing angle of incidence onto the elastic waves
was about 0◦, there was a small time-modulation at the ul-
trasound frequency, and the trough cross-section was per-
haps too small. Thus, in spite of the fact that the liquid con-
ceivably formed a three-dimensional wave-lattice, no typ-
ical Bragg-Laue pattern could be visualized in the optical
frequency range.

Debye and Sears confirmed that the scattering of light
depends on the vibration frequency of the piezoelectric
quartz, and that if neither the monochromatic light inten-
sity, nor that of ultrasound are too high, the intensity of
the diffracted light is proportional to the crystal exciting
power. In the meantime (1928) the optical Raman effect
had been discovered [18], and analogous experiments were
conducted in the X-ray range [19]. Nowadays, it is known
that all of the solvents tested in the above experiment pos-
sess Raman lines in the range of electro-optical applica-
tions. Thus, the increase in peak fluence due to the use of a
laser light source must evidence their contribute.

5. The diamond and the carbon backbone

For radio circuits it is expedient to link up amplitude and
phase when analyzing the performance of simple filters,
such as tuned RCL circuits, whereas in the X-ray domain
these two properties are kept distinct. According to the
Beer-Lambert law, a sample attenuates impinging X-rays
either by absorption or by scattering. Absorption involves
energy loss, and is accompanied by emission of photoelec-
trons, while diffraction does not. Moreover, since the ab-
sorption edges are fingerprints of chemical elements, the
ionized electrons belong to the atomic core, and hence their
extraction corresponds to a considerable amount of energy.
In contrast, the scattering mechanism depends on the total
electron density distribution, and is chiefly determined by
the phase relationships of the diffracted radiations. Nev-
ertheless, this picture is valid to first Born approximation,
i.e. until the intensity of the diffracted beams is small with
respect to the incident rays.

Toward the end of sect. 4.1.1, we remarked that the dy-
namical theory of X-ray diffraction conceives of the atomic
scattering factor as a complex quantity. Since the en-
ergy content of signals is computed from their spectral en-
ergy distribution, the Fourier transform is related to en-
ergy conservation. The small energy changes (compared
with ionization) summoned up by the imaginary compo-
nent of the atomic scattering factor are accounted for by cre-
ation/absorption of phonons. The theory of lattice dynam-
ics developed by Faxén and Waller retains that non-linear
permittivity waves linked to the acoustic modes k1 + ka

contribute mostly at the boundary of the Brillouin zone.
It states that thermal energy associated with the acoustic
branches must elicit stronger effects than energy originated
by “hidden” multiple modes of vibration inside the crystal
unit cell, and linked up to the optical branches.
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5.0.2. Infrared vibrations directly sparked by X-rays

If we take a closer look at the characteristic X-bands, there
are indications that fluorescence bands can be very narrow
and polarized. Irradiated samples may show long post-
radiation emissions at very low intensity. Again, it is re-
ported that characteristic X-beams emitted from secondary
radiators can be as directional as laser light. Altogether,
these features indicate that, although the X-ray intensity
may be densely packed within a narrow range, the over-
all power exchanged with a sample is low. The fact is, that
these features readily give rise to non-linear response by
matter.

Even Barkla noticed that outgoing characteristic X-
beams can be depolarized, and somewhat softer, i.e. of
lower energy, than the incoming ones, so that Stokes flu-
orescence law applies to them. The experiments pursued
on diamond by Raman and coworkers with improved, more
powerful Coolidge tubes [20] strengthen Barkla's interpre-
tation, because some samples gave clearly rise to secondary
X-spots at positions fairly independent from the scattering
angle, and failing to correspond with those calculated from
the simple theory of interference of rays developed by Laue
and Bragg. Raman himself called the spots reflections of the

second kind, and remarked that they comply with Rydberg-
Ritz combination principle, being more akin to transition
lines than to harmonics. He suggested that a characteristic
X-ray of frequency ω may be either Stokes (∆ω = ω−ω∗)
or anti-Stokes (∆ω = ω + ω∗) shifted, depending on a
narrow-banded coherent radiation at frequency ω∗.13 Since
the ω∗ of a Stokes-shifted radiation lies in the infrared part
of the electromagnetic spectrum, he suggested that X-rays
might be used to study this part of the spectrum. Besides
these experiments on diamond, other experiments were car-
ried out, for example by Venkateswaran [21], on silicon
carbide (SiC), sodium nitrate (NaNO3), sodium chloride
(NaCl), and pentaerythritol (C5H12O4). The existence of
emission bands ω∗ with thermal frequencies respectively at
800, 200, 160 and less than 100cm−1 was predicted, based
on the temperature dependence of the relative intensities of
Raman's ∆ω with respect to Bragg-Laue's ω. The predicted
values were dismissed as inaccurate, though [22]. Raman's
own suggestion was discarded on account of the extremely
low cross-section for inelastic scattering, which was at the
resolution limit. Further, his interpretation, that the narrow
line of diamond at 1332cm−1 is a Reststrahlen band – a
“hidden” mode – didn't seem well-founded. As Faxén and
Waller theory doesn't allow attribution of the ∆ω-line in
terms of lattice vibrations of the ideal carbon structure of
diamond, it was rather deemed specific only to some dia-
monds [23][24]. As a result, the connection between X-ray
and infrared range didn't seem to reveal a universal behav-
ior of matter. By now, the X-ray Raman scattering is well
established. It gets more remarkable under resonance con-
ditions, and at higher temperatures.

13Here, coherent radiation means that its spatial extent is small (Nadel-
strahlung).

5.0.3. Raman effect as heterodyning in the X-ray range

We sketch an argument in favor of the compatibility of the
Raman effect with the alternative (C) mentioned in sect.
2.1.1. For the diamonds showing the effect, the local os-
cillator (LO) is sparked off inside the sample at 1332cm−1

by the incoming X-ray itself. At low intensities the effect is
faint. However, if the primary radiator transmits too much
power under resonance coupling, system overload occurs.14

The bands of secondary radiators broaden (self-absorption),
and narrow sidebands (satellites) become observable.

A frequency mixer at 3 1017Hz to 3 1019Hz can be
thought of as a parametric oscillator whose loaded Q varies
with the coupling impedance between a crystal and an X-
ray source. The technical feasibility of producing paramet-
ric radiation (PXR) in the range 0.25nm to 0.05nm implies
the control of a process that otherwise occurs in an uncon-
trolled way. Since the electrical terminology is neutral, it
is advisable to create a mental image of X-ray frequency
mixing by explaining it with the help of an analogy.

First of all, we outline the quantum mechanical ex-
planation of the Raman effect in terms of the Kramers-
Heisenberg dispersion formula. Simplifying matters, the
X-beam is considered a time dependent perturbation field
acting on energetically characterized oscillator states of the
sample, and causing dipole transitions between them. Ra-
man scattering occurs between electron states belonging
to the core and roto-vibrational energy levels. Near res-
onance the scattering (real part) is often described as a
two-photon process involving absorption and re-emission
of energy from intermediate virtual oscillator states [25].
Next, we explain the Raman effect availing ourselves of
an analogy with sound. If two matched tuning forks are
mechanically coupled, and one of them is gently excited,
the other will be driven to ring in unison, and will give
off a clean fundamental tone ω. Increasing the power of
the blow, fading away ω∗-tones become clearly audible
without any sound box. They are characteristic tones of
the stressed material.15 Since the vibration of the prongs
is strain dependent, the supervening load variation elicits
slightly mismatched modes from the tuning fork. A mod-
ulated sound ∆ω becomes audible (with sound box) as a
purely acoustic effect of the mismatch.16 In this picture
neither the acoustic wave ω nor the ω∗ are able to drive the
dependent fork into resonance, but a mechanical coupling
of the forks is necessary. In particular, ω∗ , which cannot
even be transferred by the sound box, should be thought of
as a mechano-acoustic conversion at resonance rather than
a linear transformation of conserved energy. At a difference
with sound, observation of the X-ray Raman effect, i.e. of
frequency mixing ∆ω, can imply a LO sparked at ω∗ with
some efficiency [26]. Moreover, if a LO can be related to

14We are assuming that detectors behave linearly.
15The characteristic tones ω∗ are not related to normal modes, as those

modes may interact with one another.
16Combination tones can be heard without having been produced, be-

cause of the non-linear functioning of the ear. If the same picture is
adopted for coupled forks, the modulation cannot be conceptualized as
a back and forth transfer of extant energy.

6



a chemico-physical conversion process, the Raman effect
may help revealing one step of the multifarious biological
conversions occurring under X-ray irradiation.

5.0.4. Altered metabolism and toxic effects

While the radiations diffracted by a ruled grating are related
to the grating period and to its irregularities, that is, to its
geometrical shape, X-rays may interfere with chemical re-
actions. Heterodyning frequencies depend on the specific
wavelength at which a given sample is irradiated, and can
promote accompanying conversion processes contingent on
both, the radiation and the material, possibly with a small
yield. Taking up diamond again, the modulating carrier is
a strong resonance frequency at 1332cm−1. In fact, dia-
mond is a quite good heat conductor, and has a distinct ten-
dency to oxidize if heated. It even may turn blue under
γ-irradiation.

Covalently bound carbon forms the backbone of living
matter. Hard X-beams are known to be penetrating. How-
ever, mixing can excite additional internal modes in the
soft X-ray zones and beneath, where materials exhibit very
many resonances, and limited penetrating power. If the ra-
diation power is raised, nonlinear effects will be accentu-
ated at once. Chemical and other reactions can as well be
associated with their appearance.17 Since biological sam-
ples have metabolic pathways, the effects of irradiation are
propagated through a sequence of reactions [27]. For ex-
ample, a radiation between 100nm and 1nm generated by
frequency mixing is germicidal. It also interferes with many
biological functions, which have finely tuned chemical re-
actions [28].

Since chemical reactions depend primarily on the avail-
ability of reagents, characterization of the radiation is not
enough to understand all the chemical and biochemical ef-
fects, which the radiation may give rise to [29].18 But there
are effects associated with the hazard, which can indeed
be followed as the composition of the X-beams becomes
more definite, powerful, and controllable. Finally, we be-
lieve that, studying chemical chain reactions, it could be
figured out how to get a specific reaction step by irradiating
with a lower frequency. Means could be devised to amplify
the yield of a specific product by irradiation at lower fre-
quency.

6. Conclusions

We saw that Laue's interpretation of the patterns observed
by Friedrich and Knipping in terms of volume diffraction
of waves by crystals was rooted in crystallography, and
retained about the same connotation for W.L. and W.H.
Bragg. The belief that the inherent constitution of mat-
ter can be comprehended trough space structures, and that

17Currently, parasitic reflections and multiple scattering are combined
so as to fulfill Laue conditions. If they are heterodyned frequencies, their
intensity rises with that of X-rays, and further spurious frequencies appear.

18To give an example, heating pyrite is not enough to derive iron from it,
but it is necessary to understand the effects of the content of carbon oxides
and sulfides, and where they are formed while the pyrite is melted.

X-rays afford their visualization in a quite direct and fun-
damental way, led X-ray analysis to become instrumen-
tal in the elucidation of the atomic structure of chemical
elements. As of today the X-ray methods developed for
crystal structure determinations have been extended to or-
ganic compounds. Yet, the approaches to image recon-
struction that gained ground in other frequency ranges with
the support of electronics and computer science take on a
slightly different purpose, i.e. that of ascertaining the exter-
nal shapes peculiar to the objects.

The improvements in the production and analysis of
X-rays could lead to take up again the suggestion by Ra-
man, that these radiations interact selectively with matter,
thereby eliciting resonance bands in other frequency ranges
(in particular in the infrared). Frequency heterodyning
could hint at an ongoing occurrence of chemico-physical
conversion processes in matter, possibly with small yield.
If the toxic effects of X-rays can be related to small sig-
nal modulations, crystallography can be approached from
an information and communications point of view, backed
by chemical analysis.
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