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Abstract— For a probability measure i on R? with
finite moments of all orders, we can define the
creation operator a*(j), the annihilation operator
a~(j), and the neutral operator a"(j) for each co-
ordinate 1 < j < d. These operators are used to
characterize several properties of probability mea-
sures

I. CREATION, ANNIHILATION, AND
NEUTRAL OPERATORS

ET p be a probability measure on R¢ with finite
moments of all orders, namely, for any nonnega-
tive integers i1,%2,... ,%4,

i1 . io
/ |zt as? ...
R4

where z = (z1,72,... ,24) € RY. Let Fy = R and for
n > 1 let F,, be the vector space of all polynomials
in x1,xs,...,24 of degree < n. Then we have the
inclusion chain

x| dp(x) < oo,

FR,cPRCc---CF,C---C L.

Next, define Gog = R and for n > 1 define G, to
be the orthogonal complement of F;,_; in Fj,. Then
the spaces G,,, n > 0, are orthogonal. Define a real
Hilbert space H by

(o]

H= @ G, (orthogonal direct sum).

n=0

For each n > 0, let P, denote the orthogonal pro-
jection of H onto G,,. Let X;, 1 < j < d, be the
multiplication operator by ;. Accardi and Nahni[3]
have recently observed that for any 1 < j < d and
n>0

X;Gp LGy, Vk#n—-1nn+1,
where G_; = {0} by convention. Then they used
this fact to obtain the following fundamental recursion
equality:

X;P, = Po1X;P,

+ P, X;P, +P,_1X;P,, n>0, (1)

where P_; = 0 by convention. When d = 1, this
equality reduces to the well-known recursion formula:

2P, (z) = Pop1(z) + 0 Po(2) + wo Proa(2),  (2)

where P, (z)’s are orthogonal polynomials with respect
to u, P,(z) is a polynomial of degree n with leading
coefficient 1, and {a,,w,}’s are the Jacobi-Szegd pa-
rameters of pi.

Now, for each n > 0 and 1 < j < d, define three
operators by

Di(]) = Pn+1X]Pn : Gn — Gn+1,
D, (j) = Pooa X;P, : G — G,

n

D%(j) = P,X;P, : G, — Gn,.

Using these operators, we can define for each
1 < j < d three densely defined linear operators

at(j), a=(j), and a°(j) from H into itself by

a*(fle, = D7), n>0,
a (J)lG’n = ;(])7 nZOa
a’(f)la, = Da(i), n>0.

The operators a*(j), a=(j), and a®(j) are called
creation, annihilation, and neutral operators, respec-
tively. The collection

{H, a* (), a=(j), °(j) |1 < j < d}

is called the interacting Fock space of the probability
measure yi.

For convenience, we will use the term “CAN op-
erators” to call the creation, annihilation, and neu-
tral operators. By using the multiplication and CAN
operators, we can rewrite the fundamental recursion
equality in Equation (1) as the equality in the next
theorem.

Theorem I.1: For each 1 < 7 < d, the following
equality holds:

X; =at(j) +a”(§) +a°(j). (3)



II. POLYNOMIALLY SYMMETRIC AND
FACTORIZABLE MEASURES

Definition II.1: A probability measure p on R? is
said to be polynomially symmetric if

/Rd il . ai du(z) =0

for all nonnegative integers iy,14s,...4q with iy + s +
-++ 414 being an odd integer.

Note that if g is a symmetric measure with finite
moments of all orders, then it is polynomially sym-
metric. However, the converse is not true.

The next theorem has been proved in our paper [1].

Theorem II.2: A probability measure 4 on RY with
finite moments of all orders is polynomially symmetric
if and only if a®(j) = 0 for all j = 1,2,... ,d.

Definition II.3: A probability measure p on R? is
said to be polynomially factorizable if

/Rd gl i du(x)

— [ atduto) | o dute)-- [ ol duto)
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for all nonnegative integers iy, éa, .. .%4.

Obviously, if i is a product measure with finite mo-
ments of all orders, then it is polynomially factorizable.
However, the converse is not true.

The next theorem follows from Theorem 4.10 in our
paper [1].

Theorem IL.4: Let p be a probability measure on R¢
with finite moments of all orders. Then p is polyno-
mially factorizable if and only if for any ¢ # j, the
operators in {a* (i), a= (i), a®(i)} commute with the
operators in {a™(j), a=(5), a®(j)}.

III. PROBABILITY MEASURES ON THE REAL LINE

Let i be a probability measure on R with finite mo-
ments of all orders. Let V' be the vector space of all
polynomials in z and let V,; be its subspace consisting
of all polynomials of degree < n.

Let F,, = V,,/ ~. Here the equivalence relation ~ is
given by p-almost everywhere, namely, f ~ gif f =g
holds p-a.e.

Assumption: In this section all linear operators T :
V — V are assumed to satisfy the condition that
T(V,) C V, for all n > 0, namely, all subspaces
Va,m > 0, are invariant under 7.

A. Probability Measures on R with Finite Supports
Observe that if a probability measure ¢ on R is sup-
ported by m distinct points, then
F;=V;, j=012,...,m-1,

F;=Vyp1, j=mm+1,....

The following theorem can be easily verified.

Theorem III.1: Suppose u is a probability measure
on R supported by m distinct points. Then the fol-
lowing equalities hold:

(1) Tr(aplv,) = Tr(a)lv,,_,) for all k > m — 1.

(2) Tr([a,,af]lv,) =0 for all k > m — 1.

Definition I111.2: Two linear operators S and T from
V into itself are called trace equivalent on V, denoted

by S<TonV,if

Tr(S|Vk):Tr(T|Vk)7 vk >0.

They are called trace equivalent on V,, denoted by
SATonV,,if

T (Sly) = T (Thy), VO <k <n.

The next theorem is from our paper [2]. It char-
acterizes those measures supported by finitely many
points in R in terms of the CAN operators.

Theorem II1.3: Let m > 1 be a fixed integer. Let
a® and a—1 be two linear operators from V,,_; into
itself. Then there exists a probability measure p on R

supported by m distinct points such that a® a), and

a—t & la,a}] on Vi1 if and only if the following
conditions hold:
(1) The spaces Vi, 0 < k < m — 2, are invariant
under ¢° and a—%.
(2) Tr(a™T|y,)>0forall 0 <k <m—2.

(3) Tr(a™"lv_y) = 0.

B. Probability Measures on R with Infinite Supports

Let & be a probability measure on R with infinite
support, namely, the support of u contains infinitely
many points. In this case, we have

E,=V,, Yn>0O0.

The next theorem has been proved in our paper [2].

Theorem III.4: Let a® and a1 be two linear oper-
ators from V into itself. Then there exists a proba-

bility measure g on R with infinite support such that

a® L a), and a =" i [a;,af] on V if and only if the
following conditions hold:
(1) The spaces V,,, n > 0, are invariant under a°
and a=F.

(2) Tr(a™T|y,) >0 for all n > 0.

Let = denote the set of all trace equivalent classes of
ordered pairs (a®,a=7) of linear operators from V into
itself satisfying either one of the following conditions
(a) and (b):

(a) Tr(a™F|y,) >0 for all n > 0.

(b) There exists m such that

(1) Tr(a®y,) = Tr(a®y,,_,) forall k >m —1,
(2) Tr(a™F|y,)>0forall 0 <k <m—2,



(3) Tr(a™F|y,) =0forall k >m — 1.

Theorem III.5: There is a one-to-one correspon-
dence between the set = and the set of all probability
measures on R with finite moments of all orders.

C. Probability Measures on R with Compact Supports

Theorem II1.6: A probability measure y on R with
finite moments of all orders has compact support if and
only if the following two sequences of real numbers are
bounded:

(1) Tr(a%lr,) = Tr (@S, ), n > 1.

(2) Tr(a, *|F,), n>1
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