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Abstract—The understanding of surgical gesture, by means of 
measuring apparatus, can play a key role for a possible 
evaluation of the surgical performance and the human factors 
characterizing it. To this aim a neural network classification 
algorithm can be helpful, since combines good generalization 
performances along with a parsimonious architecture when 
dealing with high dimensional classification problems.  So, here it 
is presented and proposed the development of an innovation in 
surgical training system, as a fundamental objective support for 
training of novice surgeons. 
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I.  INTRODUCTION 
Despite the enormous improvements in effectiveness of 

surgical treatments of the latest years, the criteria of evaluating 
the surgical skills of the trainees still remains mainly based on 
subjective criteria. The assessment relies on expert examiners 
who judge the skills of the learners on behalf of observation 
and experience. In addiction by now the learning model in 
apprenticeship is mainly based on observation, imitation and 
instructions. In such a way the mentors transfer their expertise 
to trainee primarily with the traditional approach of implicit 
mode, because of the clear reason that a didactic setting does 
not provide truly helpful tools. 

Within this frame, any new tool which is capable to provide 
objective parameters, as a measure of the surgical skill 
capabilities of trainees, is desirable and welcome. For this 
reason, this paper intends to propose an innovative method to 
measure, quantify but, primarily, store, analyze and classify the 
clinical gesture in surgery. 

The importance of measuring the human gesture is evident 
in itself and underlined by the fact that many applications deal 
with motion and gesture signal obtained by ad hoc electronic 
transducers. Examples can be character animation, 
biomechanics, musical gesture interfaces and virtual surgery 
too. Stands this importance, even some file formats have been 
defined as the BVA/BVH (BioVision Hierarchical data), the 
AMC (Acclaim Motion Capture data) [1], the ASK (Alias 
Skeleton), the HTR (Hierarchical Translation Rotation), .. now 
recognized as standards. Closely related to the medical field, 
there are examples of gesture measurement especially devoted 

to rehabilitation purposes [2], and a interesting application was 
proposed as a video-based hand gesture capture and 
recognition system, utilized to manipulate magnetic resonance 
images within a graphical user interface [3]. According to our 
knowledge, some efforts have been paid to utilize the measure 
of the gestures of trainees to quantitatively evaluate their skill, 
or to furnish them an objective method to correct wrong 
postures during surgical sessions. One of the few examples 
comes from the skills assessment tool based on a Body Sensor 
Network by means of a fiber optic utilized to measure just the 
index finger movements for laparoscopic procedures [4]. 

With our system we realize a pervasive acquisition, storage, 
analysis and classification of the gestures (stands the kinematic, 
dynamic and physiologic data of the surgeon’s hand postures) 
during a simulated or real operation, making possible to obtain 
a quantitative knowledge about the surgeon “action”, and to 
define the evaluation metrics of the surgical performance. This 
is to “quantify” the operator’s surgical skills and ergonomics, 
and this is our goal. 

II. HISTORICAL BACKGROUND 
In the new modalities of surgical education, basic surgical 

skills are learned and practiced on models and simulators, with 
the aim of better preparing trainees for the operating room 
experience.[5, 6]. The understanding of surgical gesture in 
open surgery represents a big step forward towards the 
improvement of surgical training procedures and of surgical 
instruments. The wide acceptance of the objective structured 
clinical examination (OSCE) led a group in Toronto to develop 
a similar concept for the assessment of technical skills. OSATS 
(objective structured assessment of technical skills) is a method 
used to standardized the evaluation process outside the 
operating room. It  consists of six stations where residents and 
trainees perform procedures on live animal or bench models in 
fixed time periods [7]. The observers mark the performance of 
the task using two validated marking systems, a checklist and a 
global scoring sheet. The checklist comprises a series of yes/no 
items which have been developed by analysis of the task and 
also of the specific tuition that has been provided in skills 
training sessions [8]. The global scoring sheet includes multiple 
items which were selected to be general markers of technical 
skill, not procedure-specific steps; each of these scored with a 



value from 1 to 5 to help in the assessment of performance [7]. 
They are useful in assessing technical skills in terms of 
knowledge and dexterity aspects but they do not offer the scope 
to assess judgment as the tasks are highly standardized. Other 
methods of assessment include the MISTELS (Mc Gill 
Inanimate System for Training and Evaluation of Laparoscopic 
Skills) as a program to asses a resident’s performance of basic 
Laparoscopic Skills, and  the ICSAD (Imperial College 
Surgical Assessment Device), in both laparoscopic and open 
procedures, that uses motion analysis to determine how many 
movements a subject uses to perform a standardized surgical 
task using a sensors placed on the trainee’s hands during the 
performance [9, 10]. Objective assessment is essential because 
deficiencies in training and performance are difficult to correct 
without objective feedback. 

III. MATERIALS AND METHODS  
In order to preliminarily delimit the working area we 

operated a bounding box decomposition to surgeon’s hand 
movements analysis and gesture recognition during training of 
invasive surgery. This feature was applied to analyze 
trajectories of surgeon’s wrist and finger postures, so to 
recognize different hand gestures. 

A. Dataset of surgical gestures 
5 master surgeons, 5 resident surgeons and 5 attending 

surgeons volunteered to participate in the study The tasks 
studied in this assessment have included: 

• Skin pad incision 

• Tissues dissection  

• Interrupted stitch 

• Running suture 

• Knot Tying exercise 

B. Measure of gestures 
In order to measure the hand gestures of expert surgeons 

and trainees, we developed a data glove on the basis of 
acquired experiences [5]. 

 

Figure 1.  The so called “Hiteg” glove since our acronym “Health Involved 
Technical Engineering Group” 

This glove is provided with sensors capable to measure the 
movements of the Distal Interphalangeal (DIP), Proximal 
Interphalangeal (PIP), MetacarpoPhalangeal (MCP) finger 
joints, the wrist and the elbow postures, and to sense the pinch 
thanks to pressure sensors placed in correspondence of the 
fingertips of the thumbs. The accuracy and repeatability of the 
data acquired with this data glove are similar to those of other 
ones commercially available and reported in literature [6], but 
the number of degree of freedom which we measure are the 
largest ever reported. The fig. 2 shows a hand’s posture 
measured by the glove and replayed on a pc screen by an ad-
hoc realized avatar. On the picture’s sides are visible two 
hardware’s board designed for the data acquisition. 

 

Figure 2.  Data are acquired from the glove and the measured movement are 
replayed by an avatar on a pc screen 

At this stage, in order to simplify our preliminary work, we 
decided to do not take into account the movements of the 
forearms, which we believe not meaningfully affect the results 
in any case. The following fig. 3 illustrates a typical surgical 
gesture, i.e. a running suture made for practice and measured 
by our system of a couple of sensorized gloves. There can be 
noticed added sensors on the surgeon’s arms to measure the 
postures of the elbows. 

 

Figure 3.  A typical surgical gesture measured by our system 

 



Despite the complexity of the connection wires, according 
to different operators, the gloves seem to do not substantially 
limit the natural gestures. 

Two twins hardware architectures are used to record the 
data from each of the gloves, and the synchronization between 
them is assured by a common timer. 

C. Gesture classification 
The next step in our work is concerned with the synthesis 

of an algorithm that automatically assigns each gesture to a 
predefined class. The most popular strategies include: support 
vector machines (SVM), classifiers based on mixture density 
models (CMM), fuzzy classifiers (FCL), radial basis function 
neural networks (RBF) and multilayer percepron neural 
networks (MPN) (see [8] for a tutorial on this issue).  
SVM has been shown in [11] to be an effective tool to classify 
hand gestures recorded by using data gloves to generate 
variable-length data streams. In the context of performance 
evaluation,  SVM is a discriminative classifier based on  the 
principle of structural risk minimization, which is  expected to 
have an optimal classification performance on new data 
(generalization), at the cost of computationally complex 
learning algorithms. To be specific, for binary classifications 
of linearly separable patterns, SVM aims at separating two 
classes in the input space via  a hyperplane 'optimally' defined. 
A hyperplane is called 'optimal' if it has a maximal margin. 
The term 'margin' refers to the distance between the 
hyperplane and the closest input samples of the two classes, 
the so-called support vectors situated on two hyperplanes 
which are parallel to the separating hyperplane. When dealing 
with multidimensional non separable patterns, the samples are 
mapped into a (typically higher-dimensional) so-called feature 
space in which a linear separation is expected to be possible. 
This is done by means of kernel functions. Often, Gaussian or 
polynomial kernels are used. A new cost function is 
introduced, and the optimization problem is solved by specific 
algorithms. For large problems they rely on heuristics for 
breaking the problem down into smaller ones, like the  
sequential minimal optimization (SMO) algorithm, which 
solves two-dimensional sub-problems analytically.. 

The choice of CMM, on the other side, can be regarded as 
a generative classifier, i.e. additionally aims at modeling the 
processes from which the observed data originate. The idea 
behind CMM  is to estimate the posterior probabilities density 
functions of the different classes based on the available 
samples. CMM achieves good generative properties, but it 
fails for sparse data or data that are very far from uniform 
distribution.  

FCL derive  from the theory of fuzzy sets; their elements 
are characterised by membership degrees. Fuzzy sets allow 
gradual membership determination for each element in a set 
via the ‘membership functions’ valued in the interval between 
0 and 1. The most frequently used type of fuzzy systems are 
based on triangular membership functions and max–min 
inference, or Mamdani-type fuzzy system with Gaussians and 
singletons as membership functions, sum-prod inference, and 
height method for defuzzification. FCL are comprehensible 

classifiers, i.e. are also intended to be parameterized and 
understood by human domain experts, but at the cost of lower 
classification rates. Furthermore,  the task of parameter tuning 
by the designer is rather complex when dealing with higher-
dimensional input spaces. 

Neural networks classifiers such as radial basis function 
neural networks (RBF) and multilayer percepron neural 
networks (MPN) (see [14] for recent advances on his topic) 
are shown to be efficient tools for related classification tasks, 
as in [13], [15]. They are both  parsimonious in their 
architectures for input space with many dimensions and admit 
'simple' learning algorithms. 

Radial basis functions (RBF) form artificial neural 
networks having three layers of neurons: an input layer, a 
hidden layer and an output layer. For a classification problem, 
each output neuron is associated to a class.  Input and hidden 
layers are feedforward connected as well as hidden and output 
layers. The activation of a hidden neuron  is computed by a 
Gaussian function using the Euclidean distance between a 
weight vector of parameters and the external input vector of 
the network. Each output neuron computes its activation as a 
weighted sum of the Gaussian functions, so that when the 
trained RBF is tested to classify new data, the final decision 
on class membership is made with a winner-takes-all 
approach. A central issue about RBF concerns the training 
algorithms employed to determine the suitable  values for the 
network parameters i.e. centers, radii along with output 
weights of an RBF network, given a set of training patterns. 
An accurate learning strategy addresses the problem by 
selecting the centers of the basis functions by means of 
unsupervised clustering algorithms, as k-means. The radii are 
then chosen via a nearest neighbour algorithm or the empirical 
variances of the clusters. The weights in the output layer are 
computed solving a classical linear least-squares problem. In a 
simpler approach for training RBF, the network parameters are 
determined applying an iterative, stochastic training 
procedure, as the scaled conjugate gradients algorithm.  

Multilayer percepron neural networks (MPN) are 
characterized by an input layer, an arbitrary number of hidden 
layers and an output layer. Again, for a classification problem, 
each output neuron performs the linear weighted sum of its 
inputs, via a set of tunable parameters associated with the 
neuron itself. Each hidden layer neuron output is obtained by 
‘squashing’ the weighted sum, plus a bias,  into a nonlinear 
sigmoidal function, i.e. a bounded monotone increasing 
function, which in turn feeds all the neurons of the next layer. 
Notice that, by the approximation theorems, a MPN  with 
three layers can virtually approximate any nonlinear function, 
including Gaussian functions of RBF networks, so that MPN 
can be regarded as architectures generalising the ones of  RBF. 
Training algorithms for MPN  include traditional iterative, 
stochastic training procedures, for example a gradient-based 
(i.e., first-order) technique such as backpropagation or 
resilient propagation.  

Notice that the mathematical formulation of the 
classification problem associated with hand gestures involves 
an input space with many dimensions and relatively few 



 

output classes, so that 'curse of dimensionality' problems must 
be avoided. Therefore, the classifier structure has to be a 
parsimonious nonlinear architecture (see [16]), i.e. presenting 
a polynomial complexity increase with respect to the input 
space dimension increase as well as having a simple training 
algorithm. 

 In conclusion, to  comply with the requirement above, we 
implement RBF and MPN for an efficient and parsimonious 
hand gesture classification on the basis of the data collected in 
our experiments.  

D. Operator’s training 
Currently mentors transfer their expertise to trainee via 

practical demonstrations and oral instructions. But with 
recorded data of measures of expert surgeon gestures, it is 
possible to reproduce such movements via avatar 
representation on a pc screen. It gets the important aspect that 
the same gesture can be represented several times always in the 
same manner, and that it is possible to look at the gesture from 
all possible points of view, just rotating, translating, zooming 
the avatar. 

The avatar representation can be not only for the gestures of 
the mentors, but also for the movements performed by the 
trainees. So, we developed a graphical interface capable to 
superimpose a “ghost” avatar of the learner upon the “guide” 
avatar of the expert (see Fig. 4). In this manner the trainee is 
capable to easily auto-evaluate his/her performance, with 
instinctive ability. 

Figure 4.  Training session. A ghost view of the trainer hand is superimposed 
on the avatar hand of the expert surgeon 

IV. DISCUSSION 
Surgical skills are required by a wide number of health care 

professionals. It is demonstrated in a broad range of tasks from 
simple wound closure to highly complex diagnostic and 
therapeutic procedures. Technical expertise, although essential, 
is only one component of a complex picture. The measure of 
hand movement in 3D space is important for several 
applications in surgical training. Recent new modalities in 

surgical technique are inseparably linked to teaching and 
learning and the pace of this change is constantly accelerating. 
It must be stressed that reconstruction of surgical tasks trough 
electronic modalities has been dedicated to laparoscopic 
procedures in almost all cases. This can be easily explained 
with the similarly of true laparoscopy, with a screen-mediated 
bidimensional view and a trocar-mediated access to the 
abdominal cavity to electronic visual and tactile simulation. 
Open surgery, on the other hand, acts in a tridimensional open 
space, with the interaction with the surrounding environment. 
Most aspects of medicine have historically been learnt in an 
apprenticeship model by means of observation, imitation, and 
instruction. In such a setting, much of the expertise transferred 
from mentor to trainee is implicit, and cannot be transferred 
easily to a didactic setting. Subjective assessment relies on 
expert examiners to judge the skills of the trainees based on 
observation. 

Dexterity is an important component in motor skills’ 
acquisition [17]. Manual dexterity has a number of components 
such as aiming ability, arm-wrist speed and fine finger 
dexterity. As a general principle, repetitive performance of a 
specific task results in a much better performance of that task 
than does general training in a variety of skills [18]. 

We focus on the training in open surgery tracking and 
recording movements of surgeons [19]. Surgical procedures, in 
fact, can be viewed as a series of gestures performed in a 
sequence with an end objective [20]. By recognizing these 
gestures, it is possible to determine how the task is performed 
and the intermediate steps leading to the task. 

Existing research has shown that different surgeons can 
have different approaches to performing a given task, and their 
maneuvers are characteristic of the basic skills attained. For 
instance, an expert surgeon may require much less movements 
than a novice in performing a similar task, therefore identifying 
the intrinsic pattern of the hand movement can provide 
important information on basic surgical skills. 

V. CONCLUSION 
This work would be an innovate, accurate and non invasive 

method to measure and evaluate surgical gestures.  It will be 
useful to accelerate the attending surgeon’s learning curve who 
can compare the basic level of his expertise with master 
surgeon’s level and verify step by step his improvement.  
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