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In some applications, such as automotive and marine/navigation, hundreds of radars may operate in a small environment (e.g.,
a road complex or a strait) and in an allocated frequency band with limited width. Therefore, a compatibility problem between
different radars arises that is not easily solved by time, frequency, space, or polarization diversity. The advent of fast digital
signal processing and signal generation techniques makes it possible to use waveform diversity to solve this problem that will be
exacerbated in the next future. Ideal waveforms for the diversity are supplied by Noise Radar Technology (NRT), whose application
is promising in some military applications as well as in the civilian applications considered in this paper. In addition to being
orthogonal as much as possible, the random signals to be transmitted have to satisfy requirements concerning side lobe level and
crest factor, calling for novel, original design and generation processes.

1. Introduction

In spite of its military origin, dated back to the 1930s, radar
technology is being more and more applied in the civilian
domain for the safety of air, sea, and land traffic. In sea and
road applications, this technology is entering themassmarket
with a significant yearly reduction of costs, mainly due to the
larger and larger integration of the hardware and to the scale
economy. For example in the automotive radar the factory
cost has fallen by one order of magnitude (from hundreds
to tens of dollars) in a few years. A similar situation is to
be expected in the field of marine radar [1, 2], present in
most vessels, as they (X-band radar) are mandatory for all
passenger vessels and for all vessels above 500 tons GT (Gross
Tonnage), with a double-band requirement (X-band radar +
S-band radar) above 3000 tonsGT.Theallocated bands are 9.3
to 9.5 GHz (X) and 2.9 to 3.1 GHz.Mostmarine radars use the
simple and cheap magnetron transmitter, a 1940s technology,
generating short pulses (from 50–80 ns in the short-range
mode to 800–1000 ns in the long-range mode, up to 96NM)
and peak power from a very few kW to 12.5–25 kW (and
50 kW in coastal applications for Vessel Traffic Systems).

The large number of marine radars in a given area,
simultaneously present above the horizon, makes the mutual

interference a very likely event. For a general overview of
potential solution to this problem, see [3, 4]. Inmarine radars
themost used solution is based on their relatively short pulses
that can be suppressed (video blanking or thresholding)
because they are received asynchronously with respect to
the transmission from the victim (the own) radar. Such a
suppression causes tolerable detection losses for small targets
and negligible losses for large targets.

As in many other radar applications, for example, in Air
Traffic Control (ATC), solid-state transmitter technology is
attractive formarine radars. It permits (i) the implementation
of highly stable, coherent Rx-Tx chains compatible with
Doppler processing, (ii) the transmission of sophisticated
waveforms [5], (iii) a better availability, and (iv) the absence
of high voltages.UnlikeATC radars that have been using solid
state transmitters for over two decades, solid-state marine
radars are appearing on the market just now, most of them,
in the S-band. While maintaining approximately the same
average transmitted power as magnetron transmitters, these
new (or experimental) solid-state marine radars have three
orders of magnitude larger duty cycle, that is, in the range of
10%–12%. These long pulses (about 10 or 20 microseconds,
in some cases up to 100 microseconds) are not compatible
with the current interference suppression techniques. In
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the remaining part of this paper a new technique is proposed
to solve this interference problem, whose general framework
is synopsized in the appendix.

2. Signal Requirements and Advantages of
Noise Radar Technology (NRT)

Mitigation techniques for interferences from similar radars
can be based on diversity in (i) frequency, (ii) polarization,
(iii) direction (antenna pattern adaptation), and (iv) wave-
form. In the marine radar context, as considered here, the
limited allocated bandwidth (only 200MHz in X-band and
the same in the S-band) and the use of standard antennaewith
fixed polarization prevent the use of (i), (ii), and (iii). There-
fore a possible solution has to be based onwaveformdiversity,
that is, the transmission (by the various radars in potential
interference conditions) of pairwise orthogonal waveforms,
such that the matched filter output is mainly due to the
“own” waveform, with a noise floor due to the “other radars”
waveforms. The large number of radars in busy maritime
environments such as straits and sea areas around harbors,
makes it necessary to exploit a large number of orthogonal
waveforms, which can only be obtained by polyphase codes
[3] or, as proposed here, by suitable processing of samples of
random processes, leading to Noise Radar Technology.

Themain requirements for a pair of signals with complex
envelope 𝑠

𝑖
(𝑡) and 𝑠

𝑗
(𝑡) with 𝑖, 𝑗 = 1, . . . ,𝑀, pulsewidth 𝑇,

and the same power are defined by the following:

(i) Peak Side Lobe Ratio (< −30 dB):

PSLR =

max
𝑖
(𝑠
𝑖
)

max
𝑘
(𝑚
𝑘
)

, (1)

where 𝑠
𝑖
= side lobe samples and 𝑚

𝑘
= main lobe

samples.
(ii) Crest Factor (𝐶) or Peak-to-Average Ratio (PAR), that

is, the peak amplitude of the waveform divided by the
rms value of the waveform 𝑠(𝑡):

𝐶 =
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(iii) Mean Envelope-to-Peak Power Ratio:
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It results in EPPR = 1/𝐶
2.

(iv) Normalized cross-correlation:
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where𝑅
𝑖𝑗
(𝑡) = ∫ 𝑠

∗

𝑖
(𝜃)𝑠
𝑗
(𝑡+𝜃)𝑑𝜃, 𝑖 ̸= 𝑗; it measures the

orthogonality, and the desired value is 𝑟
𝑖𝑗
(𝑡) < −30 dB.

(v) Spectral band occupancy: sometimes this item is
overlooked, especially when noise-like waveforms are
concerned, but it is of paramount importance inmost
real-world radars; see [4] and the appendix.

Good candidate deterministic signals that satisfy the
orthogonality requirements are the well-known “up” and
“down” chirps (Linear-FM and Non-LFM) [3, 5], but in this
case only pairs of signals (not the needed multiplicity 𝑀)
can be obtained. To obtain 𝑀 signals Costas codes, All top
sequences can be considered, andpolyphase codes represent a
possible solution [3, 6, 7].More recent research on orthogonal
signals proposed the use of normal or interleaved OFDM
techniques [8]. The main limitation of the OFDM approach
is due to the nonconstant envelope of the signals, that is,
MEPPR < 1, whichmeans that the transmitter does not work
at its maximum power.

Another class of waveforms, that is, the phase noise
signals [9], has two main advantages as compared to the
signals introduced before. The former is the possibility to
generate a large number of orthogonal signals, which is of
great importance in the present case. The latter, applicable to
defense applications (e.g., to the navigation radars of military
vessels), is about the detectability; in fact they are random
signals so they limit the detection, the identification, and the
eventual spoofing of the signal. Such a limitation is of great
importance in many military applications which require low
detectability of the active system. Finally theMEPPR (and the
crest factor) can be very close to the unity.

3. Methods for Generating Noise Radar Signals

For a phase noise signal the complex envelope can be written
as

𝑠 (𝑡) = 𝐴 ⋅ exp {𝑗𝜑 (𝑡)} ⋅ rect𝑇 (𝑡) , (5)

where 𝐴 is the constant amplitude, rect
𝑇
(𝑡) is 0 outside the

interval [−𝑇/2, +𝑇/2] and 1 inside it (with 𝑇 being the pulse
length), and 𝜑(𝑡) is the phase process modulating the noise
signal 𝑠(𝑡). In the following we present three methods to
generate the phase noise signals highlighting their strengths
and weaknesses.

3.1. Random PhaseModulation. In [9] Axelsson supposed for
𝜑(𝑡) a zero-mean Gaussian process with root mean square
(rms) 𝜎 and a given power with density spectrum within
the band 𝑏. He showed that the normalized autocorrelation
function of the signal 𝑠(𝑡) can be written in a closed-form
expression as

𝑅 (𝜏) = exp {−𝜎2 [1 − 𝜌 (𝑡)]} , (6)

where 𝜌(𝜏) is the correlation coefficient of 𝜑(𝑡). For example,
𝜌(𝜏) = sin(𝜋𝑏𝜏)/(𝜋𝑏𝜏) for a constant spectrum within the
band 𝑏. Of course, 𝑅(𝜏) depends on the bandwidth 𝑏, on
the pulse length 𝑇, and on the rms phase fluctuation 𝜎.
The bandwidth 𝑏 is related to the width of the main peak
and defines the range resolution. An increase of 𝑇, and
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Figure 1: Block diagram of the iterative algorithm.

consequently of the compression ratio (the time-bandwidth
product of the generated signal), causes a reduction in the
range side lobe level, whereas the main lobe width remains
fixed being independent of 𝑇. Finally the rms 𝜎 has two
different effects. The former is on the side lobe level: an
increase of 𝜎 causes a decrease of the side lobe level with
improvement in the PSLR.The latter concerns the resolution.
The rms value in fact establishes a connection between the
bandwidth of the modulated signal and the bandwidth of
the modulating signal. That is, when 𝜎 increases the final
bandwidth increases too. In [9] a simple relation between the
rms bandwidth of the phase modulated signal (𝐵rms) and the
rms bandwidth of the phasemodulating noise (𝑏rms) has been
found:

𝐵rms = 𝜎 ⋅ 𝑏rms. (7)

On the other hand, concerning the side lobe suppression,
the expression of the autocorrelation function introduced in
[9] would show a progressive improvement of the side lobe
suppression as 𝜎 increases. However the periodic nature of
𝜑(𝑡)with a folding in the [−𝜋, +𝜋] interval has been neglected
in [9], and in reality the model can be used only for values
of 𝜎 significantly smaller than 𝜋. The Gaussian noise, used
to modulate the signal phase, is to be compared with an
uniform distribution in the range [−𝜋, +𝜋] with a standard
deviation of (𝜋/√3) ≅ 1.8 rad. Therefore, if 𝜎 is large (𝜎 >

(𝜋/√3)), the resultant phase is not Gaussian distributed and
the mathematical formulation introduced in [9] does not
apply. On the other hand, in connection with a potential real
application, it would be better to generate the signal through
a white Gaussian process with its in phase and in quadrature
components (𝐼, 𝑄) that are band limited as desired. This is
described in the following.

3.2. An Iterative Algorithm to Generate Phase Noise Signals.
To control the spectral width and to reduce the Peak Side
Lobe Ratio (PSLR) of the generated phase noise signals, we

propose an iterative algorithm based on alternative projec-
tions in frequency and in time domain (Figure 1). The input
to the algorithm is a zero-mean white complex Gaussian
process (𝐼 + 𝑗𝑄). The filtering is implemented in frequency
domain. First the input is band limited using a rectangular
Low Pass Filter of band 𝐵. The output from this filter is
projected in time domain by IFFT, and the complex signal
(𝐼
1
, 𝑄
1
) is amplitude limited using a Zero-Memory-Non-

Linearity (ZMNL). The output in time (𝐼
2
, 𝑄
2
) is reprojected

in frequency and filtered through a Gaussian LPF of band 𝐵.
The output is again re-projected in time, and the procedure
is iterated for a predefined value of 𝑁. Typically to achieve
the optimum (minimum) PSLR, some tens of iterations are
needed (it depends on the input white noise sequence).

Considering for ZMNL a hard limiter, that is,

𝐼
2
=

𝐼
1

√𝐼
2

1
+ 𝑄
2

1

, 𝑄
2
=

𝑄
1

√𝐼
2

1
+ 𝑄
2

1

, (8)

the signal (𝐼
2
, 𝑄
2
) shows a unitary amplitude and its ran-

domness is only due to the random phase of the signal.
Averaging different autocorrelations we have computed the
mean normalized autocorrelation and its standard deviation
(Figure 2 for BT = 10000).

Varying the compression ratio up to 30000, in Figure 3
the mean PSLR is shown.

To reach PSLR lower than −30 dB, compression ratios
over 5000 are needed. However for BT = 30000 the PSLR is
−36 dB, less, for example, than the one obtained with Non-
LFM using Hamming weighting (−42.8 dB). Figure 4 shows
the mean spectrum for BT = 10000 (𝐵 = 100MHz). It shows
a good control of the spectral width due to the rectangular
LPF. Finally in Figure 5 the cross-correlation (it measures the
orthogonality) for a pair of generated phase noise signals is
shown with BT = 10000. It is lower than −30 dB (as compared
with the same compression ratio, for a pair of up and down
chirps the cross-correlation is−43 dB for LFMand−40 dB for
Non-LFM).
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From the database of generated waveforms [10] a part is
selected after analysis of the compliance with the required
characteristics in terms of spectral occupancy and autocor-
relation and cross-correlation functions. In order to further
reduce the side lobe level (which is likely needed, especially
for smaller values of the compression ratio BT), amismatched
filtering in reception may be needed [11, 12]. The filter coef-
ficients must be computed for every selected waveform and
associated with it for the ensuing usage. While permitting a
significant suppression of the range side lobes, this technique
calls for increased computation costs (the mismatched filter
is typically three times longer than the matched filter) and
larger memory requirements.

3.3. Closed Form by Inversion. A different, closed form
generation approach is based on the following considerations.
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Figure 4: Mean density spectrum (obtained averaging 50 different
spectra) for a pair of phase noise signals. Compression ratio 10000,
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For a real Gaussian process Van Vleck and Middleton [13]
have shown that the autocorrelation coefficient (𝑅

𝑡
with 𝑡 =

𝑡
2
− 𝑡
1
) of the output from a hard limiter is related with the

input autocorrelation coefficient (here denoted 𝑟) by the well-
known arcsine law:
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where 𝐸{⋅} is the statistical mean operator. Supposing a
symmetrical power density spectrum with respect to the
origin, the correlation is real and V = 0. Equation (11) has
been evaluated, and it results in

𝑅
𝑡
= 𝑏
0
𝑟 +

∞

∑

𝑛=1

𝑏
𝑛
⋅ 𝑟
2𝑛+1 (12)

with
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Then 𝑅
𝑡
can be expressed as a sum of odd powers of 𝑟,

where the coefficients 𝑏
𝑛
are very similar to those evaluated

for the arcsine law:
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Figure 6 shows 𝑅
𝑡
versus the input correlation 𝑟 for real

and complex Gaussian process. Inverting (12) it is possible
to predistort the input autocorrelation to the hard limiter to
obtain a desired 𝑅

𝑡
.

In such a way the requirements of Sections I and II
can be met with no need for iterations. In fact, (a) the
output autocorrelation is chosen in order to satisfy the PSLR
requirement and the spectral band requirement; (b) the
MEPPR requirement is satisfied by the hard limiter, and (c)
the orthogonality is obtained by the randomness of the white
Gaussian input sequence; and may be enhanced by proper
choices of the generated output sequences.

4. An Architecture for Next Generation Marine
Radar Based on NRT

The general architecture of a proposed, novel class of solid-
state, coherent, NRT-basedmarine radar is shown in Figure 7,
from [10]. Basically, this is a coherent radar transmitting
preregistered pseudorandom signals and using a correla-
tion receiver (or a mismatched, range-side lobe suppression
receiver). In order to reduce the interference level between
these marine radars exploiting the orthogonality of the
transmitted waveforms, each radar must have a large number
of them (order of hundreds of millions) stored in a mass
memory; see Figure 7.

These waveforms are result of a generating procedure
shown in Figure 1, as explained before. Thanks to this
procedure, all of them have a crest factor close to the unity
and their power spectral density (PSD) respects the spectral
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Figure 7: General architecture of solid-state, coherent, NRT-based
marine radar.

mask of the international regulations (see the appendix).
For instance, let us consider a waveform, with a bandwidth
of 80MHz and a centre frequency of 9410MHz, that is, a
spectrum from 9.37 to 9.45GHz with EIRP per MHz equal
to 75 dBm. Outside the interval (the “Necessary Band”) from
9.37 to 9.45GHz its PSD will have to decay at 20 dB/dec,
arriving at 35 dBmEIRP below 9.17GHz and above 9.64GHz.
Only a part of the generated waveforms, that is, those with an
acceptable PSR, is selected to be stored in the mass memory.

As in solid-state marine radar using deterministic wave-
forms and pulse compression, [14, 15], in the proposedmarine
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noise radar three sets of length will be used: a short pulse for
sort range, a medium-duration waveform for medium range,
and a long waveform for the maximum range of 96NM.

5. Plans for Future Work and Conclusion

It has been recognized (see for instance [14]) that the long
pulses of solid-state marine radar will create formidable
problems of electromagnetic comparability to (a) traditional
magnetron radar as well as to (b) other solid-state marine
radars. Usage of pseudorandom, orthogonal signals will
alleviate case (b) by a figure close to the value of the
compression factor (the BT product). Further analysis is
needed for case (a). For example, in [14] it is stated that
“characteristic pulsed interference was observed, caused by the
long pulses disabling pulse cancellation logic in the magnetron
radar. Such interference on established radar systems raised
concerns to the system’s further development . . .,” and “A
novel 3 pulse waveform has been designed and tested for
solid-state marine radar. The waveform’s spectral and range
performance are excellent, . . . However the interference effects
that such a radar might cause on existing marine radars may
be catastrophic. Some of these effects could be reduced by
techniques that were investigated, however no techniques were
found that gave confidence to proceed with a solid state marine
radar product based on this waveform.”The damaging signals
are of two types: direct (antenna to antenna) and indirect
or bistatic clutter (antenna to reflecting surfaces to antenna).
Summing up, further analysis, simulation, and trials are
needed to establish the cost-effectiveness of solid-state S- and
X-bands marine radars to be used in crowded environments
as well as the electromagnetic compatibility between them
and, presentlymore important, with legacymarine radar.The
Noise Radar Technology is a promising tool to solve these
problems.

Appendix

Interference in Marine Radar

Recommendations and rules for avoiding and/or mitigating
the interferences related to radar systems have been issued
by the International Electro Technical Committee [16] and
by the International Telecommunication Union [17, 18].
Generally, distinction is made between (i) the “Necessary
Band,” related to the shape andmodulation of the radar signal
as designed to satisfy the radar performance, (ii) the “Out
of Band” (OoB) domain that contains the spectral residuals
of the modulation process for the radar signal, and (iii)
the “spurious” domain that contains the harmonic, parasitic,
intermodulation and frequency conversion effects. Methods
are suggested to compute the Necessary Band from the pulse
length and its rise and fall time or from the frequency span
in the cases of linear or nonlinear frequency modulation
(chirp signals). Roughly, the Necessary Band for a simple
rectangular pulse of duration𝑇 is about 1.8/𝑇, and for a linear
chirp of frequency deviationΔ𝑓 is about 2Δ𝑓. A −40 dB band
is defined in the radar emission mask; in some significant

cases, it results in 𝐵
−40

= 2.5𝐵Necessary and the transition
between them has a 20 dB/decade roll-off.
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