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ABSTRACT

This chapter deals with the description of recent developments concerning with both
hardware and software implementation for supporting reverse engineering procedures by
using an augmented reality environment. The discussed investigation is mainly focused
on applications in the study of cultural and archaeological heritage. The use of augmented
reality for engineering purposes allows the development of specific analysis tools in
which the computer graphics supports the user with virtual contents that are included and
harmonized in a real context. For the specific reverse engineering implementation, thanks
to this integration, it is possible to perform interactive shape acquisition, geometrical
analyses and assisted reconstruction of shards being supported by efficient computer
aided tools and three dimensional computer graphics. The chapter begins with a brief
introduction on the use of virtual environments for supporting the visualization and the
sharing of cultural and archaeological heritage. In a second part, a detailed description of
both hardware and software implementations is presented. In a third part, the integration
of the reverse engineering algorithms and methodologies is addressed together with some
examples of application.
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1. INTRODUCTION

During the last decades, the implementations of computer-aided methodologies have
revolutionized many fields of the human knowledge. Thanks to the increasing of
computational and graphical performances, many activities have been simplified and new
methodologies to approach and solve problems have been developed. In particular, the
scientific literature reports many contributions about the successful use of computer graphics
(CG) and computer-aided desigh (CAD) supporting the investigation of archaeological finds,
their classification and, in particular way, their visualization. Starting from the results of these
promising methodologies, a new discipline has born: the virtual archaeology [1]. Although
there are many applications and specific implementations, this new discipline bases its
innovative idea on the use of computer graphics in particular and computer-aided tools in
general to support the work of archeologists and experts in the study, reconstruction and
dissemination of historical and artistic objects [2-9].

One of the main applications of the virtual archaeology is about the building of virtual
museums in which the presence of physical objects is replaced with virtual replicas
projection. After an initial effort to prepare the virtual contents by digitization of the shapes,
the exhibitions can be set up with lower costs than the real ones and the limited presence of
real objects reduces the risk of wear and damage. Another important advantage of virtual
museums is the possibility to disseminate the contents overtaking the limits imposed by
geographic distance and to organize simultaneous exhibitions in different locations.
Moreover, the visualization of virtual objects allows to investigate and appreciate several
aspects which cannot be observed on the real ones. A virtual replica of a physical object
allows the visualization from different points of view, animations, entire scenarios
reconstruction, augmented visual information about related historical, cultural and
technological aspects. The main challenge of these methodologies is about the increase of
realism in order to reduce the gap between the appearance of digital and physical objects.

The most of CG applications in archeological heritage concerns with the use of Virtual
Reality (VR) which allows visual experiences, displaying a fully virtual environment (both
background and additional objects) either on an external computer screen (hon immersive) or
through stereoscopic head mounted displays (immersive). In some applications the visual
experience is enhanced with the use of additional sensory information, such as sound through
speakers or headphones.

Figure 1 shows an example of a fully virtual museums environments built with computer
graphics methodologies and used for VR implementation.

During the last years, another important methodology, based on the realistic visualization
of virtual contents, has been developed: the Augmented Reality (AR) [10]. AR is a field of
Computer Vision (CV) concerning with the techniques for projecting virtual contents in a
scene with real objects, creating the illusion of a unique real environment [11-13]. This
approach is different from VR where all the objects and background in the scene are virtual.
In order to achieve an adequate level of realism in AR applications, it is important a real-time
computation of the relative position between the user and the scene and precise collimation
and registration between real and virtual objects. The augmented scene (i.e. the scene with
both virtual and physical objects) is then projected back to the user by means of head
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mounted displays. Virtual objects in the scene can be complex tridimensional static or
animated shapes, simple text, graphs or visual information.

Figure 1. Building a fully digital environment for a virtual museum using computer graphics
methodologies.

There are many advantages in the use of Augmented Reality with respect to Virtual
Reality. First of all, it is not necessary to virtually reproduce all the objects to include in the
scene. Moreover, the user is more at ease because he recognizes a background and a scene
that is more familiar involving real objects. And again, an AR implementation can be often
achieved using devices with more affordable costs with respect to those used in VR.

The increasing interest for the Augmented Reality and its applications in many fields is
testified by several scientific papers. The AR has been used in medicine and surgery [14],
robotics [15], maintenance and assembling activities [16-19], architecture [20], e-learning
[21-22], manufacturing [23-24], services and logistics [25-26], navigation [27], etc. Recently
the Augmented Reality has been also used for developing many engineering design tools as
modelling and simulation environments [28-29].

Other recent papers have underlined the increasing interest for the implementation of
augmented museums, where the real and the virtual artifacts can be arranged in harmony [30-
31]. These applications have often the disadvantage that the user may only visualize pre-
computed contents with a limited interaction.

The recent developments of both hardware and software performance suggest to increase
the level of interaction between the user and the scene changing the user's role from spectator
to actor. The main idea to overcome this limitation is to use the AR methodologies for going
beyond a mere visual or acoustical experience, including an high level of user interaction.
Moreover, this combination between visualization and interaction can be a solid base for
developing specific computer aided tools for supporting the study and the review of
archeological objects.

One of the most important computer aided tool in archaeology is the Reverse Engineering
(RE). RE is a combination of measurements and procedures for reconstructing and analyzing
mathematical and topological models of real shapes. By this way, it is possible to study the
interesting object using mathematical models, being more precise, objective and speeding up
all the investigation phases.

Generally speaking, a RE process involves a first phase of acquisition and measurement
on the physical object. This phase is performed by means of specific devices. Some of them
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require the contact with the object (i.e. coordinate measuring machines, instrumented arms,
etc.). Some others work without touching the real objects by means of optical triangulation
methods (laser scanners), magnetic field perturbation, acoustic reflection, etc. The results of
acquisition is, in general, a collection of points coordinates. Subsequently, this information
has to be processed and analyzed in order to produce a mathematical representation useful for
both modeling and interrogation issues. One of the possible computer-aided investigation is
the automatic (or assisted) extraction of the geometrical, morphological and functional
information from 3D acquired surfaces which is useful for obtaining both global and local
information. Global information is related to the modelling of the entire shape and it is useful
for building virtual replicas suitable for Augmented or Virtual Reality implementations (i.e.
for the building of virtual exhibitions). Local information concerns with the geometrical
attributes of the single point or curve with are essential for any subsequent analysis and
classification. Figure 2 shows an example of a real vase and a virtual replica built from a laser
scanner acquisition and a computer-aided surface fitting.

Starting from this background and these motivations, the chapter deals with the
description of recent developments of both hardware and software tools in order to implement
innovative methodologies based on the use of augmented reality to support the tasks of
acquisition, processing and study of archeological finds. By the combined use of image
processing, computer graphics, reverse engineering and augmented reality, it is possible to
implement useful tools for enhancing and support the study of archaeological heritage,
integrating analysis and classification procedures, with visualization in a mixed environment.

Figure 2. An example of a real vase (on the left) and its virtual replica built from a laser scanner
acquisition (on the right).

The first part of the chapter focuses on the integration of reverse engineering
methodologies in the augmented reality environment. This combination is very important to
reproduce accurate three dimensional virtual replicas and perform interactive visualization.
The second part concerns with the development of interactive analysis tools for performing
geometrical investigations and interrogation on virtual shapes and with their visualization on
the augmented scene. The third part deals with the development of methodologies for the
interaction among virtual and real objects and the assisted reconstruction of full part from
fragments.
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2. HARDWARE AND SOFTWARE SETUP

A general augmented reality implementation needs devices for acquiring a video stream
from a real scene, a processing unit for decoding and analyzing the acquisition and rendering
the augmented scene, and devices for projecting it back to the user. In order to ensure an high
level of interaction other devices for tracking user's position and interpret his intent have to be
included and integrated in the whole system. For the specific purpose of this investigation,
the implemented AR system (depicted in Figure 4) is based on that proposed in [29] and it is
comprised of:

e one input video device Microsoft LifeCam VX6000 USB 2.0 camera, able to catch
frames up to 30 Hz with a resolution of 1024x768 pixels;

« one Head Mounted Display equipped with OLed displays (2800 3D visor by Emagin
- http://www.3dvisor.com/);

e one personal computer with an Intel Core 2 Quad-core processor, 3 Gbh RAM and a
NVidia Quadro FX3700 graphic card.

In order to achieve an interactive application, a tracking device has to be included in the
system. This device must also to be suitable to perform user-assisted shape acquisition for
reverse engineering purposes.

Previous investigations have dealt with possible solutions involving electromagnetic
devices [28] or optical markers [19, 29]. Both these instrumentations have some limitations
and seem inappropriate for the purpose of this investigation. On the one hand,
electromagnetic trackers are precise but they are very sensible to the perturbation of the
magnetic field which may produces inaccurate acquisitions. Archaeological finds often
include metallic parts or ferromagnetic powder which cause inacceptable perturbation of the
magnetic field. On the other hand, optical markers are less precise but are insensitive to
material composition. Moreover, a continuous acquisition requires that the markers have to be
always visible to the camera and this may limit the traceable movement and the working
space. The accurate reverse engineering acquisition and post processing of the real shapes
need a very precise position tracking that cannot be ensured by these simple optical means.
For all these reasons, for tracking the user in the scene, the augmented reality system has been
integrated with:

* one Revware Microscribe GX2 (http://www.revware.net/microscribe_g.asp).

The Microscribe GX2 is an instrumented arm digitizer able to a real-time acquisition of
position and attitude of a stylus end-effector with a precision of £0.2 mm in a working space
of about 1.2 m of diameter. Moreover it has been successfully used in many user-assisted
reverse engineering procedures.

The complete implemented hardware system is depicted in Figure 3.

In order to integrate the use of the digitizer in the augmented reality application, the
information coming from its acquisition has to be real time computed and synchronized to the
augmented reality computational sequence.
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Figure 3. Hardware implementation for the investigation.

For this purpose each frame acquisition, the position and attitude of the digitizer end-
effector has to be acquired in order to achieve a time synchronization. Then, two parallel
processes starts. On the one hand, the acquired frame is processed for detecting the presence
of patterned makers to compute the projection matrix that represent the user’s perspective
point of view in the scene. On the other hand, the information coming from the digitizer is
processed in order to track the user’s position in the scene, interpret his intent and compute
modelling or analysis results. The acquisition of the digitizer has to be related with the user's
point of view in order to achieve a spatial collimation of data. This feature is very important
for the correct rendering of virtual contents (both virtual shapes and analysis results) that are
projected back to the user and superimposed to the acquired image of the real scene. Figure 4
shows a scheme of the overall process. Details of collimation between digitizer acquisition
and augmented scene, together with modeling and analysis issues will be discussed in details
in the next sections.

All the supporting software has been implemented using C++ programming language and
Microsoft Visual Studio 2003 developing suite. Routines for image processing have been
developed using the open source library named ARToolkit which has been successfully used
in other investigations. It can be freely downloaded from
http://sourceforge.net/project/showfiles.php?group_id=116280. It comprises a set of
numerical procedures which are able to detect and recognize planar patterned marker in a
video stream in real time. Using correlation techniques, the routines are also able to compute
relative position and attitude between markers and camera with good precision for visual
purposes. This computation is necessary for an accurate perspective collimation between
virtual entities and real scene. The details about specific implementation and about the
contents of the library go beyond the scope of this paper and the interested reader can find
useful material and specific documentation on the internet site
http://www.hitl.washington.edu/artoolkit/.

The Microscribe GX2 has been integrated using the Microscribe SDK library that allows
the real time access to position and attitude of each link of the instrumented arm.

For managing complex geometries the Open Vrml library has been included (freely
downloadable from http://openvrml.org/). All rendering tasks about virtual objects in the
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augmented scene have been performed using OpenGL library. All these pieces of software
have been integrated into a single simulation environment as shown in Figure 5.

All the procedures for shape modelling, interrogation, analysis and manipulation have
been written by the author for the specific purpose of this investigation. Details about these
subroutines will be provided in the next sections of the chapter.
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Figure 4. Functional scheme of the proposed interactive augmented reality application.
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Figure 5. Interaction among libraries for the developing of a software application and for managing all
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2.1. Collimation between Measurement and Visualization

The first step in the integration of the digitizer in the augmented scene is the collimation
between the information acquired by the instrumented device and that coming from the digital
camera. The video stream acquired by the digital camera is elaborated by an image processing
routine. This procedure is able to recognize a patterned marker in the scene and to compute

TCUmEfU

the corresponding transformation matrix [ ]between the camera and the real word.

word

This matrix is used to project all the virtual contents in the augmented scene in the correct
position and perspective.

The information acquired by the digitizer concerns with the position and attitude of the
end effector with respect to the reference frame fixed to the device itself.

In order to ensure the collimation between the data steam coming from the camera and

that from the digitizer, it is important to compute the relative transformation matrix [T”’g’“l“]

word

between the digitizer and the world (the marker). This calibration has to be performed only at
the beginning of the application and it has to be repeated only if the relative position between
the marker and the digitizer changes.

The calibration procedure can be performed by picking with the digitizer a set not-
aligned points (four no-coplanar points at least) at known positions with respect to the relative
frame associated to the marker.

Figure 6. Relative transformations among camera marker (world) and digitizer.

For expressing coordinate transformation between points it is useful to deal with
homogeneous transformation matrices which include information on both rotation and
translation parameters. A generic homogeneous transformation matrix can be expressed in the
form:
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M)
0 00 1

[T]:[[Orientation]gxs [Position]m}

In the same way the generic point P can be expressed with the following coordinate vector:
Pi={x v z 1y @)

The coordinate transformation of a generic point P from the local coordinate system of the
digitizer to the world coordinate system related to the marker can be written as:

_ digitizer {
{P world - TWU’/d :I digitizer (3)

where:

{P}WM is the vector containing the coordinate of the point P expressed in the world

reference frame;
{P}digitizer is the vector containing the coordinate of the point P expressed in the local

reference frame (digitizer).
Considering a collection of points A P, ... P, we can built two matrices as:

2

[Pl =[P} PPl (P ] “)
[P]digit/'zer = I:{ Pl }digitizer { PZ }digitizer o { Pﬂ }dfgftizer :' (5)

T digitizer
word

In order to compute the matrix [ ] we have to solve the system of equations

digitizer
world I:TWO" 1d ] digitizer (6)

leg/tlzer
word

for the unknown elements of the matrix [ } . An homogeneous transformation matrix is

defined by 6 independent parameters (three for the description of the rotation and three for the
translation). For this reason, the system (6) has more equations than unknowns and the
solution can be computed as:

Rl S e @)

where the [P]ff

oy G€Notes the pseudo-inverse matrix of the [P]W matrix.

orld
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Due to numerical approximation or errors in measurement, the orientation block of the

digitizer

computed matrix I:T :' can result not exactly orthogonal. Since it represents a rigid

word

spatial rotation, it is important to correct this imprecision. For this purpose, we can operate a
QR decomposition of this orientation block:

[Orientationfvf:fj’e' lX3 =[R, ]m [U],., ®

where (due to the QR algorithm):

[R,]is an orthogonal matrix representing the corrected rotation and [U,]is a matrix
whose upper band contains the errors of approximation and the lower band has only zero
elements. In case of a pure rotation (orientation block without errors) [Ul] = [l] .

In order to compute the transformation matrix between the digitizer and the camera

Td’g"”ze’] useful to collimate the acquired points to the visualized ones, a matrix

camera

multiplication has to be performed:

digitizer | __ digitizer word
Tcamem :I - [Tward :H:Tcamera :I ' (9)

3. INTERACTIVE STUDY OF REAL OBJECTS

An accurate study of the real archaeological objects requires geometrical and
morphological analysis of the corresponding shapes. In order to process these components,
the real geometrical features have to be traduced into a mathematical representation suitable
for computational purposes. The activities related to the building of mathematical
representation of real shapes are often addressed as reverse engineering (RE) methodologies.
The most of RE methodologies begins from the acquisition of a collection of points on the
surface of the interesting object. In a second phase, these points can be connected in the right
order in order to form a network of curves sketched on the acquired surface. In a third phase,
the network of curves can be used to build a mathematical representation of an interpolated
surface (Figure 7).

By the combination of reverse engineering techniques and augmented reality, it is
possible to implement the basic reverse engineering procedures in an interactive environment
where the user can built the mathematical representation and graphical rendering of curves
and surfaces directly on the real shape.

The high level of interaction that can be reached by this integration is very important
especially in those fields where the contribution of an expert user is crucial. The use of
augmented reality gives the opportunity to sketch and visualize the geometrical entities
directly on the real objects using three dimensional graphics. By this way, the building of
geometrical entities can be guided by the user and assisted by computer aided tools and can
be performed with a continuous reference to the real shapes. Thanks to the use of a precise
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mechanical digitizer, the drawing of these entities can be made with a tool similar to a pen
that can easily manipulated in space.

Figure 7. Reverse engineering of the shape of a real object: starting from the real surface (top, on the
left), a set of points can be acquired (top, on the right); from these points a network of curve can be
built (bottom, on the left) and then a surface patch can be generated (bottom, on the right).

The mathematical representation of real shape can be very useful for archaeological
investigations. Many classification criteria are based on the interrogation and the comparison
of the profiles, typologies, patterns and textures [33-35]. Moreover, a geometrical model
helps to apply computational algorithms for a more precise correlation among shapes and
allows objective and repeatable evaluations.

Before describing the details of the possibilities and the implementations of the
interactive study of archeological objects some recalls of computer aided geometrical design
[36] are required.

3.1. Brief Recalls on Curves and Surfaces Representation

In computer-aided design, one of the most suitable tool for built a curve interpolating a
given set of points is the B-spline structure. It is a very common tool implemented in many
computer aided design applications. Generally speaking, a spline is a mathematical
representation of a curve that approximates or interpolates a given set of points. One of the
most used spline representation is the Bézier-like form. Following this approach, an entire
curve is split into several shorter Bézier curves that are sequentially connected with an

appropriate smoothness and geometrical continuity. A generic Bézier curve p(u) fitting a

given set of m control points {P,...P__} can be expressed in a parametric form as:

p(u)=2.b,(u)P, (10)
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where b, (u) are the blending functions (piecewise polynomial functions of the variable u).

In general, the blending functions depend on the degree of the interpolating polynomials. It is
important to notice that, chosen the degree of the blending functions, one can use a small set
of points to describe a complex curve shape. Moreover, following the reverse approach, one
can use a small set of points to built a complex curve obtaining an exact mathematical
representation for further computations.

In order to simplify the evaluation of local geometrical properties of a curve (e.g. tangent
vector, curvature, etc.) it is useful to introduce the Frenet frame, which is a local frame
moving along the curve. Assuming that the curve is given in the algebraic form as in Eq. (10),
the versors associated with the Frenet coordinate system can be expressed as follows:

t(u)= is the tangent unit vector (11)

m(u)=b(u)xt(u) is the normal unit vector (12)

p'(u)xp"(u)

b(u)= is the binormal unit vector (13)
) orw)po)
where:
) o'p(u
pl(u): pa(u) and p"(U)Z p(z )
u ou

Considering the changing of the Frenet frame along the curve, it is possible to define two
scalar parameters: the Frenet curvature «(u)and the Frenet torsion 7(u):

(U _|p'(w)xp" ()] (14)
O

pl(u)xpll(u) 'plll(u)
7(u)= ( . ,,) 2 (15)

o' ()% p"(u)]
For the representation of the surfaces, the approach is similar. A surface can be reviewed as a
piecewise interpolating function of two variables. In this case the interpolation is among a
collection of m x n control points {PU} (control points net). The surface can be expressed in

the parametric form as:
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m-1 n-1

S(U,V)ZZ b,.(u)bj(v)P,.j (16)

i=0 j=0

where b,.(u) and b, (v) are the blending functions (piecewise polynomial functions of the

variables u and v, respectively) fitting the control points.
As for the curve, for each point of a surface it can be defined a reference frame with the
following versors:

t =" is the first tangent unit vector @an
S
S

t,=—" is the second tangent unit vector (18)
s
S, XS . .

n=——~" is the normal unit vector (19)
s, XS,

os(u,v os(u,v
where s, =M and s, =M.
ou ov

The details about the definition of blending functions, their practical computation and the
particular way to interpolate points and curve network go beyond the scope of this chapter.
An interested reader can find useful material in [36-37].

3.2. Acquisition of Curves and Surfaces of Archeological Fragment

The first step in the interactive study of the archaeological finds is the acquisition of the
shapes and their mathematical representation. This activity can be performed using the

mechatronic digitizer and picking a set of m {L].} points directly on the surface of the
interesting object. These points can be used of the real time building of spline curves using
the representation in Eq. (10). The only difference is that that points {P,..P__} in Eq. (10)
are the control points, i.e. points that only approximate the shape of the curve. The picked
{Lj} entities are points interpolating the curve, i.e. points that belong exactly to the curve. In

order to build an exact representation of the curve, the control points set has to be computed
from the interpolating points set. This evaluation can be performed solving a system of 3-m

equations in 3-m unknowns (points {P,} coordinates) imposing the passing of the curve

through the m interpolating points {L/} :
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{Q}Z

The values of the parameters u; can be freely chosen. In order to built a smooth curve, a

iﬁq(%)ﬂz} j=0.(m-1) (20)

i=0

uniform distribution is suggested.
Figure 8 shows an example of geometry acquisition of a fragment. The user plays an

important role in the activity because he chooses the location of interpolating points {Lj} and

their sequence. His action can be supported by the augmented reality system which
superimposes graphical information to the scene in real time while they are sketched. Each
acquired frame, the representation of the spline can be update and points and curves can be
properly rendered.

Let consider a small fragment. First of all, in the acquisition of its shape is important to
reconstruct the profile of its boundaries. Then, a series of curves can be sketched on the shell.
If the surface presents some stripes or other peculiarities due to manufacturing, it is important
to follow these geometrical features during the acquisition. In other cases, it cannot be
important the acquisition of the entire surface of the object or of its boundaries, but only the
sketching of some important feature (holes, profiles, etc.).

Each sketched curve can be used to built a mathematical spline representation. By this
way, the augmented reality system guides the user during the whole acquisition operation.
Thanks to the prospective collimation, if the user moves in the scene, the picked points and
the corresponding curves are always rendered in the right position and collimated to the real
objects.

Figure 8. Interactive curve sketching in augmented reality on archaeological objects: an acquisition of
edges on a small fragment (on the left) and of a profile on a portion of a vase (on the right).

After the acquisition and reconstruction of a set of curves on the interesting object, one of
more surface patches can be generated. Two methods can be used. The first one involves the
sketching of all the boundary curves of the object. If the real geometry is quite complicated or
presents local features to be preserved [38], other internal curves can be sketched. Starting
from this collection of curves, a control points net can be generated by interpolation among
each curve control points [39] and a mathematical representation of a surface can be built as
described in the previous section.



Reverse Engineering Tools in Augmented Reality to Support Acquisition... 15

In Figure 9, an example of this strategy is depicted. In this case, the user has sketched
four boundary curves and three internal curves. Starting from these choices, a surface patch is
built.

Figure 9. Building a surface patch starting from a collection of curves.

The surface can be also built following a second method. In this case the user has to
sketch a series of profiles almost parallel. The final shape will be obtained as a loft between
the profiles respecting the picking order. This second method is useful for large rectangular
objects in which one dimension is greater than the others.

Figure 10 shows an example of a shard reconstructed using lofting technique.

i / "".

P / 7 P e

Figure 10. Building a surface loft starting from a series of profiles.

In Figure 11, the results of the mathematical reconstruction following the first strategy
has been rendered in the augmented scene near the real fragment. It can be observed the very
close similarity between the two shapes.

The similarity can be increased if the virtual object is colored with the same hue of the
original shape. It is interesting to notice that, thanks to OpenGL capabilities, the texture of the
real surface can be also optically acquired and rendered on the virtual replicas.

3.3. Geometrical Analysis of Fragments

The acquisition of curves and surfaces is important not only for a realistic virtual
rendering of the shapes, but also for their interrogation [40], classification [41-42] and
analysis [43-44]. The mathematical representation of geometrical entities is useful to apply
the numerical algorithms typical of mathematics. Let us discuss some interesting cases.
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Figure 11. A virtual replica of a fragment placed near the real one in the augmented reality scene.

3.3.1. Study of Revolved Surfaces

Imagine that we want to investigate if a fragment belongs to a shapes that presents an axis
of revolution. A typical example can be a portion of a vase or a cup. In this case, a manual
estimation of this property is quite complex and it is more difficult if the fragment is very
small. On the other side, in term of mathematical properties, this occurrence can be easily
check. In general, a revolved surface has the Gaussian curvature constant along with parallels.
A variation of this parameter can be observed only along meridians.

The Gaussian curvature K of a surface is defined [36] as:

K = Kmin ’ Kmax (21)
where K. and X, are the principal curvatures (the highest and the lowest values of

surface curvature).

Since the reconstructed surface is only an approximation of the physical one, the
distribution of the Gaussian curvature has to be evaluated considering a tolerance, especially
near the boundaries where local perturbations may occur. Practically, this means that if the
Gaussian curvature plot presents a series of stripes almost parallel, the surface is likely a part
of a revolved shape. Figure 12 shows and example of this kind of investigation where the
curvature plots are rendered on the virtual shape in order to easy visualize the topological
property of the fragment surface.

Once the fragment has been considered a part of a revolved surface [45], it is possible to

compute the approximated axis of revolution {d} . The unknown axis can be expressed in the
parametric form as:

tdj={0j+u-{n,; (22)

where {O} is a point belonging to the axis and {no} is the direction unit vector.
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Since in a revolved surface all the normal vectors pass through the axis of revolution, the
unknown parameters {O} and {no} can be computed minimizing the following expression:

(P, —0)-(n,—n,)[
SV T @

where {n,} are the normal unit vectors computed for a collection of i sampling points P,

belonging to the surface.

The Eq. (23) expresses the residual of all the distances between all the normal vectors and
the candidate axis of revolution. For this reason, Eq. (23) can be used for an alternative
numerical method for understanding if the fragment is a part of a revolved surface. The
surface can be considered of revolution only if the residual is below a specified tolerance.

Figure 12. An example of curvature contours superimposed to the virtual replica of the fragment. From
the interpretation of curvature plot it is possible to understand if the fragment is a part of a revolved
surface.

3.3.2. Matching of Profiles

In many practical cases, it can be useful to perform a reconstruction of an entire shape
starting from broken fragments. This activity can be performed using the mathematical
representation of the shape in order to allow the use of numerical algorithms and reduce the
risk of the manipulation of the delicate and precious parts. Moreover, if performed manually,
this task is very time-consuming and requires a lot of patience for puzzling all the shapes.

In practical terms, two profiles match if they can be closely connected reproducing a
continuous shape. Mathematically, this condition is fulfilled if it is possible to find a relative
position between the two parts in which the distance between the two profiles is within a
specified tolerance along the entire length.

Scientific literature presents several methods to check a possible matching between two
profiles, based on deterministic, stochastic and heuristic methods. The check of compatibility
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between profiles is an important issue in many different research field as computer vision,
geometric design and pattern recognition.

For the implementation in the augmented reality environment, we have to chose a method
which is able to achieve results in real time and suitable for the introduced mathematical
representation. In 1995 Lewis [46] proposed a method based on the use of cross correlation
that has revealed to be fast and accurate. In 2005 the method has been enhanced by Cui et al.
[47]. Following this approach, the matching between two curves can be checked computing
the cross correlation between their geometrical invariants, i.e. topological properties that are
not affected by geometrical transformation as rotation and translation. One of the most
important geometrical invariant of a curve is the curvature [36]. The spline representation
allows the robust computation of this parameter and the use of 3" degree blending functions
ensures an adequate curvature continuity.

Given two curves a(u) and b(t) the first step is to re-parameterize them considering the
arc length s:

a(u)—>a(s) s=i”a'(u)”du

] (24)
bit)>b(s)  s=[b'(t)t
0
The spatial curvature K‘(S) for the two curves can be computed as:
2
o() >, (5) =720
azabs( ) @
s
b =
(5) — &, (s) a5

It is interesting to notice that Eq. (25) gives the same result of Eq. (14), but the relationship is
deduced in term of arc-length.

The normalized cross correlation CC between the two curvature expressions along their
entire length can be computed as:

Jlr(5)-m ()
(stsyi [ e

The CC is a function in the range [-1..+1]. The more the curve are similar, the more the CC is
near to 1.

CC(x,,k,)= (26)
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In many cases involving fragments, the matching between two curves has to be checked
only for a limited physical portion. It means that a curve b(s) has to be compatible to a part of
the other curve a(s) only. In this case the correlation has to be computed with the corrected
formula:

[(x,(5)- x5, (s=5%))ds
|

in which the parameter s* represents the offset of one curve with respect to the other one.

In this more frequent occurrence, we have to deal with different cross correlation values,
in which the curve a can be considered as a template window sliding along the second curve
b. In this case the best correlation is given for a specific value of the offset parameter s*.

Recent contributions have introduced other methods for checking the congruency of
profile based on stochastic, heuristic and Bayesian methods. A complete overview of these
methodologies goes beyond the scope of this chapter and the interested reader can find further
details in [48-51].

CcC

(27)

whole—to—part (Ka ’ Kb ) =

3.3.3. Profile Recognition and Database Comparison

The normalized cross correlation computed considering geometrical invariants can be
used also for the comparison between an acquired profile and a database of reference shapes.
In this case the problem is that the database shape are collected using reference dimensions
that are usually scaled with respect to the real one. The curvature is not an invariant under the
scaling operation, but it is affected by the same scale factor [47]. It means that a basic curve
with a curvature x when it is subjected to a scaling operation using an uniform scale factor sf,

K
changes its curvature that becomes _f .
s
In this case, the Egs. (26) and (27) can be used for the comparison between two curves a
and b after a normalization according to the scale factor. This normalization can be performed

finding the highest value of both curvatures &, (maximum curvature value of profile a)

,max

and &, . (Maximum curvature value of profile b) and their ratio:

Ka max
sf=—" (28)
Kb,max

as an esteem of the scale factor. Then, the comparison can be made computing the cross

correlation between the corrected curvature values x, ... and sf -x, . .

a,max

Figure 13 shows an example of profile analysis and database comparison.
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Figure 13. Comparison between reconstructed profile and database based on curvature correlation.

4. INTERACTIVE MANIPULATION
OF VIRTUAL OBJECTS

The geometrical representation of the acquired shapes can be also useful in order to have
a virtual replica of the objects under investigation. The manipulation of virtual components it
important for avoiding the risk of damage of the real ones and to perform some kind of
analysis that are not possible on the real ones. Moreover, in many cases, the operations that
can be performed with the virtual replicas cannot be executed on the real one at all. For
example, a section of the geometry in order to analyze what is behind or inside an object it is
not possible on the real object without breaking it. On the contrary, it is possible by using the
mathematical representation and applying the proper transformations.

4.1. Adding Virtual Entities

The visualization during the manipulation of the reproduced shapes can be enhanced
adding useful virtual entities to the scene. Symmetry axes, points, tripods, planes and curves
are some example of these additional contents. They are useful for a spatial visualization of
entities that do not exist in the real environment (and cannot be viewed in a real context) but
are very important for the study of the geometrical properties of the objects under
investigation. The rendering of overlay text can be also useful for including textual
information in the scene, producing notes or interactive explanations.

4.2. Scaling and Magnifying Virtual Objects

One of the basic operation that can be performed on the virtual replicas of the real objects
is the geometrical scaling. This action is useful to observe the shapes as under a magnifying
lens. Since we have the mathematical representation of the surfaces, the scaling procedure is
quite simple and can be performed by applying a transformation matrix to the equation of the
surface:
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Sscaled (U,V) = [T]scaling Sscaled (U,V) (29)

where:

s (u,v) is the parametric representation of the surface to be scaled;
S.eq (U,V) 1S the parametric representation of the scaled surface;
[T]mﬁng is the homogeneous transformation matrix of the scaling operation that in case

of uniform scaling with respect to the origin of the global reference frame can be set as:

sf 0 0 O
0 sf 0 0
- 30
[7] o o s o (30)
00 0 1

in which the parameter sf is the scale factor.

4.3. Interactive Live Sectioning of Virtual Objects

Another interesting operation that can be performed on the virtual replicas of the real
objects is the interactive sectioning of the geometry. With this action, the user can perform a
geometrical cut of the acquired geometry using a virtual plane that can be moved by the user
in real time. The operation can be implemented by limiting the rendering of the surface only

to the portion that lay on one side of the cutting plane cp(r,t) . Mathematically this condition
can be expressed by the following relationships:

distance{s(up,vp ),cp(r,t)} >0 — render point s(up,vp)
31
distance{s(up,vp),cp(r,t)} <0 — skip point s(up,vp) (3D

The position and attitude of the cutting plane in the scene can be set and modified by the user
interactively. This operation can be performed using the mechanical tracker. In this case the
tip of the tracker can define the location in space of a point on the plane and its attitude the
direction of its normal vector. By this way, if the user moves the tracker, the position and
attitude of the cutting plane change accordingly.

Figure 14 shows an example of an interactive section of a virtual replica of a vase. The
position and the attitude of the cutting plane are defined by the user using the tracker.
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Figure 14. An example of interactive sectioning: the user moves the tracker and the cutting plane
changes position and orientation and the geometry of the virtual component is sectioned accordingly
(occlusions between cutting plane and real objects aren't take into account).

4.4. Free Moving and Rotating of Virtual Objects

In many cases it can be useful to manipulate the objects for observing from different
points of view, comparing shapes and discovering details. The manipulation of virtual
replicas can be safer than that on the real objects and the operation can be also combined with
scaling or sectioning in order for improving the effectiveness.

The manipulation of the virtual objects can be assisted by the digitizer that allows a real
time interaction. By this way, the digitizer can be used as an handle in order to grab, move
and rotate the virtual objects. In order to deduce the algorithm for moving virtual components
we can adapt the idea for mechanical assembling implemented and discussed in [19] as:

e The user can freely move the digitizer in the space. When it is close to a virtual
object, he can pick the object. This occurrence can be checked computing the
distance between the tip of the digitizer and the virtual surfaces in the scene. If the
evaluated distance is smaller than a chosen tolerance, the digitizer can be considered
in contact with the object.

e If the user confirms the picking, the virtual object becomes fixed to the digitizer. It
means that its position and attitude depend on those of the digitizer.

« By moving the digitizer, the user moves the virtual object changing both position and
attitude in space.

e The manipulation ends when the user decides to release the object which remains
still till the next manipulation procedure begins.

Figure 15 shows an example of the manipulation of a virtual fragment attached to the
digitizer tip in a scene with a real vase in order to optically check the congruency between the
geometries.
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Figure 15. An example of the interactive manipulation of a virtual fragment in an augmented scene with
a real vase.

4.5. Functional Constraints and Moving Partially Constrained Objects

The free moving of a virtual replica in the augmented scene can be helpful for many
purposes. On the other hand, there are some cases in which it can be useful that the virtual
object has some constrains in the scene and its motion is somehow limited. Consider, as an
example, a fragment of a revolved surface (as those described in the previous section) that is
going to be tested on a bigger part in order to understand if a reconstruction is possible. In this
case the basic condition for a positive matching is that the revolving axis of both parts has to
be the same. For this reason, in order to find the correct location, the relative position between
the two parts has to be constrained with a functional relationship. For the specific case, it
means that the fragment can be only rotated about the revolving axis and/or translated along it
(and eventually flipped) [52].

The presence of the functional constraints has several implications for the augmented
reality implementation. First of all, the functional entities (such as the revolving axes) have to
be rendered in the scene in order to make them evident. Secondly, it has to be possible to snap
those entities using proximity functions. Thirdly, a procedure for dealing with the interactive
placement of partially constrained object has to be implemented.

A possible solution to this last problem can be derived from that used for managing
assembling procedure in augmented reality and discussed by Valentini in [19]. A generic
constraint imposed on a virtual object can be represented by one of more equations as:

{\Pconstraint} = {0} (32)

In the same way, the condition that the virtual object has to move fixed to the digitizer tip
position and attitude can be imposed with 6 scalar equations:
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{lPdigitizer } = {O} (33)

Considering that the constraint equations in (32) are mandatory and those in (33) are used
only for the achieving a good level of interaction, the motion of a partially constrained virtual
part subjected to the user's grabbing can be computed solving the relationship:

{\Pconstraint } = {O}

{\Pdigitizer }

Figure 16 shows a possible sequence for the implementation of the functional constraint
manipulation algorithm. At the beginning of the manipulation, the shards is free to be moved
in the space and its position and attitude are constrained by the digitizer. When the axis of the
fragment is near (within a tolerance) to that of the vase a functional constraint can be enforced
(the two axes have to be coincident). From this moment, the shard can be moved respecting
Egs. (34) around the common axis and/or along it. During the manipulation, if two parts came
in contact (the distance between two boundary curves is lower than a specific tolerance), the
compatibility between the two boundary profiles can be real time evaluated using Eq. (27)
and a graphical results can be rendered in the scene in order to underline a possible positive
matching.

. (34)
min

position and attitude

Figure 16. Moving and positioning virtual shard using functional constraints.

5. CONCLUSION

The use of augmented reality in combination with modeling and reverse engineering
methodologies has revealed to be very useful for supporting the user in many phases of the
study of cultural and archaeological artifacts.

The integration of the reverse engineering tools into an augmented reality environment
has been achieved using a digitizer arm which has been synchronized and collimated to the
projection of the virtual scene. This embodiment allows the implementation of interactive
procedures in which the user can operate in real time, producing 3D sketches, measuring
geometries, manipulating objects, matching shapes, etc. By this way all the reverse
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engineering activities from the acquisition of the shapes to their interrogation and
reconstruction can be performed with the help of realistic computer graphic contents directly
superimposed to the real scene in a mixed real-virtual environment. The use of the digitizer
can be assimilated to the use of a special pen whose tip position can be tracked and recorded
is a three dimensional space.

The entire implementation has been programmed using open source libraries and this
feature allows simpler development for further investigations.
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