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Stimulated by the quantum generalization of the canonical representation theory for
Gaussian processes in Ref. 1, we first give the representations (not necessarily canonical)
of two stationary Gaussian processes X and Y by means of white noises qt and pt with no
assumptions on their commutator. We then assume that qt+ ipt annihilates the vacuum
state and prove that the representations are the joint Boson–Fock ones if and only if X
and Y have a scalar commutator.
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0. Introduction

The structure theory of stationary stochastic processes and its closed connections

with complex analysis (cf. Refs. 2, 4 and Sec. 1 below) are now well understood. The

program to extend this to that of the quantum case has been proposed in Ref. 1.

Recall that any classical stochastic process Xt can be realized as an operator

on a Hilbert space H with a unit vector Φ through the relation

〈Φ, f(Xt)Φ〉 = E[f(Xt)]

for any Borel function f of the process Xt such that Φ is in the domain of f(Xt).

In the general case, we will identify a stochastic process with a family of sym-

metric operators Xt defined on a common dense subspace of a Hilbert space H. A

process is called classical if the operators Xt commute in the sense that

〈Xsξ,Xtη〉 = 〈Xtξ,Xsη〉 ,

for each ξ, η in the common domain and for each real s, t. If Φ is a vector in this

domain, the Φ-marginal distribution of a classical process Xt are defined by (0). In

this sense one can speak of Φ-Brownian motion.
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In Sec. 1, we review some properties on the canonical representation of classical

stationary processes. From the viewpoint of the canonical representation theory,

the most remarkable facts are that a stationary process always has the canonical

representation and that the canonical representation kernel can be constructed by

its spectral density function.

In Sec. 2, we recall some results obtained in Ref. 1. We give a necessary condition

on the commutator of two given stationary processes, for the existence of a quantum

canonical representation in the sense of Ref. 1.

Section 3 is the main part of this paper. We find that a standard Φ-white noise

with a scalar commutator is nothing but a Boson–Fock white noise. Consequently,

if two given stationary processes have a scalar commutator, their representations

by standard white noises are already a joint Boson–Fock representation. This result

means that the necessary condition obtained in Sec. 2 is also sufficient.

1. Classical Case

It is known that every purely nondeterministic mean-continuous stationary centered

Gaussian process Yt can be expressed as

Yt =

∫
F (t− u)dBu =

∫
F (t− u)wudu = (F ∗ w)t , (1)

where wu is a standard white noise and F is a square-integrable function with

support in [0,∞). This representation is called a moving average representation.

From the viewpoint of the canonical representation theory,4 the most remarkable

point for a stationary process is that it always has a canonical representation. That

is to say, among the representations of the form (1), there exists an essentially

unique representation satisfying Bt(Y ) = Bt(B) (= Bt(w)) for each t ∈ R, where

Bt(Y ) is the σ-field generated by Ys, s ≤ t.
In this case, it is known that the spectral measure is absolutely continuous and

that its spectral density function h(λ) satisfies∫ ∞
−∞

logh(λ)

1 + λ2
dλ > −∞ . (2)

In the above, the spectral measure stands for the measure whose Fourier transform

is given by the time correlation function of the process. The image of the space

L2[0,∞) under the inverse Fourier transform, being identified with the space of

the square integrable functions supported by [0,+∞), is identified with the Hardy

class H2 in the lower half-plane (Ref. 2). Any element c(λ) of H2 has a unique

decomposition of the form

c(λ) = CcO(λ)cI(λ) , (3)
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with

C = eiγ , (4)

cO(λ) =
√

2π exp

{
− 1

πi

∫ ∞
−∞

1 + wλ

w − λ
logh(w)

1 + w2
dw

}
, (5)

cI(λ) = Π(λ) exp

{
1

πi

∫ ∞
−∞

1 + wλ

w − λ dβ(w) − iαλ
}
, (6)

where γ is a real constant, Π is a Blaschke product, α is a non-negative constant

and β is a nondecreasing function of bounded variation with derivative vanishing

almost everywhere. The components cO(λ) and cI(λ) are called the outer function

and the inner function of c(λ), respectively. It is known that |cO(λ)|2 = 2πh(λ) and

|cI(λ)| = 1 for λ ∈ R.

The necessary and sufficient condition for (1) to be a canonical representation

is c(λ) = CcO(λ) (Ref. 5). Therefore the noncanonical property of the represen-

tation (1) comes from the inner function, hence the difference between the inverse

Fourier transform of the kernel of the canonical representation and the kernel of a

noncanonical representation is just the multiplication by a function of unit modulus.

2. Necessary Condition

A Boson–Brownian motion is defined by a pair of classical Φ-Brownian motions Qs
and Pt satisfying (on a common dense domain):

[Qs, Pt] = i(s ∧ t) .

We can introduce the representations of white noises as

Qs =

∫ s

0

qvdv , Pt =

∫ t

0

pudu ,

where qs and pt satisfy

[qs, pt] = iδ(s− t) .

If, in addition, qs, pt satisfy condition (13) below, then one speaks of the Boson–Fock

white noise.

Definition 1.1 Two classical stationary Gaussian processes X,Y admit a joint

Boson–Fock representation, if X and Y can be represented by using a Boson–Fock

white noise (qs, pt) as follows:

Xs =

∫
G(s− v)qvdv = (G ∗ q)s (7)

and

Yt =

∫
F (t− u)pudu = (F ∗ p)t , (8)
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respectively. This representation is called canonical if both (7) and (8) are

isomorphic to the canonical representation of X and Y , respectively.

Theorem 1.1 If X and Y have a joint Boson–Fock representation in the form (7)

and (8), then the commutator of X and Y is expressed as

[Xs, Yt] = iΘ(s− t) , (9)

where Θ = (ĜF̌ )∨. In particular Θ is a scalar function.

Proof. It is clear that

[Xs, Yt] =

∫∫
G(s− v)F (t− u)[qv, pu]dudv

= i

∫∫
G(s− v)F (t− u)δ(v − u)dudv

= i

∫
G(s− u)F (t− u)du

= i

∫
G(s− u)F−(u− t)du (where F−(x) := F (−x))

= i(G ∗ F−)(s− t)

= i(ĜF̂−)∨(s− t)

= i(ĜF̌ )∨(s− t) . (10)

Theorem 1 suggests to introduce the class of functions:

D = {(ĜF̌ )∨;G,F ∈ L2[0,∞)} . (11)

Then that [Xs, Yt] belongs to iD is a necessary condition for two given classical

processes to have a joint Boson–Fock representation. Besides, for

D0 = {(ĜF̌ )∨; both G and F are canonical kernels}(( D) , (12)

that [Xs, Yt] belongs to iD0 is a necessary condition for two given classical processes

to have a canonical joint Boson–Fock representation.

In this paper, we assume that X and Y have a scalar commutator and we look

for conditions under which they admit a joint Boson–Fock representation.

3. Scalar Commutators

We put at = qt + ipt and a†t = qt − ipt, and suppose that

atΦ = 0 (13)

and that the vectors a+n
t Φ(n ∈ N) are total in the sense of distributions.
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Lemma 2. If [qs, pt] = ig(s − t) for a scalar distribution g and (13), then g is a

real even function.

Proof. Since

−iḡ(s− t) = [qs, pt]
∗ = [pt, qs] = −[qs, pt] = −ig(s− t) , (14)

we know that g must be real. Moreover,

[as, a
†
t] = [qs + ips, qt − ipt] = g(s− t) + g(t− s) (15)

and, denoting a(ϕ) =
∫
ϕ(s)asds for any test function ϕ, we deduce from (13) and

(15) that

a(ϕ)(a†(ψ))nΦ =
n−1∑
k=0

(a†(ψ))k[a(ϕ), a†(ψ)](a†(ψ))n−k−1Φ

= n[a(ϕ), a†(ψ)](a†(ψ))n−1Φ . (16)

By using this formula, for any test functions ϕ, ψ and χ,

a(χ)a(ϕ)(a†(ψ))nΦ = n(n− 1)[a(ϕ), a†(ψ)][a(χ), a†(ψ)](a†(ψ))n−2Φ , (17)

a(ϕ)a(χ)(a†(ψ))nΦ = n(n− 1)[a(χ), a†(ψ)][a(ϕ), a†(ψ)](a†(ψ))n−2Φ . (18)

Since [a(ϕ), a†(ψ)] is scalar, we obtain that a(χ)a(ϕ) = a(ϕ)a(χ). Therefore, on the

total set of vectors a+n
t Φ, one has

[as, at] = [qs + ips, qt + ipt] = −g(s− t) + g(t− s) = 0 . (19)

This means that g is even.

Proposition 3. Suppose that qs and pt are standard white noises satisfying con-

dition (13), and that [qs, pt] = ig(s− t) for a scalar distribution g. Then g = δ.

Proof. Because of Lemma 2,

[as, a
†
t] = [qs + ips, qt − ipt] = 2g(s− t) , (20)

or equivalently

[a(ϕ), a†(ϕ)] = 2

∫∫
ϕ(s)g(s− t)ϕ(t)dsdt . (21)

From (16),

a(ϕ)(a†(ϕ))nΦ = n[a(ϕ), a†(ϕ)](a†(ϕ))n−1Φ , (22)
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therefore 〈(a†(ϕ))nΦ, (a†(ϕ))nΦ〉 = n![a(ϕ), a†(ϕ)]n. Thus

〈ea†(ϕ)Φ, e−a
†(ϕ)Φ〉 =

∑
m,n

1

m!

(−1)n

n!
〈(a†(ϕ))mΦ, (a†(ϕ))nΦ〉

=
∑
n

(−1)n

(n!)2
〈(a†(ϕ))nΦ, (a†(ϕ))nΦ〉

=
∑
n

(−1)n

n!
[a(ϕ), a†(ϕ)]n

= e−[a(ϕ),a†(ϕ)] . (23)

Therefore e±a
†(ϕ)Φ =

∑
n

(±1)n

n! (a†(ϕ))nΦ is well-defined, in the sense that the

series on the right converges in norm in H and from the known identity

ea(ϕ)e−a
†(ϕ) = ea(ϕ)−a†(ϕ)− 1

2 [a(ϕ),a†(ϕ)] = e−
1
2 [a(ϕ),a†(ϕ)]ea(ϕ)−a†(ϕ) , (24)

it follows that

ea(ϕ)−a†(ϕ) = e
1
2 [a(ϕ),a†(ϕ)]ea(ϕ)e−a

†(ϕ) . (25)

Therefore, taking the Φ-expectation value on both sides, we obtain

〈Φ, ea(ϕ)−a†(ϕ)Φ〉 = e
1
2 [a(ϕ),a†(ϕ)]〈ea†(ϕ)Φ, e−a

†(ϕ)Φ〉 . (26)

This and (23) imply that

〈Φ, ea(ϕ)−a†(ϕ)Φ〉 = e
1
2 [a(ϕ),a†(ϕ)]e−[a(ϕ),a†(ϕ)] = e−

1
2 [a(ϕ),a†(ϕ)] . (27)

Since, by assumption, pt = 1
2i (at − a†t) is a standard Φ-white noise, a(ϕ) − a†(ϕ)

is a Gaussian random variable with mean 0 and variance 2
∫
ϕ(s)2ds. Thus we

know that

〈Φ, ea(ϕ)−a†(ϕ)Φ〉 = e−
∫
ϕ(s)2ds . (28)

So,
∫
ϕ(s)2ds = 1

2 [a(ϕ), a†(ϕ)] =
∫∫

ϕ(s)g(s−t)ϕ(t)dsdt holds for any test function

ϕ. Therefore

g(s− t) = δ(s− t) . (29)

Theorem 4. Let X and Y be classical stationary Gaussian processes represented

in the forms (7) and (8) by using standard white noises q and p satisfying condition

(13). If their commutator is [Xs, Yt] = iΘ(s− t), for some scalar function Θ, then

(7) and (8) are a joint Boson–Fock representation of X and Y.

Proof. Since X̂ = (G ∗ q)∧ = Ĝq̂,

q =

(
1

Ĝ
X̂

)∨
=

(
1

Ĝ

)∨
∗X . (30)
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Similarly, Y̌ = (F ∗ p)∨ = F̌ p̌,

p =

(
1

F̌
Y̌

)∧
=

(
1

F̌

)∧
∗ Y . (31)

Because Ĝ and F̌ are analytic in the upper and lower half-plane, respectively, they

do not vanish except for a set of measure zero. Therefore

[qs, pt] =

∫∫ (
1

Ĝ

)∨
(s− v)

(
1

F̌

)∧
(t− u)[Xv, Yu]dudv

= i

∫∫ (
1

Ĝ

)∨
(s− v)

(
1

F̌

)∧
(t− u)Θ(v − u)dudv

= i

∫ (
1

F̌

)∧
(t− u)(

(
1

Ĝ

)∨
∗ Θ̂∨)(s− u)du

= i

∫ (
1

F̌

)∨
(u− t)

(
Θ̂

Ĝ

)∨
(s− u)du

= i

((
1

F̌

)∨
∗
(

Θ̂

Ĝ

)∨)
(s− t)

= i

(
Θ̂

ĜF̌

)∨
(s− t) , (32)

which is a scalar and therefore, thanks to Proposition 3, we can conclude that(
Θ̂

ĜF̌

)V
= δ(s− t) . (33)

Thus (7) and (8) give a joint Boson–Fock representation of X and Y .

Remark 1. This result tells that Θ̂ = ĜF̌ . If X and Y have a scalar commutator,

it should be in iD. So we can say that the necessary and sufficient condition for X

and Y to admit a joint Boson–Fock representation is that [Xs, Yt] belongs to iD.

4. Concluding Remark

The following problem was considered in Ref. 1:

For two given processes X and Y which admit a joint Boson–Fock representation

with a scalar commutator, under which condition is it possible to construct the

canonical representation of X and Y ? In Ref. 1 it was proved that, if: (i) both X

and Y are multiple Markov in the sense of Hida3; (ii) their spectral functions have

no zeros on the real axis; then such a reconstruction is possible.

As we have seen in Sec. 2, the condition that the commutator of X and Y

belongs to iD0 is necessary. However, Theorem 4 tells that we can always construct



August 12, 2002 13:21 WSPC/102-IDAQPRT 00086

8 L. Accardi & Y. Hibino

a joint Boson–Fock representation if a scalar commutator [Xs, Yt] belongs to iD.

If the commutator [Xs, Yt] belongs to iD0 and the representations of X and Y are

noncanonical, then the inner function of Ĝ must be canceled by the inner function

of F̌ , namely X and Y should have the same noncanonical part. It follows that, if

the commutator [Xs, Yt] belongs to iD0 and if one of two representations (7) and

(8) is canonical, then the other one must be canonical. So it is sufficient to check

the canonical property for only one of the representations.
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