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form Path Integral quantum simulations and semiclassical quasi-harmonic models with phase-
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be approximately a factor ~ 5 smaller than in the case of liquid water above room temperature, highlight-
ing the role played by anharmonic quantum fluctuations in the two phases.
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1. Introduction

Measurements of momentum distributions are a matter of
widespread interest because of their connection to the theories
of Bose/Fermi liquids, anharmonic solids [1], and in the case of
water, to provide valuable experimental evidence relating to the
hydrogen-bond potential energy surfaces [2-4|. The most direct
method to measure the momentum distribution is Deep Inelastic
Neutron Scattering [5,6], with experimental methods mainly
developed at the ISIS pulsed neutron source and following a theo-
retical study by Gunn et al. [7-10]. This technique allows the
exploration of neutron scattering as a probe of single-particle exci-
tations in condensed matter. In this work we consider the second
moment of the momentum distribution, the mean kinetic energy
(Ex). In contrast to the potential energy, the kinetic energy of a
condensed system has distinct properties in the classical regime
(equipartition), in the liquid phases, in the crystal phase (Debye
or Einstein-like description). Previous to DINS, the single particle
mean kinetic energy has been inaccessible to direct measure-
ments; indeed indirect inferences has been available from
Debye-Waller factors and phonon spectra [11], or from the mass
derivative of the Helmoltz free energy [12]. In the case of molecular
hydrogen in the condensed phase, inelastic neutron scattering was
used to probe the decoupling approximation between the
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molecular center of mass and internal vibrations to determine
the molecular kinetic energy [13-15].

Studies of the temperature dependence of (Ex) have been de-
voted to the understanding of the changes that occur in the
dynamical properties as the system goes from the classical to the
quantum regime. Indeed for fluid helium at low, intermediate,
and high densities with respect to the 1 point, the temperature
dependence reveals a rich behaviour on the details of the inter-
atomic interactions and deviations from harmonicity [16-19].
DINS measurements on He at intermediate densities, along an iso-
chore as a function of temperature, showed that harmonic motion
in the cage formed by the near neighbours could account for the
zero-point kinetic energy of the atoms and that a single frequency
Einstein-oscillator model could adequately describe the tempera-
ture behaviour of the kinetic energy [17]. For higher densities, e.
g. twice that at the A point, this picture is revised, taking into ac-
count a temperature-density dependent oscillator frequency [18].
At the extreme of low densities, about half of that at the / point,
the excess of kinetic energy with respect to the classical expecta-
tion, falls off very slowly with increasing temperature [16]. The
slow decay with temperature reflects the contribution of binary
collisions from steep interatomic potentials, i.e. the relevance of
the hard-core component in the interaction potential in helium
[19]. A special application of the above method was devoted to
the case of superfluid helium, where the temperature dependence
of (Ex(T)) has been determined to infer the zero-momentum
condensate fraction, in agreement with previous determinations
and with theoretical predictions [20]. In the case of neon, where
anharmonicities are still expected to be relevant, a series of DINS
experiments [21] to measure (Ex(T)), assessed the most direct
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and model-free determination of anharmonicities in this system.
Fradkin et al. [11] measured the kinetic energy of condensed Ar
at low temperatures, in a regime below equipartition; they pointed
out how a purely harmonic description, in which (Ex) is propor-
tional to (u?), the mean-squared displacement, cannot reproduce
the (Ex(T)) behaviour; a self -consistent-average-phonon model,
with temperature-dependent average phonon frequencies, or more
sophisticated descriptions such as Path Integral simulations, were
needed to provide a quantitative agreement with experiments
[11]. Similarly to the case of the noble-gas helium, condensed lith-
ium shows a slow decay of the excess kinetic energy with temper-
ature [22], consistently with Path Integral quantum simulations
[23]. In particular, Evans et al. [22] reported a Kkinetic energy
approximately 10 % higher than that predicted by a harmonic mod-
el incorporating a density of states from previous phonon measure-
ments. A quartic anharmonic perturbation to a harmonic potential
was employed to model satisfactorily the observed (Ex) of lithium
from DINS measurements [22].

In the case of hydrogen-containing heteronuclear polyatomic
molecular systems, the centre of mass kinetic energy should clo-
sely follow the classical equipartition, although experimental
assessments, with special regards to isotopic effects, are still miss-
ing. The most prominent character of quantum fluctuations in
these systems is instead shown by kinetic energy of the proton,
the lightest atomic species in the molecule. Indeed (Ex) of the pro-
ton arises from the interplay between the “internal” vibrations,
such as stretching and bending, and “external” vibrations, such
as roto-translational motions [24,25]. Due to the different energies
associated to internal and external motions, the internal contribu-
tion to (Ex(T)) is predominant over the roto-translational one. It is
expected that in the condensed phases the internal contribution is
only weakly affected by intermolecular interactions and tempera-
ture, while the much smaller proton kinetic energy contributions
coming from the molecular external modes are influenced by inter-
molecular interactions [25].

On this basis it appears that an uncorrelated, decoupled,
description of the (Ex), in terms of the sum of internal and external
contributions, should be able to capture all the relevant underlying
physics to model the temperature behaviour of (Ex(T)). Here the
internal vibrations are meant just as local modes, pertaining to
one single molecule only, while the complexity of the many-body
problem is retained by the external term, acting as an additional
contribution to the more relevant internal components. This
framework has been applied, for example, to fluid and solid H,S,
providing a good agreement between the DINS determinations of
(Ex(T)) and the values calculated using the decoupling approxima-
tion described above [25].

Water, with its extended network of hydrogen bonds, and the
destructuring effects from quantum fluctuations associated to the
water’s protons, is the most relevant test-bed H-bonded system
for assessing the kinetic energy descriptions outlined above, and
to probe the peculiar deviations associated to anharmonicities
in the proton’s motions [26]. The extent to which quantum fluc-
tuations affect water’s structure and dynamics remains a subject
of considerable debate [26]; theoretical predictions suggest that
the zero point fluctuations in the anharmonic O-H stretching
coordinate increase the average O-H bond length and give the
water molecule a larger average dipole moment than it would
otherwise possess [27]. It is thus expected that, starting from
the model of an isolated molecule, such as what can be encoun-
tered in the vapour phase, intermolecular interactions induce
changes in the internal and external vibration frequencies, and
that the proton kinetic energy is the result of competing effects
with various degrees of compensation depending on the temper-
ature and on the phase [26-29,24,2]. For example, in the super-
critical phase, DINS measurements [29,4,30| showed that as the

density increases in lowering the temperature from supercritical
to ambient conditions, the intra-molecular stretching modes be-
come softer, while the external modes - mainly hindered rota-
tions and librations- become harder. These two changes seem
to compensate each other almost in an exact way, providing
kinetic energy values similar to those calculated for protons in
an isolated molecule [30,4,29]. On the other hand, recent sophis-
ticated electrostatic models for water cannot provide an even
qualitatively accurate description of the temperature dependence
of the O—H stretching component to the proton’s (Ex(T)) [2]. The
relative lowering in kinetic energy at temperatures below approx-
imately 500 K reflects the softening of the vibrational stretching
potential due to H-bonding, and intermolecular interactions in
general, which are not reproduced by up-to-date electrostatic
models. Burnham et al., in Ref. [2] express their doubts whether
"any of the existing models are accurate enough to even qualita-
tively account for the environmentally dependent kinetic energy
changes in the vibrational modes”. We stress that, although the
first DINS experiment at eV energies was carried out on liquid
water in 1968 [31], all the subsequent experimental and theoret-
ical work on (Ex(T)) in the condensed phases of water is still fo-
cussed towards a comprehensive description of nuclear quantum
effects in this prototype H-bonded system, see for example Refs.
(and references therein [3,32-34,2,354,5]).

In the solid phase, a recent study assessed the anomalous iso-
tope effects on the thermal expansion of ice [36], which were
shown to originate on competing anharmonicities in the vibra-
tional modes of the system. These isotope effects are most evi-
dent in their temperature dependence, in that the volume
difference between heavy and light ice increases with tempera-
ture [36]. Moreh and Nemirovski [24] calculated (Ex(T)) of the
proton in ice Ih between 5K and 269 K, using optical vibration
frequencies from the literature, assuming the harmonic approxi-
mation and decoupling between the degrees of freedom of trans-
lation, rotation-libration, and internal vibrations. They obtained
good agreement with DINS data at 5K [37] but not at 269K
[38], assuming free rotation of the entire molecule. More recently,
Finkelstein and Moreh [39] reported new calculations on ice at
ambient (and high) pressure, which account for a revised evalua-
tion of the librational component from the literature, obtaining a
~ 10 meV increase in the calculated kinetic energy. This is not
surprising, given the importance of the coupling and modulation
of the stretching by librational motions, with various degrees of
anharmonicity [40]. Ramirez and Herrero determined (Ex(T))
using quantum Path Integral simulations based on ab initio Den-
sity Functional calculations [41-43], obtaining values somewhat
larger than the free-rotations harmonic calculations by Moreh
and Nemirovski [24]. Path integral simulations were also used
to determine (Ex(T)) in amorphous ice [44], with a ~ 2 meV de-
crease in (Ex(T)) with respect to polycrystalline ice Ih, as a conse-
quence of the softer potentials and larger quantum delocalization
of hydrogen in amorphous ice, as compared with ice Th at the
same temperature [44].

In this work we present DINS measurements of the proton’s
(Ex(T)) on polycrystalline ice Ih, in the temperature range 5K
<T< 70K. These are used together with previously measured
(Ex) at T=271K for ice [45], to derive the temperature behaviour
of (Ex(T)). The results are compared with the theoretical predic-
tions outlined above and with previous measurements in the liquid
above room temperature. The different temperature dependence of
the kinetic energy in the solid and liquid phases is derived and
discussed.

Section II reports the experimental details and in Section Il we
discuss and summarize the main similarities and discrepancies be-
tween our results and those given in some earlier works and the
theoretical predictions.
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2. Experiment

The DINS measurements have been carried out on the VESUVIO
time of flight inverse geometry spectrometer [8] at the ISIS
spallation neutron source (Rutherford Appleton Laboratory, UK).
VESUVIO operates in the Impulse Approximation [5] regime
where the incident neutron wavelengths are much less than the
inter-atomic spacing and thus atoms scatter incoherently, with
scattered intensity being the sum of intensities from individual
atoms in the sample, with conservation of the total kinetic energy
and momentum of the neutron and the atom. In the IA regime the
inelastic neutron scattering cross section is related in a simple way
to the atomic momentum distribution, n(p). The neutron scattering
function Sia(q, w) is

50(@.0) =Jn@) = [ Py —p-ddp 1)

where (q,w) are the wave vector and energy transfers, M is the

mass of the struck atom, y = ,’,,V’—q [w - %} is the particle momentum

along the q direction, and J,(y,q) is the neutron Compton Profile
(NCP) [5].!

When the sample is isotropic, the particle momentum distribu-
tion only depends on the modulus of p, and the q direction is
immaterial, so the NCP is simply Jis(y) = 27 f‘; pn(p)dp. The kinetic
energy is directly proportional to the second moment of the NCP
(Ex) = % fflyzflA(Y)dy = % o’

The NCP is broadened by finite-q correction terms AJ(y, q), and

by convolution with the instrumental resolution function R(y,q),
so the experimental NCP, F(y, q), is [5]:

Fy,q) =) + A, 9] @Ry, q). (2)

The instrument is equipped in the forward direction with
Yttrium Aluminum Perovskite (YAP) scintillators located at a dis-
tance L, ranging between 0.5 m and 0.75 m from sample position,
in the angular range 32.75° to 72.5°. At each scattering angle the
energy of the scattered neutrons, Ej, is selected by using Au
analyzer foils (E; = 4897 meV). For forward scattering angles, such
as those used for proton studies, the instrument operates using the
Foil Cycling (FC) technique [46], accessing the kinematical range:
25 A' <q<600 A', and 25eV <hw,<30eV, where
hw, = hzqf /2M, where g, is the wave vector transfer at the recoil
peak.

The sample was held in an Al container with internal walls
coated with polytetrafluoroethylene (PTFE), with an internal
sample volume 6.3 x 6.3 x 0.1 cm®, equipped with Rh/Fe sensors
for temperature monitoring. The DINS measurements were car-
ried out for temperatures between 5K and 71 K. For each tem-
perature the data acquisition had a duration of approximately
36 h, corresponding to ~ 6500 pA hours of integrated proton
current.

Data reduction on the raw time of flight data, and the determi-
nation of the instrumental resolution functions, have been carried
out using procedures described in details Ref. [45, and references
therein]. As an example of the quality of data for each of the 48
detectors used in the experiment, we report in Fig. 1 the raw time
of flight data recorded by a single detector, after gamma back-
ground correction [47], together with the evaluation of the multi-
ple scattering contribution, for ice lh at T=5K.

Data have been then transformed y— space using standard rou-
tines and then fitted by the minimization of:

! For consistency with previous literature and ease of notation we write the
momentum as a wave vector.
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Fig. 1. Time of flight DINS spectra for ice Ih at T=5K, for detectors at scattering
angles ¥ = 45° and ¥ = 56° (the latter is shifted upwards for clarity), dots with error
bars, after gamma background correction [47]. Monte Carlo evaluation of multiple
scattering contributions are reported as blue continuous lines [[45] and references
therein]. The most intense peak is due to the proton signal, while the less intense
peak is due to the contributions from oxygen (ice) and aluminium (sample
container). (For interpretation of the references to colour in this figure caption, the
reader is referred to the web version of this article.)
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where the model function is F"(y;, q;) = () + AL Vi, 4:)] © R(Y:, G5).-
Here J(y;) is described by a Gauss-Hermite line shape [45, and refer-
ences therein]:

[y (Y
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where the fitting parameters are o, the standard deviation of J(y),
and a,, the coefficients of the Hermite polynomials, H,,. The devia-
tions from the Impulse Approximation are accounted for by the fol-
lowing expression:

,yZ
__es ad 5 <L> (5)

V2o 4 " \V2a
where c1 is a fitting parameter [45, and references therein].

In the 2 expression of Eq. 3, | represents the detector index, the
index i represents the y value at the ith bin, and €? is the error for
each data point. The double sum over I and over i reflects the rel-
evant property:

J(¥) is unique for all detectors; AJ,(y,q) varies across detectors
due to the different g values accessed [48], but c1 is independent
of g and is unique for all detectors; R(y;, q;) varies across detectors,
but is a known function from the Monte Carlo evaluation [45][and
references therein].

AL(Yi, 4:)

3. Results and discussion

_ Fig. 2 reports the detector-averaged Neutron Compton profile,
F(y) = = Fi(y,q) 1, where n = 48 is the total number of detectors
used in the experiment, for ice Ih at T=5K. This represents an
example of the data quality of such measurements, which take
advantage of the narrow resolution for proton momentum avail-
able on VESUVIO. B B

Here the ratio between the FWHM of R(y) and F(y) is approxi-
mately 15 %, i.e. a working condition similar to that of X-ray Comp-
ton scattering [49]. The value for the kinetic energy derived from the
fitis (Ex(T = 5K)) = (150.87+1.50) meV, higher than the calculation
of 144 meV and a previous experimental determination [24,37]:
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Fig. 2. Main panel: detector-averaged F(y) for ice Ih at T=5K (circles with error
bars), together with the (detector-averaged) best fit (blue continuous line,
corresponding to (Ex)=150.87 meV). The detector-averaged resolution, R(y) is
reported as a black continuous line. The best fit corresponding to a kinetic energy
(Ex)=144 meV, following the calculations of Moreh et al. [24] is reported as a black
dashed line. The two insets in the main panel reports the data and the two best fits
corresponding to (Ex)=150.87 meV and (Ex)=144 meV, in the intermediate momen-
tum ranges, highlighting the goodness of the two fits. The lower panel reports the
differences between data and fit, divided by the error bar, in the momentum range
—15 A" <y <15 A1, (For interpretation of the references to colour in this figure
caption, the reader is referred to the web version of this article.)

indeed a fit carried out imposing (Ex) = 144 meV shows larger resid-
uals at the low and intermediate momentum values, with respect to
a fitting line shape with the value of (Ex) = 150.87 meV, as shown in
Fig. 2. An example of the temperature dependence of the NCP is re-
ported in Fig. 3. This shows the F(y) for ice Ih at 5 K and a previous
measurement at 271 K [45] under similar experimental configura-
tions. The temperature increase induces a broadening in F(y), which
is then reflected in an increase of (Ex(T)).
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Fig. 3. Main panel: detector-averaged F(y) for ice Ih at T = 5 K (black dots with error
bars), and ice Ih at T=271K from a previous measurement carried out under the
same experimental configuration [45] (red dots with error bars). The difference
between the two profiles is highlighted by the green colour filling. (For interpre-
tation of the references to colour in this figure caption, the reader is referred to the
web version of this article.)

As shown in the Introduction Section, there are two main ap-
proaches for the theoretical evaluation of (Ex(T)). Recent computa-
tional methods make use of advanced methodologies for the
inclusion of nuclear quantum effects, such as Path Integral
Car-Parrinello Molecular Dynamics (PICPMD) [32], or Path Integral
Molecular Dynamics employing empirical potential models for
water [43], or coupled with Generalized Lanvegin equations [3].
The other method consists in using empirical models assuming
that (Ex(T)) is obtained from a set of decoupled quantum harmonic
oscillators whose frequency is derived from optical data and/or
measured vibrational density of states [39,29,24]. Typically, trans-
lational degrees of freedom are assumed classical, while a quantum
harmonic description is used for librational, bending and stretch-
ing vibrations [39,29,24]:

(Ex(T)) = St % kT + Siip Ao coth (hw“b> + Sten PDpen

4 2kgT 4

hcoben gty hay
x coth <2kBT> + Setr 7 coth <2kBT> (6)

where S, are the kinetic energy fractions shared by the proton in
translation, libration, bending, stretching, respectively, and hw,
are the corresponding energies derived from complementary spec-
troscopic data, for each phase/thermodynamic state investigated. It
is immediately apparent that the use of phase/temperature depen-
dent energies, hw,, reflects the deviations from purely harmonic
description, which however is inherent in Eq. (6) above. Eq. (6)
provides also the harmonic-model temperature dependence of the
kinetic energy, which is determined by the combination of the

o coth (g’ifT> dependent contributions, bearing in mind that this

model neglects the interactions between translational, librational
and vibrational degrees of freedom, the presence of different
environments in the liquid, and the inhomogeneous broadening
that follows [40].

In their phonon calculations of ice Th at 269 K, Lin et al. [50]
determined the vibrational dynamics and a quasiharmonic multi-
variate Gaussian momentum distribution. They found a difference
of approximately 14 meV between the kinetic energy value from
the end-to-end distribution from PICMD (143 meV) and that ob-
tained from a lattice dynamics (157.5 meV). They concluded that
this difference arises from the anharmonicity due to H-bonding,
mostly in the stretching and librational vibrations; the anharmo-
nicity of the ground state was determined by a calculation of the
potential energy surface along the H-bond direction, showing a cu-
bic dependence on proton displacement.

Differences in the calculated values of (Ex(T)) using Path Inte-
gral simulations are in general ascribed to the relative uncertain-
ties associated the choice of the empirical potential models for
water [43,3] or to the density functional theory approximations
in ab initio calculations [45]. The empirical decoupled harmonic
models of Refs. [39,29,24], can instead be regarded as “ex post”
quasiharmonic descriptions, since deviations from harmonicity
are implicitly assumed in the phase/state -dependent principal
frequencies and/or density of states from spectroscopic
measurements.

From the experimental point of view, DINS measures almost di-
rectly the kinetic energy of the equilibrium state, that is the kinetic
energy of ground and excited states for the low energy vibrations
(comparable with kzT) and only the ground state for the intramo-
lecular bending and stretching modes of water molecule (because
at the typical investigated temperatures these higher energy
modes are not excited at all). On the other hand spectroscopic
measurements, for example Inelastic Neutron Scattering (INS) in
energy loss configuration, measure the transition from the ground
state to the first excited state, and in case the system is
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anharmonic, a calculation of (Ex(T)) based on spectroscopic data
may be in general different compared to the result of (Ex(T)) from
DINS even at low temperatures.

The (Ex(T)) values from the present work, together with those
reported in Refs. [39,24,42] are shown in Fig. 4). The present mea-
surements show that the proton kinetic energy in ice is essentially
determined by its zero point value (approximately 151 meV at
T=5K), with a slight increase (about 0.02 meV/K between 5K
and 271 K) with temperature. In the whole temperature range in
the solid, (Ex(T)) is approximately five times larger than the classi-
cal values, highlighting the role played by nuclear quantum effects
on the protons in ice. Thermal excitation acts as a relatively small
perturbation to the quantum kinetic energy of the proton [43,39].

As a general comment, we note that the Path Integral quantum
simulations of Ref. [42], which include an anharmonic flexible po-
tential for water, are in better agreement with the present data,
with respect to the harmonic model of Ref. [24] assuming free rota-
tions. Path Integral simulations provide in some cases slightly dif-
ferent results, for example in ice Ih near the triple point, ranging
between 143 meV [32,45] and 150 meV [42], reflecting the uncer-
tainties and approximations of these methods. We note that the
explicit inclusion of anharmonicity in Ref. [42], together with the
absence of the decoupling between degrees of freedom, improves
the quantitative agreement with DINS data, as compared to the
harmonic model. On the other hand, the new results by Finkelstein
and Moreh [39], which account for the librational contributions are
in the best agreement with the present data, highlighting the role
played by intermolecular interactions and providing a probe of the
sensitivity of the DINS technique to intermediate range order prop-
erties of the H-bond network [50]. It is not possible here to identify
the sources responsible for the underestimation of (Ex(T)) in the
Path Integral simulations with respect to the experiment, while
the shortcomings due to the harmonic/decoupling calculations ap-
pears to show probably compensating effects that result in better
agreement with the present measurements.

In order to garner a more comprehensive picture of the kinetic
energy in the condensed phase we report in Fig. 4) also the data for
the liquid from previous measurements from room temperature to
the supercritical phase [4,51], where we recall that the liquid at
room temperature has been measured also in Refs. [52,34,38], with

180 | + .

— 170 r |
=
[
— 160 |- |
=
S o bl
1 SO 7+ ——/ -
[ ————— i - + |
1 40 7‘ | ‘ ‘ : : L N | ) —
0 150 300 450 600 750
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Fig. 4. (a): (Ex(T)), for ice Ih (blue full circles with error bars). Values from Moreh
et al., [24], assuming free rotations (blue dashed line), from Finkelstein and Moreh
[39] including librations (blue dotted line); Path Integral results from Herrero et al.,
[[42] and references therein] (blue continuous line). Data from previous measure-
ments on stable liquid and supercritical water [[51] and references therein]| are
reported as red circles with error bars, together with the values from Moreh et al.,
[24](red dotted line). (For interpretation of the references to colour in this figure
caption, the reader is referred to the web version of this article.)

consistent results. These start from an initial value lower than ice
at T=271K and then show an increase with a stronger T-depen-
dence (approximately 0.1 meV/K) with respect to the solid. This
temperature dependence is well reproduced by the data of Ref.
[24]. However, as pointed out by Moreh et al.,, [24], the har-
monic-decoupled model agrees with experiments for the liquid
phase only if free rotations are assumed. If the librational contribu-
tion is accounted for, then the calculated kinetic energies would be
shifted upwards by about 10 meV (for example (Ex(T = 300K))=
154 meV), i. e. with a ~7% overestimation throughout the temper-
ature range. This is opposite to what is found for ice: the inclusion
of librational contributions improves agreement for ice but wors-
ens the agreement for the liquid. It is likely that the absence of cou-
pling between intra- and intermolecular contribution is the main
shortcoming of the above calculation to comprehensively repro-
duce both condensed phases. This confirms the picture of the
dense, flexible, H-bond network model of the liquid as opposed
to the more rigid solid, with variable degrees of anharmonic mod-
ulations of intramolecular stretching by librations [40].

In this context it should be noticed that the difference in (Ex)
from ice at 271 K to the liquid at room temperature should be fur-
ther investigated, both experimentally and theoretically. Indeed al-
ready in the Path Integral calculations in Reference [43] it was
shown that, at constant temperature, the difference of (Ex) was
always larger in ice Ih than in water by approximately 1 meV,
while in the experiments this difference is larger, ~13 meV. Re-
cently, measurements of the hydrogen-projected density of states
have allowed an independent determination of (Ex) [53], showing
a ~8 meV difference between the solid and the liquid, in qualita-
tive agreement with the present work. Increased kinetic energy
in the solid with respect to the liquid is also reported in Path Inte-
gral simulations of water using rigid models [54]. Such combined
efforts should help to shed some light on the effects of isotopic
substitution (H-D) or the behaviour of (Ex(T)) in the region below
room temperature or near the triple point, where the large discrep-
ancies between experiments on water’s protons and deuterons,
and theories, are still unexplained [33,35]; we note, in passing, that
indications of slight if not almost negligible differences in the deu-
teron kinetic energies were reported between room temperature
liquid and solid heavy water close to the triple point [55], the solid
showing in this case a slightly lower kinetic energy than the liquid.
Values inferred from macroscopic thermodynamic free energy data
on the proton kinetic energy in ice at 269 K and liquid water at
300K predict a ~ 0.5 meV increase from the solid to the liquid
[56]. There is clearly a case to reconcile the results for the theory
from Path integral simulations (higher kinetic energy, ~ 1 meV,
in the solid), the experiments (higher kinetic energy, ~ 13 meV,
in the solid), and the values from thermodynamic data (higher
kinetic energy, ~ 0.5 meV, in the liquid).

4. Conclusions

We have measured the proton mean kinetic energy in ice Ih at
low temperatures and combined with previously measured data
close to the triple point and in the liquid state, with the aim of
determining and its temperature dependence, (Ex(T)) in a wide
temperature range.The proton kinetic energy in ice is essentially
determined by its zero point value, of the order of 150 meV, with
a slight increase of about 0.02 meV/K between 5 K and 271 K with
temperature. Three different predictions have been compared
with the data, namely Path Integral simulation with anharmonic
flexible water models [42,43], and empirical models assuming
harmonicity and decoupling between the degrees of freedom of
proton motions, with and without explicit account of librational
contributions to the proton’s kinetic energy [24,39]. The best
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agreement with the experiment is shown by the harmonic-
decoupled model of Ref. [39] with the inclusion of librational
contributions, whereas the Path Integral results slightly underesti-
mate the experimental values [42,43], but are in better agreement
with respect to the harmonic-decoupled calculation that neglects
librations and assumes free rotations [24]. The situation is reversed
for the liquid, where the empirical harmonic-decoupled model
neglecting librations improves the agreement while the inclusion
of librations overestimates the kinetic energies of ~7% with respect
to the experiments [24,39]. As far as the temperature dependence
is concerned, the kinetic energy increase with temperature in ice is
found to be approximately a factor ~ 5 smaller than in the case of
liquid water above room temperature. This is consistent with a
picture where the kinetic energy is dominated by the ground state
contributions, with the thermal contributions affecting mostly the
high-temperature liquid upon approaching the supercritical phase.
Differences in the ground state contributions between the solid
and the liquid are evident in a ~13 meV decrease in the kinetic
energy from the solid to the liquid at 300 K. This should be further
investigated to provide detailed information on the anharmonic
character of the simultaneous and competing softening and
stiffening of the internal and external vibrations across the
melting [27,57].

Further measurements are under planning to study the effects
of density and disorder on (Ex(T)) in ice, to elucidate the role of
both softening due to the anharmonic character of increased/de-
creased H-bonding in the amorphous ices with respect to the poly-
crystalline phases.
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