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In this paper we describe in detail a general and efficient methodology, based on the perturbed ma-
trix method and molecular dynamics simulations, to model UV-Vis absorption and emission spectra
including vibrational and conformational effects. The basic approximation used is to consider all the
chromophore atomic coordinates as semiclassical degrees of freedom, hence allowing the calcula-
tion of the complete spectral signal by using the electronic vertical transitions as obtained at each
possible chromophore configuration, thus including the contributions of vibrations and conforma-
tional transitions into the spectrum. As shown for the model system utilized in this paper, solvated
1-phenyl-naphthalene, such an approximation can be rather accurate to reproduce the absorption
and emission spectral line shape and properties when, as it often occurs, the vertical vibronic tran-
sition largely overlaps the other non-negligible vibronic transitions. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4821003]

INTRODUCTION

The reproduction and interpretation of the absorption
and fluorescence spectra of molecular systems in condensed
phase is an active research field of contemporary theoretical-
computational chemistry. In particular fluorescence signal,
due to its extreme sensitivity to conformational transitions,
has become in the recent years an efficient and widely uti-
lized tool for describing the complex micro environments sur-
rounding the chromophores.1 For these reasons theoretical-
computational approaches should be able to reproduce not
only the position of the spectral maxima but also the re-
lated line shapes.2, 3 It follows that the simulation of the ab-
sorption or fluorescence spectra in realistic conditions basi-
cally relies on (i) the possibility of studying the electronic
excited states of medium-large size molecular systems at
each possible conformational state, (ii) the possibility of in-
cluding both the quantum and semiclassical vibrations of
the chromophore, and (iii) the possibility of properly treat-
ing the interaction of the chromophore with the surround-
ing atomistic environment. In the last decade, mainly be-
cause of the computer power increase and the development
of accessible electronic-structure methods for treating excited
states,4–8 several research groups9–20 have proposed efficient
theoretical-computational methods and, hence, reliable calcu-
lations of the absorption or fluorescence spectra for rigid or
semi-rigid species in condensed phase are nowadays feasible.
However, in spite of the important advances in this field, ad-
ditional work is necessary in particular for complex systems

a)Authors to whom correspondence should be addressed. Electronic ad-
dresses: massimiliano.aschi@univaq.it and andrea.amadei@uniroma2.it.

such as solutions and bio-macromolecules. In these cases,
the huge dimension of the configurational space spanned by
the chromophore and the perturbing environment as well as
the relevant effects of the fluctuating perturbation onto the
chromophore quantum properties, require computational ap-
proaches able to properly account for the complexity of the
whole system and, for the emission signal, the related long-
timescale relaxations.21 As a part of our continuous interest
in the study of the quantum properties in complex molecu-
lar systems,22–25 we describe in this study a general and effi-
cient methodology, based on the perturbed matrix method and
molecular dynamics simulations, to model UV-Vis absorption
and emission spectra of complex molecular systems includ-
ing vibrational and conformational effects. As a case study
we have selected the UV-Vis absorption-fluorescence spectra
of 1-phenyl-naphthalene (1PN, Figure 1) in solution.

This molecule belongs to the general class of Polycyclic
Aromatic Hydrocarbons (PAH) with low molecular weights
which are extensively studied and used as organic electron-
ics building blocks, representing a class of fluorescent com-
pounds with promising properties in the field of industrial ap-
plications. In particular, in this study we focus our attention on
the 1PN spectral signals involving the ground state S0 and first
spectroscopic accessible excited state S1 defined, as in other
works in this field,26, 27 as the lowest energy excited state char-
acterized by a non-negligible transition dipole. Our approach,
based on the use of the Perturbed Matrix Method (PMM)28, 29

in conjunction with Molecular Dynamics (MD) simulations
and Time-Dependent Density Functional Theory (TD-DFT)
methods30, 31 is essentially inspired by the previous works in
this field, in particular concerning the explicit parametriza-
tion of the excited states.26, 27 However, unlike other

0021-9606/2013/139(11)/114102/8/$30.00 © 2013 AIP Publishing LLC139, 114102-1

http://dx.doi.org/10.1063/1.4821003
http://dx.doi.org/10.1063/1.4821003
http://dx.doi.org/10.1063/1.4821003
http://dx.doi.org/10.1063/1.4821003
mailto: massimiliano.aschi@univaq.it
mailto: andrea.amadei@uniroma2.it
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4821003&domain=pdf&date_stamp=2013-09-17


114102-2 Alessandro et al. J. Chem. Phys. 139, 114102 (2013)

FIG. 1. Schematic view of 1-phenyl-naphthalene.

computational approaches, the method presented in this study
is aimed at explicitly including the fluctuating perturbation of
the surrounding environment maintaining as intact as possible
the chromophore configurational complexity, both expected
to play a key role in the correct determination of the spec-
tral maximum position and line shape. In previous works, we
have used the PMM-MD approach to model absorption spec-
tra also including the effects of possible conformational tran-
sitions and/or local configurational fluctuations.32 Moreover
for the case of a very simple molecule (i.e., carbon monoxide)
we showed how to use PMM-MD to reconstruct rigorously
instantaneous quantum vibrational states and their coupling
to the instantaneous electronic states involved in the vibronic
transitions.23 However such kind of PMM-MD calculations,
although in principle always possible, are computationally
very expensive and for any interacting molecule characterized
by more than one or at most just a few vibrational modes such
calculations become computationally prohibitive and, there-
fore, some kind of general and still reasonably rigorous ap-
proximation is mandatory.24 In fact, a general computation-
ally feasible PMM-MD based methodology to model both the
absorption and emission spectra due to electronic transitions
including the vibrational and conformational effects was not
yet introduced. In this paper we describe in detail a general
and reasonably rigorous PMM-MD approach based on the
approximation of treating all the chromophore internal vibra-
tions as semiclassical, thus explicitly including, within such a
level of approximation, all the vibrational-conformational ef-
fects in the calculation of the vibronic absorption and, for the
first time with the use of PMM, the emission spectra.

THEORETICAL METHOD

General considerations

The present study is based on the application of PMM
and MD simulation. The theoretical basis of the PMM-MD
method is reported elsewhere28, 29 and, hence, we only provide
a brief report just remarking some key aspects for modeling
spectral signals, in particular in the evaluation of the emission
spectrum and related observables.

PMM-MD, essentially originating from the perturbation-
theory, similar to the most popular QM/MM methods33, 34 is
based on the determination of the quantum states of a pre-
defined portion of a complex atomic-molecular system, e.g.,
the solute (hereafter termed as Quantum Centre, QC) interact-
ing with the environment, e.g., the solvent molecules.

The main peculiarity of this method is to preserve, as
much as possible, both the configurational complexity of the

system and a good definition of the quantum observables of
the perturbed QC.

For this purpose the system, e.g., the solute and the sol-
vent, is first simulated by MD simulation in order to exhaus-
tively explore the related configurational space. Then, after
a careful and critical selection of the QC (in general – but
not necessarily always – the solute molecule) a set of un-
perturbed (gas-phase) electronic states �0

l is evaluated using
standard quantum-chemical calculations. In the simplest case
the QC is a rigid (i.e., no semiclassical internal coordinates)
or semi-rigid (i.e., the semiclassical internal coordinates only
provide vibrations around the mean structure) species, hence
not involving conformational transitions. In such a condition
the unperturbed states are evaluated only at a single semiclas-
sical QC geometry corresponding to the QC mean structure
(reference structure) as obtained by the MD simulation, i.e.,
averaging over the semiclassical vibrations, with the quantum
vibrational degrees of freedom relaxed at their unperturbed
minimum energy positions. This means that at each MD frame
we use the minimum energy positions of the quantum vibra-
tional coordinates as obtained for the unperturbed QC, at the
semiclassical reference geometry, in its electronic state best
corresponding to the perturbed QC electronic state involved
in the MD simulation (for the ith perturbed state typically, but
not always, the ith unperturbed state). Note that (i) for fluid-
liquid state systems at ordinary temperatures the molecular
rototranslational coordinates can be considered as semiclassi-
cal degrees of freedom; (ii) for all the electronic states of in-
terest we assume the same semiclassical internal coordinates,
i.e., for each electronic state the corresponding quantum vi-
brational modes are defined within the same configurational
subspace; (iii) the environment perturbation provides varia-
tions of the minimum energy positions which are negligible
for electronic state calculations, hence allowing the use of the
unperturbed positions; (iv) we always consider the absorption
or emission process as starting from the electronic ground or
excited state in its vibrational ground state, i.e., with relaxed
quantum vibrational modes.

When a flexible QC is concerned, a collection of unper-
turbed electronic states �

0−j

l is calculated for each QC jth
sampled conformation at the corresponding reference struc-
ture, termed as Representative Configuration (RC) extracted
through a clustering-procedure (see the Computational Meth-
ods section), with each conformation hence equivalent to a
semi-rigid QC.

Finally, for both the above cases, the QC perturbed elec-
tronic states are simply provided by diagonalizing at each
frame of the MD simulation, the QC electronic Hamiltonian
including the environment perturbation and built with the un-
perturbed basis set (�0

l or �
0−j

l ), hence providing a “trajec-
tory” of perturbed electronic energies and eigenvectors, which
can be used for determining any observable value of interest.
Therefore, in the case of a flexible QC at each MD step, the
Root Mean Square Deviation (RMSD) of the instantaneous
QC configuration with respect to all the extracted RCs is per-
formed. Hence, when at a given MD frame the minimum
value of RMSD is found corresponding to the ξ th RC, we
construct the frame-perturbed QC Hamiltonian matrix using
the unperturbed basis set �

0−ξ

l determined by the quantum-
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chemical calculations on the gaseous ξ th RC. Diagonalization
of such a perturbed Hamiltonian matrix produces the instan-
taneous perturbed Hamiltonian eigenstates and eigenvalues.
This procedure is repeated at each frame of the simulation and
the results are concatenated providing a properly weighted
trajectory of perturbed eigenstates and related properties (e.g.,
the perturbed electric dipoles), now including the possible ef-
fects of conformational transitions. Note that in the above pro-
cedure the MD simulation employed to obtain the absorption
signal must be performed within the electronic ground-state
ensemble (ground state force field), while when the emission
signal is concerned a QC electronic excited state MD simu-
lation should be used. Making use of the ergodic hypothesis,
from the distribution of the instantaneous electronic excita-
tion energies and corresponding transition dipoles obtained,
as previously described, by the MD trajectory we can recon-
struct the electronic vertical absorption or emission spectrum
determining the vibronic vertical absorption or emission spec-
tral signal (i.e., the vibronic spectrum maximum and most of
the related broadening).

Explicit modeling of vibrational and conformational
effects: The vertical transition approximation

For a chromophore with the vibronic vertical spectral sig-
nal broad enough to include within its frequency range all
the other non-negligible vibronic transitions, the overall vi-
bronic line-shape can be typically well approximated by the
electronic vertical transition spectrum, considering the quan-
tum vibrational coordinates as semiclassical high-frequency
modes which hence are always virtually constrained to their
minimum energy positions.

Such a basic approximation, equivalent to modeling the
vibrational effects on the spectral line-shape as only due to
semiclassical degrees of freedom, is reasonably accurate as
the vertical vibronic transition frequencies are typically al-
most identical to the corresponding electronic vertical tran-
sition frequencies and the missing lowering of the spectral
intensity due to quantum vibrational averaging of the transi-
tion dipole is roughly compensated by the lack of summation
of the vertical vibronic signal with the other non-negligible
vibronic transition signals.

Within such a model, for an infinitely diluted chro-
mophore in a liquid-state system, the complete spectrum can
be expressed via either the extinction coefficients for the 0→i
electronic excitation ε0, i(ν) or the emission rates for the 0→i
electronic relaxation ki, 0(ν)ρ(ν), given by

ε0,i(ν) = |μo,i |2νρ(ν)hν

6cε0¯2
, (1)

ki,o(ν)ρ(ν) = 8πh
|μo,i |2ν
6cε0¯2

(ν

c

)3
ρ(ν), (2)

where ε0 is the vacuum dielectric constant, c is the vacuum
light speed, h is the Planck constant, ¯ = h

2π
, |μo,i |2ν is the

mean electronic transition dipole square length as obtained
averaging within the ν, ν + dν frequency interval, and ρ(ν) is
the probability density of the vertical transition frequency of
a single QC embedded in a large atomic-molecular environ-

ment, due to the combined effects of environment perturba-
tion, semiclassical vibrations, and conformational transitions.
Once again it is worth to note that in the previous equations
|μo,i |2ν and ρ(ν) when used to provide the absorption signal
(Eq. (1)) refer to the electronic ground state ensemble, while
when the emission signal is considered (Eq. (2)) they must be
evaluated within the QC electronic excited state ensemble.

Using the N frames (in principle N→∞) of the MD tra-
jectory as a proper sampling of the QC-environment statistical
ensemble state distribution we can write

ε0,i(ν) = lim
N→∞

1

N

N∑
n=1

|μo,i |2ref,nρn(ν)hν

6cε0¯2
, (3)

ki,o(ν)ρ(ν) = 8πh lim
N→∞

1

N

N∑
n=1

|μo,i |2ref,n

6cε0¯2

(ν

c

)3
ρn(ν), (4)

where ρn(ν) is the probability density of the transition fre-
quency at the nth MD frame, i.e., only due to the semiclassi-
cal vibrations around the reference configuration correspond-
ing to that MD frame, |μo,i |2ref,n is the perturbed transition
dipole square length at the nth MD frame as obtained for the
reference configuration corresponding to that MD frame (i.e.,
we neglect the effects of the semiclassical vibrations on the
transition dipole) and, again, the transition dipoles and the
probability densities in frequency space are obtained in the
electronic ground state ensemble in Eq. (3) and in the QC
electronic excited state ensemble in Eq. (4).

When we deal with a completely rigid QC and hence with
a fixed QC geometry in both equations

ρn(ν) = δ(ν − νn), (5)

where νn is the perturbed electronic vertical transition fre-
quency of the QC structure at the nth frame of the MD simu-
lation. Differently, when dealing with a semirigid or, possibly,
a flexible QC involving conformational transitions, ρn(ν) can
be properly modeled via a Gaussian distribution centered in
νref, n (the perturbed electronic vertical transition frequency of
the nth frame QC reference structure) providing

ρn(ν) =
(

1

2πσ 2
ref,n

)1/2

e−(ν−νref,n)2/(2σ 2
ref,n), (6)

with the nth MD frame variance σ ref, n given by the semiclas-
sical vibrations around the nth frame reference structure.

Hence, provided the explicit evaluation of νref, n and σ ref, n

by insertion of Eq. (6) into Eq. (3) or (4) we can explicitly
obtain the complete spectral behavior or association with the
electronic transition of interest within our basic approxima-
tion (note that in the limit σ ref, n → 0 the Gaussian distribution
tends to a Dirac function and, hence, Eq. (5) can be considered
a special case of Eq. (6)).

In practice, in order to simplify the computational pro-
cedure it is reasonable to assume that σ ref, n

∼= σ , that is the
variance is basically the same for all the possible conforma-
tions and, moreover, independent of the environment pertur-
bation, with σ explicitly evaluated using the unperturbed QC
electronic transitions for a number of configurations within a
given conformation.



114102-4 Alessandro et al. J. Chem. Phys. 139, 114102 (2013)

Within such a simplification, Eqs. (3) and (4) become

ε0,i(ν) ∼= lim
N→∞

1

N

∑
νref

|μo,i |2νref
hν

6cε0¯2

n(νref )

N

e−(ν−νref )2/(2σ 2)

√
2πσ 2

,

(7)

ki,o(ν)ρ(ν) ∼= 8πh lim
N→∞

1

N

∑
νref

|μo,i |2νref

6cε0¯2

n(νref )

N

× e−(ν−νref )2/(2σ 2)

√
2πσ 2

(ν

c

)2
, (8)

with the summation now running over the perturbed vertical
transition frequencies of the reference structures discretized in
a large number of tiny bins, |μo,i |2νref

is the reference structure
mean electronic transition dipole square length obtained by
averaging within the frequency bin centered at νref and n(νref)
the corresponding number of MD frames within the bin.

Finally, the overall absorption spectrum is obtained via
summing over all the ε0, i(ν) of interest and from the defini-
tion of the emission rate, providing the emission spectrum,
we can readily obtain the fluorescence radiative constant kr

for the i→0 transition simply integrating the emission signal
in frequency space

kr = 〈ki,0(ν)〉 =
∫

ki,0(ν)ρ(ν)dν. (9)

MATERIALS AND EXPERIMENTAL METHODS

1PN was from Aldrich Chem. Co. (Sigma-Aldrich, CA,
USA). Solvents were of spectroscopic grade and were ac-
quired from Carlo Erba Reagenti (Carlo Erba reagent srl, Mi-
lano, Italy). UV-Vis absorption spectra were recorded with a
Varian 100 scan UV-Vis spectrophotometer (Varian Inc., Palo
Alto, USA). Steady-state fluorescence spectra were measured
on a SPEX Fluorolog spectrofluorimeter (Horiba, Japan).
Time-resolved experiments were performed on a CD900 sin-
gle photon counting apparatus (Edinburgh Instruments, Edin-
burgh, UK). Nanosecond pulsed excitation was obtained with
a flash-lamp filled with ultrapure hydrogen (0.3 bar, 40 kHz
repetition rate; instrument pulse width: 1.2 ns). Time-resolved
experiments were performed also on a Lifespec-ps Instru-
ments Edinburg instrument, UK operating in single photon
counting mode. Nanosecond pulse excitation was obtained
with a NanoLED light source (298 nm, pulse excitation width:
1.0 ns 0.9 MHz repetition rate). Fluorescence intensity decays
were acquired until a peak value of 104 counts was reached
and analyzed with the software provided by Edinburgh In-
struments. The decay curves were fitted by a nonlinear least
squares analysis to exponential functions through an iterative
deconvolution method. In particular, the decays were fitted
according to the expression

I(t) = 
iαi exp(−t/τi), (10)

where τ i is the ith decay time observed and αi is the ith pre-
exponential factor that represents the relative contribution of
the decay to the emission intensity35–37 From quantum yield
values and decay data it is possible to obtain the radiative
(kr) and non-radiative (knr) constants for 1PN.38 The solvents

used, i.e., acetonitrile (ACN) and cyclohexane (CHEX) span a
wide polarity range in terms of both different orientation po-
larizability (fp) and empirical “py scale.”39, 40 fp was ob-
tained by the static dielectric constant ε and refractive index
(n) of the solvent by means of the following equation:

fp = (ε − 1)/(2ε − 1) − (n2 − 1)/(2n2 − 1). (11)

The empirical py scale of solvent polarity has been es-
tablished on the basis of the emission response of pyrene.
The fp and the py values are 0.31 and 1.70; 0.00 and 0.56
for ACN, and CHEX, respectively. Fluorescence experiments
were carried out in quartz cells, using solutions bubbled for 20
min, with ultrapure argon, before each measurement. Quan-
tum yield was obtained by using a solution of 2-aminopiridine
in sulfuric acid 0.1N as a fluorescence standard.41 Emission
spectra were corrected for the instrument responses. Temper-
ature was controlled within ±0.1 ◦C with a thermostated cu-
vette holder.

COMPUTATIONAL METHODS

Force field assessment

For the semi-classical simulations of the solvated
molecule, an all-atoms model has been adapted from the
Gromos force field.42 In particular, for the ground state MD
simulation (employed to obtain the absorption spectrum) due
to the fact that for 1PN, as usual, the perturbed and unper-
turbed electronic ground states are virtually identical, we used
the atomic point charges of the unperturbed ground state QC
calculated by standard electrostatic fitting procedures as im-
plemented in quantum-chemical packages (see below). The
same level of theory was used to obtain the torsion angle po-
tential energy of the unperturbed QC electronic ground state
to be used within the ground state MD simulation. Note that
for each RC obtained by this simulation, we employed the un-
perturbed electronic ground state quantum vibrational modes
minimum energy positions (see below) for PMM calculations.
The parametrization of the force field as well as the defini-
tion of the RC’s for the QC excited state MD simulation (em-
ployed to obtain the emission spectrum) is more complex, in
principle requiring a polarizable QC and the use of different
unperturbed electronic states to obtain at each MD frame the
proper quantum vibrational modes minimum energy positions
to be used in the corresponding RC.25, 27

However, for 1PN the first perturbed spectroscopic acces-
sible excited state, as it is often the case, corresponds essen-
tially to the unperturbed first excited state, as shown analyzing
the electronic excitations obtained from the ground state sim-
ulation (data not shown). Moreover, such QC first unperturbed
excited state is very similar to the unperturbed ground state as
far as the bond lengths, bond angles, and atomic point charges
are concerned thus allowing, in line with previous studies,26, 27

to use the same procedure associated with the ground state
simulation to obtain the excited state force field and RC’s
definition with the only modifications of employing differ-
ent dihedral angle potential energy and quantum vibrational
coordinates minimum energy positions, with the latter in this
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case obtained from the first unperturbed electronic excited
state.

Molecular dynamics simulations details

The molecule has been put at the center of a dodecahedric
box filled with 1000 ACN molecules at experimental density
0.786 g/cm3 corresponding to 1.0 bar pressure at 300 K (the
simulation temperature).

For the simulation we employed the standard protocol:
an initial energy minimization of both solute and solvent has
been carried out, then the system was gradually heated from
50 K to 300 K using short (200 ps) MD simulations. The
trajectory was propagated up to 60 ns in NVT ensemble at
300 K (using the Berendsen algorithm43 with τ equal to the
time-step used for the integration algorithm, thus being equiv-
alent to the isokinetic coupling44 ensuring a correct configura-
tional distribution). The LINCS algorithm45 was employed to
constrain all bond lengths and long range electrostatic inter-
actions were computed by the particle mesh Ewald method46

with 34 wave vectors in each dimension and a 4th order cu-
bic interpolation. Gromacs package47 was used for the sim-
ulation. At the end of each simulation the molecule was re-
centered in the middle of the box before using the trajectory
for further calculations.

Essential dynamics analysis

As anticipated in the Introduction, when the QC turns
out to be a flexible species we need to evaluate different
sets of unperturbed basis-set for each conformation, �

0−j

l .
Therefore, it is important to extract by the MD simulation
a significant number of QC-conformations utilizing a rigor-
ous tool. As in a previous article32 Essential Dynamics (ED)
has been utilized in this study at this purpose. Without en-
tering into the details of the method48 we just summarize
its main features: using the equilibrated MD trajectory, the
QC all-atoms covariance matrix was constructed and diago-
nalized. Such a transformation produces a set of orthogonal
eigenvectors which represent the new collective coordinates.
Eigenvectors corresponding to the largest eigenvalues define
the essential directions in which the largest configurational
fluctuations take place. This subset of eigenvectors repre-
sents the essential-space. Hence, the projection of the trajec-
tory onto the essential-space produces an ensemble of high-
probability basins which provides the collection of significant
QC conformations and related RCs.

Unperturbed quantum chemical calculations

On the basis of the reference semiclassical geometries
previously extracted by ED, standard quantum-chemical cal-
culations have been carried out on the isolated QC to obtain
the different sets of unperturbed basis sets using the following
protocol:

(i) A geometrical relaxation of only the internal non-
classical degrees of freedom (i.e., the internal coordi-
nates corresponding to bond stretching and bending)

was carried out using B3LYP hybrid functional49, 50 in
conjunction to the 6-311G* atomic basis set. This pro-
cedure was used for both the electronic unperturbed
ground (S0) and first excited state (S1). For this purpose
we used a standard internal-coordinates minimization
procedure as implemented in the Gamess package.51

Note that the same package with same level of theory
was used for the force-field parametrization for both
electronic states.

(ii) These locally minimized structures were then used to
obtain the electronic unperturbed ground and first six
excited states to be used in the PMM procedure utilizing
TD-DFT52 calculations with the same functional and
basis set adopted for the minimization. For determina-
tion of the vertical excitations, TD-DFT calculations (in
the linear and quadratic response approximation) were
performed using the Dalton53 program.

RESULTS AND DISCUSSION

The experimental data collected for 1PN in the differ-
ent solvents are shown in Figure 2. The UV absorption of
1PN (Figure 2(a)) is characterized by two spectral bands
in the 200-340 nm region, while the emission spectrum
(Figure 2(b)) displays a non-structured profile centred at
344 nm. Spectroscopic information obtained by absorption
and fluorescence measurements are reported in Tables I and II
and they are in agreement with previously published results.54

The sensitivity of the 1PN spectroscopic properties to
solvent polarity has also been analysed. The absorption and
emission spectra in CHEX and ACN are comparable (Table I);
the negligible increase in the quantum yield (see Table II) ob-
served in the less polar solvent (CHEX) indicates that the ra-
diative relaxation is not significantly influenced by the nature
of the solvent.55

On the basis of the scarce sensitivity of the experimental
spectral features of 1PN to the solvent polarity, we decided
to use only ACN solvent for computationally reconstructing
and studying the spectroscopic behavior of solvated 1PN. ED
analysis of the semiclassical internal motions of this molecule

FIG. 2. Experimental spectra of absorption (a) and emission (b) of 1-PN in
the different solvents.
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TABLE I. Photophysical parameters of experimental absorption spectra of
1PN in different solvents.

Solvent λmax (nm) ε(λmax ) (103 M−1 cm−1)

Acetonitrile 225 ± 1 52.4 ± 0.3
289 ± 1 8.6 ± 0.1

Cyclohexane 226 ± 1 57.4 ± 0.2
289 ± 1 9.0 ± 0.1

in ACN as obtained by the MD simulation at 300 K provided
a single relevant conformational coordinate (associated with
the first essential eigenvector), basically corresponding to the
dihedral angle between the phenyl and naphthyl rings, which
was used to define the different accessible conformations and
related RCs. In Figure 3 we show the probability distribution
of the internal coordinates fluctuations onto the first ED eigen-
vector as obtained for the S0 and S1 MD trajectories, clearly
indicating that in both electronic states solvated 1PN under-
goes to large semiclassical configurational fluctuations dis-
tributed according to a Gaussian-like curve (correlation co-
efficient with a fitted Gaussian over 0.99 in both cases).

Such a harmonic-like fluctuation behavior is not surpris-
ing when considering, as in the present case, a single confor-
mational basin which is typically characterized by a roughly
quadratic free energy profile along the conformational
coordinate.

From both the ground state and first excited state sim-
ulations, we have then collected five RCs (providing five
conformations) of 1PN to be used for the TD-DFT unper-
turbed electronic states calculations furnishing the basis sets
for the PMM-MD calculations, as described in the Theoretical
Method section. In Figure 4 we report the calculated absorp-
tion spectra for the S0 → Si (i = 1, 2, . . . , 6) electronic vertical
transitions in the low-energy range (λ larger than 200 nm).

From the figure it is evident that the 1PN absorption
spectrum in the 220-380 nm range is largely due to the first
vertical excitation with only a limited contribution of all
the other considered excitations (the excitations beyond the
S0 → S6 do not contribute to the spectral line shape within
the considered frequency range).

Finally, in Figure 5 we explicitly compare the calculated
1PN absorption (panel (a)) and emission (panel (b)) spectra
with the corresponding experimental ones in ACN.

Remarkably, the calculated spectra reproduce almost ex-
actly both the absorption and emission λmax (see Table III) as
well as the corresponding spectral shapes. Only a slight over-
estimation of the intensity and width is present in the calcu-
lated absorption spectrum, probably due to the approximation

TABLE II. Photophysical parameters of experimental fluorescence spectra
for 1PN in different solvents. kr and knr are the radiative and non-radiative
relaxation rate constants and for such properties the relative uncertainty is
about 10%.

Solvent λmax (nm) Quantum yield kr (106 s−1) knr (106 s−1)

ACN 344 ± 1 0.23 ± 0.02 24.5 81.9
CHEX 342 ± 1 0.27 ± 0.03 22.5 60.8

FIG. 3. Probability distributions of the S0 and S1 MD trajectories in ACN
onto their first essential eigenvector.

FIG. 4. PMM-MD calculated absorption signals for the S0 → Si (i = 1, 2,
. . . , 6) electronic vertical transitions of 1PN in ACN; the bold solid line is the
total absorption signal as obtained from the sum of the other curves.

FIG. 5. Experimental and theoretical data for absorption (a) and emission
(b) of 1PN in ACN.
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TABLE III. Summary of spectral parameters from experimental and theo-
retical absorption and fluorescence signals for 1PN in ACN.

Absorption
Absorption ε(λmax ) Emission
λmax (nm) (103 M−1 cm−1) λmax (nm) 1/kr (ns)

Experimental 289 ± 1 8.6 ± 0.1 344 ± 1 40.8 ± 4.0
Theoretical 291 ± 1 11.103 ± 0.018 344 ± 1 47.67 ± 0.12

of treating all the vibrational effects in terms of semiclas-
sical degrees of freedom (see the Theoretical Method sec-
tion), while the calculated fluorescence spectrum also repro-
duces almost exactly the experimental width (for the emission
spectra we considered, as usual, a normalized intensity). As
described in the Theoretical Method section the present ap-
proach is equivalent to assume always a unitary overlap inte-
gral for the vibrational wavefunctions involved in the vibronic
transitions, thus possibly providing an overestimation of the
spectral intensity. In general the lack of summation of the
vertical vibronic signal with the other non-negligible vibronic
transition signals partially compensates such an approxima-
tion, which hence typically provides a slight overestimation
of the spectral signal.

Interestingly, the calculated radiative rate constant fairly
well reproduces the experimental value (see Table III) indi-
cating that also the emission spectrum intensity is rather well
reproduced by the model.

CONCLUSIONS

In this article we described a general and efficient
theoretical-computational approach, based on the PMM-MD
method, to model in detail the complete absorption and emis-
sion spectra of a chromophore in condensed phase systems,
including in the calculations the vibrational and conforma-
tional effects. The basic approximation used in the model is
to consider all the chromophore atomic coordinates as semi-
classical degrees of freedom, hence allowing to reconstruct
the full spectroscopic signal by using the electronic vertical
transitions at each possible chromophore-environment config-
uration. In this paper we also showed that when the vertical
vibronic transition largely overlaps the other non-negligible
vibronic transitions, as for the model system (1PN) utilized
in this work, the theoretical model proposed fairly well repro-
duces the vibronic absorption or emission spectrum as well as
the main related properties (e.g., the radiative rate constant).
For chromophores involving relevant quantum-vibrational ef-
fects such as significant vibronic transitions well separated
from the vertical one as it may occur for rigid and weakly
interacting molecules, the present approach is obviously inac-
curate and an explicit, although still approximated, modeling
of the vibrational quantum states involved in the vibronic tran-
sitions must be used (in a future work we will address such an
issue). Finally, this approach provides for the first time within
the PMM-MD framework, a rigorous procedure to treat emis-
sion processes to be used in reconstructing the fluorescence
spectra and related observables often representing the essen-

tial experimental information to characterize complex molec-
ular systems.
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