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Abstract. Let δ(t) denote the Dirac delta function. We show how,
when the renormalization constant c > 0 in δ2(t) = c δ(t) is large
or approaches +∞, the commutation relations for the Renormalized
Powers of Quantum White Noise (RPQWN) can be truncated to yield
either the Heisenberg Canonical Commutation Relations (CCR) or the
Renormalized Square of White Noise (RSWN) commutation relations
of [18], parametrized by the order of the white noise functionals. The,
still open, problem of choosing a renormalization of the powers of the
delta function that will lead to a Fock representation of the RPQWN
commutation relations is described.

1. Introduction

The standard boson white noise Lie algebra is defined by its gener-
ators, bt, b

†
s, 1 (central element) satisfying the (first order white noise)

commutation relations

[bt, b
†
s] = δ(t− s) · 1

and

[b†t , b
†
s] = [bt, bs] = 0

where t, s ≥ 0 and δ(t) is the Dirac delta function. The, so called,

Hida white noise functionals bt and b†t can be rigorously defined as
follows: Let L2

sym(Rn) denote the space of square integrable functions
on Rn symmetric under permutation of their arguments, and let F :=⊕∞

n=0 L
2
sym(Rn) where if ψ := {ψ(n)}∞n=0 ∈ F , then ψ(0) ∈ C, ψ(n) ∈

L2
sym(Rn) and

‖ψ‖2 = ‖ψ(0)‖2 +
∞∑
n=1

∫
Rn

|ψ(n)(s1, . . . , sn)|2ds1 . . . dsn

The subspace of vectors ψ = {ψ(n)}∞n=0 ∈ F with ψ(n) = 0 for almost
all n will be denoted by D0. Denote by S ⊂ L2(Rn) the Schwartz space
of smooth functions decreasing at infinity faster than any polynomial
and let D := {ψ ∈ F |ψ(n) ∈ S,

∑∞
n=1 n|ψ(n)|2 < ∞}. For each t ∈ R

define the linear operator bt : D → F by

(btψ)(n)(s1, . . . , sn) :=
√
n+ 1ψ(n+1)(t, s1, . . . , sn)

and the operator valued distribution (cf. [18] for details) b+t by
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(b+t ψ)(n)(s1, . . . , sn) :=
1√
n

n∑
i=1

δ(t− si)ψ(n−1)(s1, . . . , ŝi, . . . , sn)

where ˆ denotes omission of the corresponding variable. The possibil-
ity of giving a meaning to the higher powers of white noise, i.e. to the

symbolic expressions bnt , b
†
s
k
, where n, k ∈ {0, 1, 2, ....} is an old problem

of quantum field theory which has been the subject of recent research
activity (see e.g [3],[4], [14], [16]). For n, k ∈ {0, 1, 2, ...} we will intro-
duce the notation εn,k := 1− δn,k, where δn,k is Kronecker’s delta, and
use ”falling” factorial powers x(y) defined by x(y) = x(x−1) · · · (x−y+1)
with x(0) = 1.

Lemma 1. For l ∈ N let δl(t− s) denote the formal l–th power of the
δ–function (δ0 := 1). For all t, s ∈ R+ and n, k ≥ 0,

[bnt , b
†
s
k
] = εn,0εk,0

∑
l≥1
(
n
l

)
k(l) b†s

k−l
bn−lt δl(t− s)(1.1)

Proof. We will let k be arbitrary and use induction on n. The cases
n = 0 and/or k = 0 are obvious. For n = 1 and k > 0 we have
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[bt, b
†
s

k
] = btb

†
s

k − b†s
k
bt

= btb
†
sb
†
s

k−1 − b†s
k
bt

=
(
b†sbt + δ(t− s)

)
b†s
k−1 − b†s

k
bt

= b†sbtb
†
s

k−1
+ δ(t− s)b†s

k−1 − b†s
k
bt

= b†sbtb
†
sb
†
s

k−2
+ δ(t− s)b†s

k−1 − b†s
k
bt

= b†s
(
b†sbt + δ(t− s)

)
b†s
k−2

+ δ(t− s)b†s
k−1 − b†s

k
bt

= b†s
2
btb
†
s

k−2
+ δ(t− s)b†s

k−1
+ δ(t− s)b†s

k−1 − b†s
k
bt

= b†s
2
btb
†
s

k−2
+ 2δ(t− s)b†s

k−1 − b†s
k
bt

= b†s
2
btb
†
sb
†
s

k−3
+ 2δ(t− s)b†s

k−1 − b†s
k
bt

= b†s
2 (
b†sbt + δ(t− s)

)
b†s
k−3

+ 2δ(t− s)b†s
k−1 − b†s

k
bt

= b†s
3
btb
†
s

k−3
+ 3δ(t− s)b†s

k−1 − b†s
k
bt

...

= b†s
k
bt + kδ(t− s)b†s

k−1 − b†s
k
bt

= kδ(t− s)b†s
k−1

=
∑
l≥1

(
1

l

)
k(l) b†s

k−l
b1−lt δl(t− s).

Thus (1.1) is true for n = 1. Suppose that it is true for n = m. We
will show that it is true for n = m+ 1. We have
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bm+1
t b†s

k
= btb

m
t b
†
s

k

= bt

(
b†s
k
bmt +

∑
l≥1

(
m

l

)
k(l) b†s

k−l
bm−lt δl(t− s)

)

= b†s
k
bm+1
t + kb†s

k−1
bmt δ(t− s) +

∑
l≥1

(
m

l

)
k(l) bt b

†
s

k−l
bm−lt δl(t− s)

= b†s
k
bm+1
t + kb†s

k−1
bmt δ(t− s) +

∑
l≥1

(
m

l

)
k(l) (b†s

k−l
bt

+ (k − l)b†s
k−l−1

δ(t− s))bm−lt δl(t− s)

= b†s
k
bm+1
t + kb†s

k−1
bmt δ(t− s) +

∑
l≥1

(
m

l

)
k(l) b†s

k−l
bm−l+1
t δl(t− s)

+
∑
l≥1

(
m

l

)
k(l)(k − l) b†s

k−l−1
bm−lt δl+1(t− s)

which, upon letting L = l + 1 in the last sum, becomes

= b†s
k
bm+1
t + kb†s

k−1
bmt δ(t− s) +

∑
l≥1

(
m

l

)
k(l) b†s

k−l
bm−l+1
t δl(t− s)

+
∑
L≥2

(
m

L− 1

)
k(L−1)(k − L+ 1) b†s

k−L
bm−L+1
t δL(t− s)

= b†s
k
bm+1
t + kb†s

k−1
bmt δ(t− s) +mkb†s

k−1
bmt δ(t− s)

+
m∑
l=2

((
m

l

)
+

(
m

l − 1

))
k(l) b†s

k−l
bm−l+1
t δl(t− s)

+ k(m)(k −m)b†s
k−m−1

δm(t− s)
= b†s

k
bm+1
t + (m+ k)b†s

k−1
bmt δ(t− s)

+
m∑
l=2

((
m

l

)
+

(
m

l − 1

))
k(l) b†s

k−l
bm−l+1
t δl(t− s)

+ k(m+1)b†s
k−m−1

δm(t− s)

Using
(
m
l

)
+
(
m
l−1

)
=
(
m+1
l

)
this becomes
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= b†s
k
bm+1
t + (m+ 1)kb†s

k−1
bmt δ(t− s)

+
m∑
l=2

(
m+ 1

l

)
k(l) b†s

k−l
bm−l+1
t δl(t− s)

+ k(m+1)b†s
k−m−1

δm(t− s)

= b†s
k
bm+1
t +

∑
l≥1

(
m+ 1

l

)
k(l) b†s

k−l
bm−l+1
t δl(t− s).

�

Lemma 2. For all t, s ∈ R+ and n, k,N,K ≥ 0,

b†t
n
bkt b

†
s
N
bKs =(1.2)

b†t
n
b†s
N
bkt b

K
s + εk,0εN,0

∑
l≥1
(
k
l

)
N (l) b†t

n
b†s
N−l

bk−lt bKs δ
l(t− s)

Proof.

b†t
n
bkt b
†
s

N
bKs = b†t

n
(bkt b

†
s

N
)bKs

= b†t
n
(

[bkt , b
†
s

N
] + b†s

N
bkt

)
bKs

= b†t
n

(
εk,0εN,0

∑
l≥1

(
k

l

)
N (l) b†s

N−l
bk−lt δl(t− s) + b†s

N
bkt

)
bKs

= εk,0εN,0
∑
l≥1

(
k

l

)
N (l) bnt b

†
s

N−l
bk−lt bKs δ

l(t− s) + bnt b
†
s

N
bkt b

K
s

= εk,0εN,0
∑
l≥1

(
k

l

)
N (l) bnt b

†
s

N−l
bk−lt bKs δ

l(t− s) + b†t
n
b†s
N
bkt b

K
s

�

Lemma 3. For all t, s ∈ R+ and n, k,N,K ≥ 0

[b†t
n
bkt , b

†
s
N
bKs ] =(1.3)

εk,0εN,0
∑

l≥1
(
k
l

)
N (l) b†t

n
b†s
N−l

bk−lt bKs δ
l(t− s)

−εK,0εn,0
∑

L≥1
(
K
L

)
n(L) b†s

N
b†t
n−L

bK−Ls bkt δ
L(t− s)
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Proof. The first term on the right hand side of (1.2) is

b†t
n
b†s
N
bkt b

K
s = b†s

N
b†t
n
bKs b

k
t

= b†s
N
(

[b†t
n
, bKs ] + bKs b

†
t

n
)
bkt

= b†s
N
(
−[bKs , b

†
t

n
] + bKs b

†
t

n
)
bkt

= b†s
N

(
−εn,0εK,0

∑
l≥1

(
K

l

)
n(l) b†t

n−l
bK−ls δl(t− s) + bKs b

†
t

n

)
bkt

= −εn,0εK,0
∑
l≥1

(
K

l

)
n(l) b†s

N
b†t
n−l

bK−ls bkt δ
l(t− s) + b†s

N
bKs b

†
t

n
bkt

from which (1.3) follows by substituting into (1.2). �

For reasons explained in the following section, Accardi, Volovich and
Lu introduced in [18] the renormalization

(1.4) δ2(t− s) = c · δ(t− s)

where c > 0 is an arbitrary real number. This particular renormal-
ization of the square of the delta function turned out to be very fruitful
in relation to the study of the squares of the Hida white noise func-
tionals (cf. [2], [7], [19],[20] ). It has found applications to quantum
optics and to the control of quantum systems described by quantum
stochastic differential equations ([8]-[13],[21]-[25]). For a test function
f : R→ C we define the symbols

Bn
k (f) =

∫
R
f(s) b†s

n
bks ds

with involution

(Bn
k (f))∗ = Bk

n(f̄)

and with

B0
0(f) =

∫
R
f(s) ds 1

which implies

B0
0(ḡf) =

∫
R
ḡ(s) f(s) ds 1 =< g, f > 1
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where < g, f > is the usual L2 inner product and 1 is the identity
operator. The renormalization formula (1.4) has the obvious general-
ization

(1.5) δn(t− s) = cn−1 · δ(t− s)
where n ≥ 2. Multiplying both sides of (1.3) by f(t)ḡ(s) and formally

integrating the resulting identity (i.e. taking
∫ ∫

. . . dsdt), we obtain
the commutation relations

[BN
K (ḡ), Bn

k (f)](1.6)

=
∑K∧n

L=1 bL(K,n)BN+n−L
K+k−L (ḡf)−

∑k∧N
l=1 bl(k,N)BN+n−l

K+k−l (ḡf)

=
∑(K∧n)∨(k∧N)

L=1 θL(N,K;n, k) cL−1BN+n−L
K+k−L (ḡf)

where

bx(y, z) := εy,0 εz,0

(
y

x

)
z(x) cx−1,

n, k,N,K ∈ {0, 1, 2, ...} and

θL(N,K;n, k) := εL,0

(
εK,0 εn,0

(
K

L

)
n(L) − εk,0 εN,0

(
k

L

)
N (L)

)
.

In particular (1.6) contains the Heisenberg or Canonical Commuta-
tion Relations (CCR) of [28], namely

[B0
1(ḡ), B1

0(f)] =< g, f >

and

[B0
1(ḡ), B1

1(f)] = B0
1(ḡf), [B1

1(ḡ), B1
0(f)] = B1

0(ḡf),

as well as the commutation relations of the Renormalized Square of
White Noise (RSWN) of [18], i.e

[B0
2(ḡ), B2

0(f)] = 4B1
1(ḡf) + 2c < g, f >

and

[B1
1(ḡ), B0

2(f)] = −2B0
2(ḡf), [B1

1(ḡ), B2
0(f)] = 2B2

0(ḡf).

From the point of view of Probability Theory, the Heisenberg com-
mutation relations lead to Brownian Motion and the Poisson process
([28]). The Renormalized Square of White Noise (RSWN) Lie algebra,
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on the other hand, leads to the Gamma process and the Meixner poly-
nomials ([1], [15],[6]). The generalized renormalization formula (1.5)
and the commutation relations (1.6) have been the focus of recent ef-
forts aiming at examining the possibility of existence of a Fock space
representation for the Lie algebra associated with the higher powers of
the white noise functionals ([3],[4], [16]). This amounts to establishing
the positive semi-definiteness of the kernel

〈BKN
0 (fN) . . . BK1

0 (f1)Φ, B
nM
0 (gM) . . . Bn1

0 (g1)Φ〉
where fi, gj ∈ H are suitably chosen test functions (containing

the characteristic functions of intervals), Ki, nj ∈ N ∪ {0} for all
i = 1, 2, ..., N , j = 1, 2, ...,M , and Φ is the Fock vacuum vector de-
fined by

B0
kΦ = 0 ; ∀ k ∈ N

Bh
kΦ = 0 ; ∀ k > 0, h ≥ 0.

So far, most results have been in the direction of non-existence of a
Fock representation. The main counter-example is that if a common
Fock representation of the Bn

k existed, one should be able to define
inner products of the form

< (aB2n
0 (χI) + b (Bn

0 (χI))
2)Φ, (aB2n

0 (χI) + b (Bn
0 (χI))

2)Φ >

where a, b ∈ R and I is an arbitrary interval of finite measure µ(I).
Using the notation < x >=< Φ, xΦ > this amounts to the positive
semi-definiteness of the quadratic form

a2 < B0
2n(χI)B

2n
0 (χI) > +2 a b < B0

2n(χI)(B
n
0 (χI))

2 > +a2 < (B0
n(χI))

2 (Bn
0 (χI))

2 >

or equivalently of the matrix

A =

[
< B0

2n(χI)B
2n
0 (χI) > < B0

2n(χI) (Bn
0 (χI))

2 >
< B0

2n(χI) (Bn
0 (χI))

2 > < (B0
n(χI))

2 (Bn
0 (χI))

2 >

]
.

Using the commutation relations (1.6) we find that

A =

 (2n)!c2n−1µ(I) (2n)!c2n−2µ(I)

(2n)!c2n−2µ(I) 2(n!)2c2n−2µ(I)2 + ((2n)!− 2(n!)2)c2n−3µ(I)

 .
A is a symmetric matrix, so it is positive semi-definite if and only if

its minors are non-negative. The minor determinants of A are
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d1 = (2n)!c2n−1µ(I) ≥ 0

and

d2 = 2c4(n−1)µ(I)2(n!)2(2n)!(c µ(I)− 1) ≥ 0⇔ µ(I) ≥ 1

c
.

Thus the interval I cannot be arbitrarily small. The counter-example
extends to the q-deformed case

bt b
†
s − q b†s bt = δ(t− s)

where q ∈ (−1, 1), q 6= 0. As it turns out,

µ(I) ≥ 1

c
is a universal sort of bound for these ”no-go” theorems ([3], [4],[5],

[6], [15], [16]). The problem of choosing a good renormalization of
the powers of the delta function, that is, one that will lead to a Fock
representation of the operator commutation relations obtained by mul-
tiplying both sides of (1.3) by the product of test functions f(t)ḡ(s)
and integrating the resulting identity, is therefore still open and very
challenging. It is also very interesting to see what kind of probability
distributions one could obtain in this way. In this paper we will show
how by suitably truncating the commutation relations (1.6) we can be
reduced to either the Heisenberg (CCR) or the Renormalized Square
of White Noise (RSWN) commutation relations, which are known to
admit a Fock representation.

2. The Renormalized Square Of The Dirac Delta
Function

It is well known ([26]) that the square of the Dirac delta function can-
not be rigorously defined as a generalized function. Accardi, Volovich
and Lu renormalized the square of the Dirac delta function in [18] mo-
tivated as follows: Let S = S(R) be the Schwartz space on the real
line, let

S0 = {φ ∈ S : φ(0) = 0} = {xψ(x) : ψ ∈ S}
and, for n ∈ {1, 2, ...} define

fn(x) =

{
n
2

if − 1
n
≤ x ≤ 1

n
0 otherwise.

For all φ ∈ S,
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limn→+∞
∫
R fn(x)φ(x) dx = limn→+∞

n
2

∫ 1
n

− 1
n

φ(x) dx

= limn→+∞
1
2

∫ 1

−1 φ( 1
n
y) dy = φ(0)

where we have used the substitution x = 1
n
y, and so

lim
n→+∞

fn(x) = δ(x)

in the sense of generalized functions. To give a meaning to δ2(x) we
notice that for φ ∈ S0

limn→+∞
∫
R f

2
n(x)φ(x) dx = limn→+∞

n2

4

∫ 1
n

− 1
n

xψ(x) dx

= limn→+∞
1
4

∫ 1

−1 y ψ( 1
n
y) dy = 1

4
ψ(0)

∫ 1

−1 y dy = 0

thus, as a distribution on S0,

lim
n→+∞

f 2
n(x) = 0.

Let F be an extension of limn→+∞ f 2
n(x) to all of S. For any φ ∈ S

we have

(2.1) φ(x) = φ(x)− φ(0)ψ(x) + φ(0)ψ(x)

where ψ ∈ S is arbitrary with ψ(0) = 1. Since φ(x)−φ(0)ψ(x) ∈ S0
and F is zero as a distribution on S0, applying F to both sides of (2.1)
we obtain

F (φ) = φ(0)F (ψ)(2.2)

which is satisfied by

F = c · δ
i.e

δ2 = c · δ
where c ∈ C is arbitrary.
In the remaining part of this section we provide some formal calcu-

lations which indicate that the renormalization constant c should be
somehow allowed to go to infinity or, at least, be thought of as a ”very
large” positive number: From (2.2) we see that the renormalization
constant c could be taken to be equal to
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c =< F,ψ >:= F (ψ) =

∫
R
F (s)ψ(s) ds

where F = δ2 and ψ ∈ S is arbitrary, but such that

ψ(0) = 1.

This choice of c has only one possible value, namely, c = +∞. To
see this, let {fn}+∞n=1 be any sequence that can be used to define the
delta function. For such a sequence we have

lim
n→+∞

fn(0) = +∞.

Therefore,

c =< F,ψ >=< δ2, ψ >= limn→+∞ < fn δ, ψ >

= limn→+∞ < δ, fn ψ >= limn→+∞ fn(0)ψ(0) = +∞ · 1 = +∞.
A different approach, based on distributions with compact support,

is the following: We know ([27]) that every distribution with support
{0} can be written as a linear combination of the Dirac delta function
and its derivatives. Therefore

δ2 =
∑
α≤N

cα · δ(α)

for some N ≥ 0 where ([27])

cα =
(−1)α

α!
< δ2, xα ψ >,

and ψ ∈ C∞0 (R) with ψ(x) = 1 for |x| < 1/2 and ψ(x) = 0 for
|x| > 1. Since, for any delta-sequence {fk}+∞k=1

< δ2, xα ψ >= limk→+∞ < fk δ, x
α ψ >= limk→+∞ < δ, fk x

α ψ >

= limk→+∞ fk(0) · 0 · ψ(0) = +∞ · 0 · 1 = 0

for α > 0, where we have used the convention 0 ·+∞ = 0, while for
α = 0

< δ2, xα ψ >= limk→+∞ < fk δ, ψ >= limk→+∞ < δ, fk ψ >

= limk→+∞ fk(0) · ψ(0) = +∞ · 1 = +∞
it follows that,
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δ2 = c · δ
where c = +∞. In addition, since for the delta function, apart from

its pointwise properties, the fact that∫
R
δ(x) dx = 1

is very important, the following formal calculation also indicates that
c should be allowed to go to infinity or be considered to be a very large
positive number: Let H denote the Heaviside function. We know that
H ′ = δ. Then, we formally have

∫
R δ

2(x) dx =
∫
R δ(x) δ(x) dx =

∫
R H

′(x) δ(x) dx

= H(x) δ(x)|x=+∞
x=−∞ −

∫
R H(x) δ′(x) dx

= H(+∞) δ(+∞)−H(−∞) δ(−∞)−
∫ +∞
0

δ′(x) dx

= 0− (δ(+∞)− δ(0)) = δ(0).

Since

δ2 = c δ,

we have ∫
R
δ2(x) dx =

∫
R
c δ(x) dx

and so

δ(0) = c

∫
R
δ(x) dx = c · 1

which implies that

c = δ(0).

3. Heisenberg Type Commutators Associated With The
RPQWN

Definition 1. For n, k,N,K ∈ {0, 1, 2, ...} with (K ∧n)∨ (k ∧N) ≥ 1
we define the commutator

[BN
K (ḡ), Bn

k (f)]∞ := lim
c→+∞

1

c(K∧n)∨(k∧N)−1 [BN
K (ḡ), Bn

k (f)]
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i.e [BN
K (ḡ), Bn

k (f)]∞ is the coefficient of the leading term c(K∧n)∨(k∧N)−1,
corresponding to the most singular term, i.e the highest power of δ, in
the expansion of [BN

K (ḡ), Bn
k (f)] as a polynomial in c. We should in-

terpret it as

BN
K (ḡ)Bn

k (f) = Bn
k (f)BN

K (ḡ) + [BN
K (ḡ), Bn

k (f)]∞

Proposition 1. For n ≥ 1,

[B0
n(ḡ), Bn

0 (f)]∞ = n! < g, f >,

and for all 1 ≤ k ≤ n,

[Bk
k(f̄), Bn

0 (g)]∞ = n(k)Bn
0 (f̄ g)

and

[B0
n(ḡ)), Bk

k(f)]∞ = n(k)B0
n(ḡf).

i.e B0
n, B

n
0 and Bk

k satisfy CCR type commutation relations with re-
spect to [·, ·]∞ .

Proof.

[B0
n(ḡ), Bn

0 (f)]∞

= θ(n∧n)∨(0∧0)(0, n;n, 0)B
0+n−(n∧n)∨(0∧0)
n+0−(n∧n)∨(0∧0)(ḡf)

= θn(0, n;n, 0)B0+n−n
n+0−n(ḡf) = n!B0

0(ḡf) = n! < g, f > .

Moreover,

[Bk
k(ḡ), Bn

0 (f)]∞

= θ(0∧k)∨(k∧n)(k, k;n, 0)B
k+n−(0∧k)∨(k∧n)
k+0−(0∧k)∨(k∧n) (ḡf)

= θk(k, k;n, 0)Bk+n−k
k+0−k (ḡf) = n(k)Bn

0 (ḡf)

from which by taking adjoints we find

[B0
n(f̄), Bk

k(g)]∞ = n(k)B0
n(f̄ g).

�

Corollary 1. For n ≥ 1, if

An(f) := B0
n(f), A†n(f) := Bn

0 (f), Λn(f) :=
n∑
k=1

Bk
k(f)

then
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[An(ḡ), A†n(f)]∞ = n! < g, f >

[Λn(ḡ), A†n(f)]∞ =

(
n∑
k=1

n(k)

)
A†n(ḡf)

and

[An(f̄),Λn(g)]∞ =

(
n∑
k=1

n(k)

)
An(f̄ g)

i.e An, A
†
n and Λn satisfy CCR type commutation relations with re-

spect to [·, ·]∞.

.

Proof. The proof follows from Proposition 1 and the linearity of [·, ·]∞.
�

The RPQWN commutator [BN
K (ḡ), Bn

k (f)] of (1.6) is a polynomial in
c of degree (K∧n)∨ (k∧N)−1. If c is very large, then [BN

K (ḡ), Bn
k (f)]

is dominated by the c(K∧n)∨(k∧N)−1 term which corresponds to B0
0 . We

can then obtain the Heisenberg commutation relations as follows.

Definition 2. For n, k,N,K ∈ {0, 1, 2, ...} with (K ∧n)∨ (k∧N) ≥ 1,
we define the commutator

[BN
K (ḡ), Bn

k (f)]1 :=

θ(K∧n)∨(k∧N)(N,K;n, k) c(K∧n)∨(k∧N)−1B
N+n−(K∧n)∨(k∧N)
K+k−(K∧n)∨(k∧N) (ḡf)

i.e [BN
K (ḡ), Bn

k (f)]1 is the leading term in the expansion of [BN
K (ḡ), Bn

k (f)]
as a polynomial in c. We should interpret it as

BN
K (ḡ)Bn

k (f) = Bn
k (f)BN

K (ḡ) + [BN
K (ḡ), Bn

k (f)]1

Proposition 2. For n ≥ 1,

[B0
n(ḡ), Bn

0 (f)]1 = n! cn−1 < g, f >,

[B1
1(f̄), Bn

0 (g)]1 = nBn
0 (f̄ g)

and

[B0
n(ḡ), B1

1(f)]1 = nB0
n(ḡf)
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i.e B0
n, B

n
0 and B1

1 satisfy CCR type commutation relations with re-
spect to [·, ·]1 .

Proof.

[B0
n(ḡ), Bn

0 (f)]1

= θ(n∧n)∨(0∧0)(0, n;n, 0) c(n∧n)∨(0∧0)−1B
0+n−(n∧n)∨(0∧0)
n+0−(n∧n)∨(0∧0)(ḡf)

= θn(0, n;n, 0) cn−1B0
0(ḡf) = n! cn−1B0

0(ḡf) = n! cn−1 < g, f >

and

[B1
1(ḡ), Bn

0 (f)]1

= θ(1∧n)∨(1∧0)(1, 1;n, 0) c(1∧n)∨(1∧0)−1B
1+n−(1∧n)∨(1∧0)
1+0−(1∧n)∨(1∧0) (ḡf)

= θ1(1, 1;n, 0) c0Bn
0 (ḡf) = nBn

0 (ḡf) = nBn
0 (ḡf)

from which by taking adjoints we obtain

[B0
n(f̄), B1

1(g)]1 = nB0
n(f̄ g).

�

4. Square Of White Noise Commutators Associated With
The RPQWN

Definition 3. For n, k,N,K ∈ {0, 1, 2, ...} with (K ∧n)∨ (k∧N) ≥ 1,
we define the commutator

[BN
K (ḡ), Bn

k (f)]2 :=

θ(K∧n)∨(k∧N)(N,K;n, k) c(K∧n)∨(k∧N)−1B
N+n−(K∧n)∨(k∧N)
K+k−(K∧n)∨(k∧N) (ḡf)

+θ(K∧n)∨(k∧N)−1(N,K;n, k) c(K∧n)∨(k∧N)−2B
N+n−(K∧n)∨(k∧N)+1
K+k−(K∧n)∨(k∧N)+1 (ḡf)

i.e [BN
K (ḡ), Bn

k (f)]2 is the sum of the two leading terms in the ex-
pansion of [BN

K (ḡ), Bn
k (f)] as a polynomial in c. We should interpret it

as

BN
K (ḡ)Bn

k (f) = Bn
k (f)BN

K (ḡ) + [BN
K (ḡ), Bn

k (f)]2

Proposition 3. For n ≥ 2,

[B0
n(ḡ), Bn

0 (f)]2 = n!
(
cn−1 < g, f > +n cn−2B1

1(ḡf)
)
,

[B1
1(ḡ), Bn

0 (f)]2 = nBn
0 (ḡf)

and



18

[B0
n(f̄), B1

1(g)]2 = nB0
n(f̄ g).

i.e B0
n, B

n
0 and B1

1 satisfy Renormalized Square of White Noise (RSWN)
type commutation relations with respect to [·, ·]2 .

Proof.

[B0
n(ḡ), Bn

0 (f)]2

= θ(n∧n)∨(0∧0)(0, n;n, 0) c(n∧n)∨(0∧0)−1B
0+n−(n∧n)∨(0∧0)
n+0−(n∧n)∨(0∧0)(ḡf)

+θ(n∧n)∨(0∧0)−1(0, n;n, 0) c(n∧n)∨(0∧0)−2B
0+n−(n∧n)∨(0∧0)+1
n+0−(n∧n)∨(0∧0)+1(ḡf)

= θn(0, n;n, 0) cn−1B0
0(ḡf) + θn−1(0, n;n, 0) cn−2B1

1(ḡf)

= n! cn−1B0
0(ḡf) + n · n! cn−2B1

1(ḡf)

= n! (cn−1B0
0(ḡf) + n cn−2B1

1(ḡf))

= n! (cn−1 < g, f > +n cn−2B1
1(ḡf))

and

[B1
1(ḡ), Bn

0 (f)]2 = θ(1∧n)∨(1∧0)(1, 1;n, 0) c(1∧n)∨(1∧0)−1B
1+n−(1∧n)∨(1∧0)
1+0−(1∧n)∨(1∧0) (ḡf)

+θ(1∧n)∨(1∧0)−1(1, 1;n, 0) c(1∧n)∨(1∧0)−2B
1+n−(1∧n)∨(1∧0)+1
1+0−(1∧n)∨(1∧0)+1 (ḡf)

= θ1(1, 1;n, 0) c0Bn
0 (ḡf) + θ0(1, 1;n, 0) c−1B1+n

1 (ḡf)

= nBn
0 (ḡf) + 0 = nBn

0 (ḡf)

from which by taking adjoints we obtain

[B0
n(f̄)), B1

1(g)]2 = nB0
n(f̄ g).

�
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