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QUANTIZATION OF POISSON GROUPS

Fabio Gavarini

Dipartimento di Matematica, Istituto G. Castelnuovo,
Università degli studi di Roma ”La Sapienza”

Abstract. Let Gτ be a connected simply connected semisimple algebraic group, endowed
with generalized Sklyanin-Drinfel’d structure of Poisson group; let Hτ be its dual Poisson

group. By means of quantum double construction and dualization via formal Hopf algebras,

we construct new quantum groups UMq,φ(h) — dual of UM
′

q,φ(g) — which yield infinitesimal

quantization of Hτ and Gτ ; we study their specializations at roots of 1 (in particular, their

classical limits), thus discovering new quantum Frobenius morphisms. The whole description
dualize for Hτ what was known for Gτ , completing the quantization of the pair (Gτ , Hτ ).

Introduction

”Dualitas dualitatum
et omnia dualitas”

N. Barbecue, ”Scholia”

Let G be a semisimple, connected, and simply connected affine algebraic group over
an algebraically closed field k of characteristic zero; we consider a family of structures
of Poisson group on G, indexed by a multiparameter τ , which generalize the Sklyanin-
Drinfel’d one. Then every such Poisson group Gτ has a dual Poisson group Hτ , and
gτ := Lie(Gτ ) and hτ := Lie(Hτ ) are Lie bialgebras dual of each other.

In 1985 Drinfel’d and Jimbo provided a quantization of U(g) = U(g0) , namely a Hopf
algebra UQ

q (g) over k(q), presented by generators and relations, with a k
[
q, q−1

]
–form UQ(g)

which for q → 1 specializes to U(g) as a Poisson Hopf coalgebra. This has been extended
to general parameter τ introducing multiparameter quantum groups UQ

q,φ(g) (cf. [R], [CV-
1], [CV-2]). Dually, one constructs a Hopf algebra F P

q [G] of matrix coefficients of UQ
q (g)

with a k
[
q, q−1

]
–form FP [G] which specializes to F [G], as a Poisson Hopf algebra, for

q → 1 ; in particular FP [G] is nothing but the Hopf subalgebra of ”functions” in F P
q [G]

which take values in k
[
q, q−1

]
when ”evaluated” on UQ(g) (in a word, the k

[
q, q−1

]
–integer

valued functions on UQ(g)). This again extends to general τ (cf. [CV-2]).
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So far the quantization only dealt with the Poisson group G (or Gτ ); the dual group H
is involved defining a different k

[
q, q−1

]
–form UP (g) (of a quantum group UP

q (g)) which
specializes to F [H] (as a Poisson Hopf algebra) for q → 1 (cf. [DP]), with generalization
to the multiparameter case possible again. Here sort of a ”mixing dualities” (Hopf duality
— among enveloping and function algebra — and Poisson duality — among dual Poisson
groups) occurs, which was described (in a formal setting) by Drinfel’d (cf. [Dr], §7), and
by Etingof and Kazhdan (cf. [EK-1], [EK-2]). This leads to consider the following: let
FQ
q [G] be the quantum function algebra dual of UP

q (g), and look at the ”dual” of UP (g)

within FQ
q [G], call it FQ[G], namely the Hopf algebra of k

[
q, q−1

]
–integer valued functions

on UP (g); then this should specialize to U(h) (as a Poisson Hopf coalgebra) for q → 1 ;
the same conjecture can be formulated in the multiparameter case too.

Our starting aim was to achieve this goal, i. e. to construct FQ
q [G] and its k

[
q, q−1

]
–form

FQ[G], and to prove that FQ[G] is a deformation of the Poisson Hopf coalgebra U(h). This
goal is succesfully attained by performing a suitable dualization of the quantum double
construction; but by the way, this leads to discover a new quantum group, which we call
UM
q (h), which is for U(h) what UM

q (g) is for U(g); in particular it has an integer form
UQ(h) which is a quantization of U(h), and an integer form UP (h) which is a quantization
of F∞[G] (the function algebra of the formal Poisson group associated to G ). Furthermore,
we exhibit a Hopf pairing between UM′

q (g) and UM
q (h) which gives a quantization of the

various pairings occurring among the algebras attached to the pair (G,H). Once again all
this extends to the multiparameter case. Thus in particular we provide a (infinitesimal)
quantization for a wide class of Poisson groups (the Hτ ’s); now, in the summer of 1995
(when the present work was already accomplished) a quantization of any Poisson group
was presented in [EK-1] and [EK-2]; but greatest generality implies lack of concreteness:
in contrast, our construction is extremely concrete; moreover, it allows specialization at
roots of 1, construction of quantum Frobenius morphisms, and so on (like for UQ(g) and
UP (g)), which is not possible in the approach of [EK-1], [EK-2].

Finally, a brief sketch of the main ideas of the paper. Our aim is to study the ”dual”
of a quantum group UM

q,φ(g) (M being a lattice of weights). First, we select as operation
of ”dualization” the most näıve one, namely taking the full linear dual (rather than the
usual — restricted — Hopf dual), the latter being a formal Hopf algebra (rather than a
common Hopf algebra). Second, as UM

q,φ(g) is a quotient of a quantum double DM
q,φ(g) :=

D
(
UM
q,φ(b−), U

M
q,φ(b+), πφ

)
, its linear dual UM

q,φ(g)
∗
embeds into DM

q,φ(g)
∗
. Third, since

DM
q,φ(g)

∼= UM
q,φ(b+)⊗UM

q,φ(b−) (as coalgebras) we have DM
q,φ(g)

∗ ∼= UM
q,φ(b+)

∗ ⊗̂UM
q,φ(b−)

∗

(as algebras), where ⊗̂ denotes topological tensor product. Fourth, since quantum Borel
algebras of opposite sign are perfectly paired their linear duals are suitable completions
of quantum Borel algebras again: thus we find a presentation of UM

q,φ(g)
∗
by generators

and relations which leads us to define UM
q,φ(h) := UM′

q,φ(g)
∗
(where M ′ depends on M ) and

gives us all claimed results; because of their construction we call the new objects UM
q,φ(h)

(multiparameter) quantum formal groups.

In contrast, we also present an alternative approach, yielding other new objects —
denoted by FM,∞

q,φ [G] — which we call (multiparameter) formal quantum groups; the similar
but different terminology reveals the fact that UM

q,φ(h) and F
M,∞
q,φ [G] provide two different

quantizations of the same classical objects U(hτ ) and F∞ [Gτ ], arising from two different
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ways of realizing F∞ [Gτ ].
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§ 1 The classical objects

1.1 Cartan data. Let A := (aij)i,j=1,...,n be a n × n symmetrizable Cartan matrix;

thus aij ∈ Z , aii = 2, aij ≤ 0 if i ̸= j, and there exists a vector (d1, . . . , dn) with relatively
prime positive integral entries di such that (diaij)i,j=1,...,n; is a symmetric positive definite
matrix. Define the weight lattice P to be the lattice with basis {ω1, . . . , ωn}; let P+ :=∑n
i=1 Nωi be the subset of dominant integral weights, αj :=

∑n
i=1 aijωi (j = 1, . . . , n) the

simple roots, Q :=
∑n
j=1 Zαj (⊂ P ) the root lattice, and Q+ :=

∑n
j=1 Nαj the positive

root lattice. Let W be the Weyl group associated to A, and let Π := {α1, . . . , αn} : then
R := W

(
Π
)

is the set of roots, R+ = R ∩ Q+ the set of positive roots; finally, we set
N := #(R+) (= |W |). Define bilinear pairings ⟨ | ⟩:Q × P → Z and ( | ):Q × P → Z
by ⟨αi|ωj⟩ = δij and (αi|ωj) = δijdi. Then (αi|αj) = diaij , giving a symmetric Z–valued
W–invariant bilinear form on Q such that (α|α) ∈ 2Z. For all α ∈ R+, let dα := (α|α)

2 ;
then dαi = di for all i = 1, . . . , n . We also extend the ( | ):Q × P → Z to a (non-
degenerate) pairing ( | ):QQ × QP → Q of Q–vector spaces by scalar extension, where
QT := Q ⊗Z T (T = Q,P ) : then restriction gives a pairing ( | ):P × P → Q (looking at

P as a sublattice of QQ ), which takes values in Z
[
D−1

]
, where D := det

(
(aij)

n
i,j=1

)
.

Given any pair of lattices (M,M ′), with Q ≤ M,M ′ ≤ QP , we say that they are dual
of each other if M ′ =

{
y ∈ QP

∣∣ ⟨M,y⟩ ⊆ Z
}
, M =

{
x ∈ QP

∣∣ ⟨x,M ′⟩ ⊆ Z
}
, the two

conditions being equivalent; then for any lattice M with Q ≤ M ≤ QP there exists a
unique dual lattice M ′ such that Q ≤ M ′ ≤ QP and ( | ):QP × QP → Q restricts to a
perfect pairing ( | ):M ×M ′ → Z ; in particular P ′ = Q and Q′ = P . In the sequel we
denote by {µ1, . . . , µn } and { ν1, . . . , νn } fixed Z–bases of M and M ′ dual of each other,
i. e. such that (µi|νj) = δij for all i, j = 1, . . . , n , and we set M+ :=M ∩ P+ .

In the following our constructions will work in general for the pairs of dual lattices
(P,Q) and (Q,P ); but in the simply laced case (in which ⟨ , ⟩ = ( , ) ) (M,M ′) will be
any pair of dual lattices.

1.2 The Poisson groups G and H. Let G be a connected simply-connected semisim-
ple affine algebraic group over an algebraically closed field k of characteristic 0. Fix a max-
imal torus T ≤ G and opposite Borel subgroups B±, with unipotent subgroups U± , such
that B+ ∩B− = T , and let g := Lie(G) , t := Lie(T ) , b± := Lie(B±) , n± := Lie(U±) ;
fix also τ := (τ1, . . . , τn) ∈ Qn such that (τi, αj) = −(τj , αi) for all i, j = 1, . . . , n : when
τ = (0, . . . , 0) we shall simply skip it throughout. Set K = G × G , define Gτ := G
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embedded in K as the diagonal subgroup, and define a second subgroup

Hτ :=
{(
u−t−, t+u+

) ∣∣∣u± ∈ U±, t± ∈ T, t−t+ ∈ exp
(
tτ
)} (

≤ B− ×B+ ≤ K
)

where tτ :=
∑n
i=1 k · h−αi+2τi ⊕ hαi+2τi ≤ t ⊕ t ≤ g ⊕ g = k := Lie(K) ; hence we have

hτ := Lie(Hτ ) = (n−, 0)⊕ tτ ⊕(0, n+) . The triple (K,G
τ ,Hτ ) is an algebraic Manin triple

(cf. [DP], §11), whose invariant form is defined as follows: first normalize the Killing form
( , ) on g so that short roots have square length 2; then define the form on k = g⊕ g by1⟨

x1 ⊕ y1, x2 ⊕ y2
⟩
:=

1

2
(y1, y2)−

1

2
(x1, x2) .

In general, if
(
k′, g′, h′

)
is any Manin triple, the bilinear form on k′ gives by restriction

a non-degenerate pairing ⟨ , ⟩: h′ ⊗ g′ → k which is a pairing of Lie bialgebras, that is⟨
x, [y1, y2]

⟩
=
⟨
δ(x), y1 ⊗ y2

⟩
,
⟨
[x1, x2], y

⟩
=
⟨
x1 ⊗ x2, δ(y)

⟩
where δ is the Lie cobracket; we shall call it Poisson pairing . In the present case we denote
it by πτP(h, g) := ⟨h, g⟩ ; it is described by

⟨f τi , fj⟩ = 0 ⟨f τi , hj⟩ = 0 ⟨f τi , ej⟩ = − 1
2 δijd

−1
i

⟨hτi , fj⟩ = 0 ⟨hτi , hj⟩ = aijd
−1
j = ajid

−1
i ⟨hτi , ej⟩ = 0

⟨eτi , fj⟩ = 1
2 δijd

−1
i ⟨eτi , hj⟩ = 0 ⟨eτi , ej⟩ = 0

(1.1)

where the f τs , hτs , eτs , resp. fs, hs, es, are Chevalley-type generators of hτ , resp. gτ ,
embedded inside k = g⊕ g , namely f τs = fs ⊕ 0 , hτs = h−αs+2τs ⊕ hαs+2τs , eτs = 0⊕ es ,
and fs = fs ⊕ fs , hs = hs ⊕ hs , es = es ⊕ es (see §§1.3–4 below).

1.3 The Poisson Hopf coalgebra U(gτ ). The universal enveloping algebra U(gτ ) =
U(g) can be presented as the associative k–algebra with 1 generated by elements , fi, hi,
ei (i = 1, . . . , n) (the Chevalley generators) satisfying Serre’s relations; it has a canonical
structure of Hopf algebra, given by ∆(x) = x ⊗ 1 + 1 ⊗ x, S(x) = −x, ϵ(x) = 0 for
x = fi, hi, ei ; finally, the Lie cobracket δ = δgτ : g

τ −→ gτ ⊗ gτ extends to a Poisson
cobracket δ:U(gτ ) −→ U(gτ ) ⊗ U(gτ ) (compatible with the Hopf structure) given by

δ(fi) = (αi+2τi|αi+2τi)
2 hαi+2τ ⊗ fi − (αi+2τi|αi+2τi)

2 fi ⊗ hαi+2τ , δ(hi) = 0 , δ(ei) =
(αi−2τi|αi−2τi)

2 hαi−2τ ⊗ ei − (αi−2τi|αi−2τi)
2 ei ⊗ hαi−2τ .

1.4 The Poisson Hopf coalgebra U(hτ ). From the very definition and the previous
presentation of U(gτ ) we get for U(hτ ) the following presentation. U(hτ ) is the associative
k–algebra with 1 generated by f τi , h

τ
i , e

τ
i (i = 1, . . . , n) with relations

hτi h
τ
j − hτj h

τ
i = 0 , eτi f

τ
j − f τj e

τ
i = 0

hτi f
τ
j − f τj h

τ
i = ⟨αi − 2τi, αj⟩ f τj , hτi e

τ
j − eτj h

τ
i = ⟨αi + 2τi, αj⟩ eτj

1−aij∑
k=0

(−1)
k

(
1− aij
k

)
(f τi )

1−aij−kf τj (f
τ
i )
k
= 0 (i ̸= j)

1−aij∑
k=0

(−1)
k

(
1− aij
k

)
(eτi )

1−aij−keτj (e
τ
i )
k
= 0 (i ̸= j)

(1.2)

1Warning: beware of the normalization of the invariant form of k, which is different from [DP].
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for all i, j = 1, . . . , n ; its natural Hopf structure is given by

∆(x) = x⊗ 1 + 1⊗ x , S(x) = −x , ϵ(x) = 0 (1.3)

for x = f τi ,h
τ
i , e

τ
i , and the co-Poisson structure δ = δhτ :U(hτ ) −→ U(hτ )⊗ U(hτ ) by

δ(f τi ) = di ·
(
h τi ⊗ f τi − f τi ⊗ h τi

)
+ 2 d−1

i ·
∑

α,β∈R+

ci,+α,β dαdβ ·
(
eτα ⊗ f τβ − f τβ ⊗ eτα

)
δ(h τi ) = 4 d−1

i ·
∑
γ∈R+

dγ (γ|αi) ·
(
eτγ ⊗ f τγ − f τγ ⊗ eτγ

)
(1.4)

δ(eτi ) = di ·
(
eτi ⊗ h τi − h τi ⊗ eτi

)
+ 2 d−1

i ·
∑

α,β∈R+

ci,−α,β dαdβ ·
(
f τβ ⊗ eτα − eτα ⊗ f τβ

)
with the eτγ ’s and the f τγ ’s given by

⟨
eτγ , fη

⟩
= +δγ,ηdγ

/
2 ,
⟨
eτγ , hi

⟩
= 0 ,

⟨
eτγ , eη

⟩
= 0 , and⟨

f τγ , fη
⟩
= 0 ,

⟨
f τγ , hi

⟩
= 0 ,

⟨
f τγ , eη

⟩
= −δγ,ηdγ

/
2 (fη and eη being root vectors in gτ ),

and the ci,±α,β ’s given by
[
fα, eβ

]
= ci,−α,β · fi ,

[
fα, eβ

]
= ci,+α,β · ei .

§ 2 Quantum Borel algebras and DRT pairings

2.1 Notations. For all s, n ∈ N , let (n)q := qn−1
q−1 (∈ k[q]) , (n)q! :=

∏n
r=1 (r)q,

(ns )q :=
(n)q !

(s)q !(n−s)q !
(∈ k[q]) , and [n]q :=

qn−q−n
q−q−1 (∈ k

[
q, q−1

]
) , [n]q! :=

∏n
r=1 [r]q, [

n
s ]q :=

:=
[n]q !

[s]q ![n−s]q !
(∈ k

[
q, q−1

]
) ; let qα := qdα for all α ∈ R+ , and qi := qαi . Let Q, P

be as in §1; we fix an endomorphism φ of the Q–vector space QP := Q ⊗Z P which is
antisymmetric — with respect to ( | ) — and satisfies the conditions

φ(Q) ⊆ Q ,
1

2
(φ(P ) | P ) ⊆ Z , 2AY A−1 ∈Matn(Z)

where, letting τi :=
1
2 φ(αi) =

∑n
j=1 yjiαj , we set Y := (yij)i,j=1,...,n; . We also define

τα := 1
2 φ(α) for all α ∈ R (so ταi = τi ). It is proved in [CV-1] that (idQP + φ) and

(idQP − φ) are isomorphisms: then we set r := (idQP + φ)
−1

, r := (idQP − φ)
−1

.

2.2 Quantum Borel algebras. From now on M will be any lattice such that Q ≤
M ≤ P ; then M ′ will be the dual lattice defined in §1.1, according to the conditions
therein. As in [CV-1], UM

q,φ(b−) , resp. U
M
q,φ(b+) , is the associative k(q)–algebra with 1

generated by Lµ (µ ∈M ), F1, . . . , Fn, resp. Lµ (µ ∈M ), E1, . . . , En, with relations

L0 = 1 , LµLν = Lµ+ν ,

LµFj = q−(αj |µ)FjLµ ,
∑

p+s=1−aij

(−1)
s

[
1− aij
s

]
qi

F pi FjF
s
i = 0

resp. LµEj = q+(αj |µ)EjLµ ,
∑

p+s=1−aij

(−1)
s

[
1− aij
s

]
qi

Epi EjE
s
i = 0

(2.1)
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for all i, j = 1, . . . , n and µ, ν ∈M ; both are Hopf algebras, with

∆φ(Fi) = Fi ⊗ L−αi−τi + Lτi ⊗ Fi , ϵφ(Fi) = 0 , Sφ(Fi) = −FiLαi
∆φ(Lµ) = Lµ ⊗ Lµ , ϵφ(Lµ) = 1 , Sφ(Lµ) = L−µ

∆φ(Ei) = Ei ⊗ Lτi + Lαi−τi ⊗ Ei , ϵφ(Ei) = 0 , Sφ(Ei) = −L−αiEi

for all i = 1, . . . , n , µ ∈ M . We also consider the subalgebras UM
q,φ(t) (generated by the

Lµ’s), Uq,φ(n−) (generated by the Fi’s), Uq,φ(n+) (generated by the Ei’s). In the sequel we
shall use the notation Kα := Lα , Mµ := Lµ , Λν := Lν (∀α ∈ Q,µ ∈M,ν ∈M ′ ) (and in
particular Ki := Kαi , Mi := Mµi Λi := Λνi ), and UM

≤ := UM
q,φ(b−) , U

M
≥ := UM

q,φ(b+) ,
UM
φ,0 := UM

q,φ(t) , U− := Uq,φ(n−) , U+ := Uq,φ(n+) . If φ = 0 we just skip it througout.

Finally, multiplication yields isomorphisms

UM

φ,≤
∼= Uφ,− ⊗ UM

φ,0
∼= UM

φ,0 ⊗ Uφ,− , UM

φ,≥
∼= Uφ,+ ⊗ UM

φ,0
∼= UM

φ,0 ⊗ Uφ,+

2.3 DRT pairings. If H is any Hopf algebra, we let Hop be the same coalgebra with
opposite multiplication, and Hop the same algebra with opposite comultiplication.

From [CV-1], §3, there existe perfect (i. e. non-degenerate) pairings of Hopf algebras

πφ:
(
UM

φ,≤

)
op

⊗ UM′

φ,≥ −→ k(q) , πφ: U
M

φ,≤ ⊗
(
UM′

φ,≥

)op −→ k(q)

πφ:
(
UM

φ,≥

)
op

⊗ UM′

φ,≤ −→ k(q) , πφ: U
M

φ,≥ ⊗
(
UM′

φ,≤

)op −→ k(q)

πφ(Lµ, Lν) = q−(r(µ)|ν) , πφ(Lµ, Ej) = 0 , πφ(Fi, Lν) = 0 , πφ(Fi, Ej) = δij
q−(r(τi)|τi)(
q−1
i − qi

)
πφ(Lµ, Lν) = q+(r(µ)|ν) , πφ(Ei, Lν) = 0 , πφ(Lµ, Fj) = 0 , πφ(Ei, Fj) = δij

q+(r(τi)|τi)(
qi − q−1

i

)
These pairings were introduced by Drinfel’d, Rosso, Tanisaki, and others, whence we

shall call them DRT pairings. If π is any DRT pairing we shall also set ⟨x, y⟩π for π(x, y) .

2.4 PBW bases. Let N := #(R+) , and fix any total convex ordering (cf. [Pa]
and [DP], §8.2) α1, α2, . . . , αN of R+ : following Lusztig we can construct root vectors
Eαr , (r = 1, . . . , N ) as in [DP] or [CV-1] and get PBW bases of increasing ordered

monomials
{
Lµ ·

∏N
r=1 F

fr
αr

∣∣∣µ ∈M ; f1, . . . , fN ∈ N
}

for UM
φ,≤ and

{
Lµ ·

∏N
r=1E

er
αr

∣∣∣µ ∈

M ; e1, . . . , eN ∈ N
}

for UM
φ,≥ or similar PBW bases of decreasing ordered monomials; the

same construction also provide PBW bases for U−, U
M
0 , and U+.

Now, for every monomial E in the Ei’s, let s(E) := 1
2 φ(wt(E)), r(E) :=

1
2 r(φ(wt(E))),

r(E) := 1
2 r(φ(wt(E))) , where wt(E) denotes the weight of E (Ei having weight αi ), and

similarly for every monomial F in the Fi’s, (Fi having weight −αi ). Then
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πφ

(
1∏

r=N

F frαr ·Lµ,
1∏

r=N

Eerαr · Lν

)
=

= q
−
(
r(µ)−r(

∏1
r=N F fr

αr )
∣∣ν−s(∏1

r=N Eer
αr )

) N∏
r=1

δer,fr
[er]qαr! q

+(er2 )
αr(

q−1
αr − qαr

)er
πφ

(
Lµ·

1∏
r=N

Eerαr , Lν ·
1∏

r=N

F frαr

)
=

= q

(
r(µ)−r(

∏1
r=N Efr

αr )
∣∣ν−s(∏1

r=N F er
αr )

) N∏
r=1

δer,fr
[er]qαr! q

−(er2 )
αr(

qαr − q−1
αr
)er

(2.2)

gives the values of DRT pairings on PBW monomials (cf. [CV-1], Lemma 3.5, and [CV-2],
§1, up to normalizations). Now define modified root vectors Fφα := LταFα = FαLτα ,
Eφα := LταEα = EαLτα for all α ∈ R+ (and set Fφi := Fφαi , F

φ
i := Fφαi ). Then

πφ

(
1∏

r=N

(Fφαr )
fr · L(1+φ)(µ),

1∏
r=N

Eerαr · Lν

)
=

= q−(µ|ν−s(
∏1
r=N Eer

αr ))−
∑
h<k(fhταh |fkα

k) ·
N∏
r=1

δer,fr
[er]qαr! q

+(er2 )
αr(

q−1
αr − qαr

)er
πφ

(
L(1−φ)(µ) ·

1∏
r=N

(Eφαr )
er , Lν ·

1∏
r=N

F frαr

)
=

= q+(µ|ν−s(
∏1
r=N F er

αr ))+
∑
h<k(ehταh |ekα

k)
N∏
r=1

δer,fr
[er]qαr! q

−(er2 )
αr(

qαr − q−1
αr
)er

(2.3)

(cf. [C-V1], Lemma 3.5, and [C-V2], Proposition 1.9). In the sequel Uφ,−, resp. Uφ,+,
will be the k(q)–subalgebra of UM

φ,≤, resp. U
M
φ,≥, generated by the Fφi ’s, resp. by the Eφi ’s

(i = 1, . . . , n); these too have PBW bases of ordered monomials of modified root vectors.

2.5 Integer forms. Let X(m) := Xm
/
[m]qi! and

(
Y ;c
t

)
:=
∏t
s=1

qc−s+1
i Y−1

qsi−1 be the

so-called ”divided powers”; let UMφ,≤ be the k
[
q, q−1

]
–subalgebra of UM

φ,≤ generated by{
F

(m)
i ,

(
Mi;c
t

)
,M−1

i

∣∣∣∣m, c, t ∈ N; i = 1, . . . , n

}
. Then UMφ,≤ is a Hopf subalgebra of UM

φ,≤,

(cf. [CV-2]) having a PBW basis (as a k
[
q, q−1

]
–module) of increasing ordered monomials{

n∏
i=1

(
Mi; 0

ti

)
M

−Ent(ti/2)
i ·

N∏
r=1

F
(nr)
αr

∣∣∣∣ t1, . . . , tn, n1, . . . , nN ∈ N

}

and a similar PBW basis of decreasing ordered monomials; in particular UMφ,≤ is a k
[
q, q−1

]
–

form of UM
φ,≤. Similarly we define the Hopf subalgebra UMφ,≥ and locate PBW bases for it.
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Let Eαr :=
(
qαr − q−1

αr
)
Eαr , ∀ r = 1, . . . , N , and let UM

φ,≥ be the k
[
q, q−1

]
–subalgebra

of UP
φ,≥ generated by {Eα1 , . . . , EαN }∪ {M±

1 , . . . ,M
±
n } ; then (cf. [DKP], [DP]) UM

φ,≥ is a

Hopf subalgebra of UM
φ,≥, having a PBW basis (as a k

[
q, q−1

]
–module){

n∏
i=1

M ti
i ·

N∏
r=1

E
nr
αr

∣∣∣∣ t1, . . . , tn ∈ Z;n1, . . . , nN ∈ N

}
of increasing ordered monomials and a similar PBW basis of decreasing ordered monomials;
in particular UM

φ,≥ is a k
[
q, q−1

]
–form of UM

φ,≥ . The same procedure yields the definition
of the Hopf subalgebra UM

φ,≤ and provides PBW bases for it. The same integer forms
can also be constructed using modified root vectors instead of the usual ones, hence these
integer forms have also modified PBW bases of ordered monomials in the Mi’s and the
modified root vectors. Similar constructions and results hold for the algebras Uφ,−, U

M
φ,0,

Uφ,+, providing integer forms Uφ,−, Uφ,+, and so on. Finally, we have decompositions

UMφ,≤
∼= Uφ,− ⊗ UMφ,0

∼= UMφ,0 ⊗ Uφ,− , UMφ,≥
∼= Uφ,+ ⊗ UMφ,0

∼= UMφ,0 ⊗ Uφ,+

UM

φ,≤
∼= Uφ,− ⊗ UM

φ,0
∼= UM

φ,0 ⊗ Uφ,− , UM

φ,≥
∼= Uφ,+ ⊗ UM

φ,0
∼= UM

φ,0 ⊗ Uφ,+

2.6 k
[
q, q−1

]
–duality among integer forms. The very definitions and (2.3) imply

that integer forms of opposite ”fonts” (namely U or U ) are k
[
q, q−1

]
–dual of each other in

the following sense: for every DRT pairing, if we take U on one side, then the form U on
the other side coincides with the subset of all elements which paired with U give a value
in k

[
q, q−1

]
; and similarly reverting the roles of U and U . For instance

UMφ,0 =
{
y ∈ UM

φ,0

∣∣∣πφ(UM′

φ,0, y
)
⊆ k

[
q, q−1

] }
=
{
x ∈ UM

φ,0

∣∣∣πφ(x,UM′

φ,0

)
⊆ k

[
q, q−1

] }
UM

φ,0 =
{
y ∈ UM

φ,0

∣∣∣πφ(UM′

φ,0, y
)
⊆ k

[
q, q−1

] }
=
{
x ∈ UM

φ,0

∣∣∣πφ(x,UM′

φ,0

)
⊆ k

[
q, q−1

] }
Uφ,− =

{
x ∈ Uφ,−

∣∣∣πφ(x,Uφ,+) ⊆ k
[
q, q−1

] }
=
{
y ∈ Uφ,−

∣∣∣πφ(Uφ,+, y) ⊆ k
[
q, q−1

] }
UM

φ,≥ =
{
x ∈ UM

φ,≥

∣∣∣πφ(x,UM′

φ,≤

)
⊆ k

[
q, q−1

] }
=
{
y ∈ UM

φ,≥

∣∣∣πφ(UM′

φ,≤, y
)
⊆ k

[
q, q−1

] }

§ 3 The quantum group UM
q,φ(g)

3.1 The quantum double. Let H−, H+ be two arbitrary Hopf algebras on a ground
field (or ring) F , and let π:

(
H−
)
op

⊗ H+ → F be any arbitrary Hopf pairing. Then

Drinfel’d’s quantum double D = D
(
H−,H+, π

)
is the algebra T

(
H− ⊕H+

)/
R , where R

is the ideal of relations

1H− = 1 = 1H+ , x⊗ y = xy for x, y ∈ H+ or x, y ∈ H−∑
(x),(y)

π
(
y(2), x(2)

)
x(1) ⊗ y(1) =

∑
(x),(y)

π
(
y(1), x(1)

)
y(2) ⊗ x(2) for x ∈ H+, y ∈ H− .
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Then (cf. [DL], Theorem 3.6) D has a canonical structure of Hopf algebra such that
H−, H+ are Hopf subalgebras of it and multiplication yields isomorphisms of coalgebras

H+ ⊗H− ↪−→ D ⊗D
m−−−→D , H− ⊗H+ ↪−→ D ⊗D

m−−−→D . (3.1)

Now consider DM
q,φ(g) := D

(
UQ
φ,≤, U

M
φ,≥, πφ

)
; by definition, DM

q,φ(g) is generated by

Kα, Lµ, Fi, Ei — identified with 1⊗Kα, Lµ⊗1, 1⊗Fi, Ei⊗1 via DM
q,φ(g)

∼= UM
φ,≥⊗UQ

φ,≤

— (α ∈ Q, µ ∈M , i = 1, . . . , n), wile the relations defining R reduce to

KαLµ = LµKα , KαEj = q
+(αj |α)
i EjKα , LµFj = q

−(αj |µ)
i FjLµ

EiFj − FjEi = δij
Lαi −K−αi

qi − q−1
i

(3.2)

Finally, PBW bases of quantum Borel algebras provide PBW bases of DM
q,φ(g). In the

sequel we shall also use the notation DM := DM
q,φ(g) .

3.3 The quantum algebra UM
q,φ(g) . Let KMφ be the ideal of DM

q,φ(g) generated by

the elements L⊗ 1− 1⊗L , L ∈ UM
φ,0 ; K

M
φ is in fact a Hopf ideal, whence DM

q,φ(g)
/
KMφ is

a Hopf algebra. Then from above we get a presentation of UM
q,φ(g) := DM

q,φ(g)
/
KMφ : it is
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the associative k(q)–algebra with 1 given by generators Fi, Lµ, Ei and relations

L0 = 1 , LµLν = Lµ+ν = LνLµ , LµFi = q−(αj |µ)FiLµ , LµEi = q+(αj |µ)EiLµ

EiFh − FhEi = δih
Lαi − L−αi

qi − q−1
i

1−aij∑
k=0

(−1)k
[
1− aij
k

]
qi

E
1−aij−k
i EjE

k
i = 0,

1−aij∑
k=0

(−1)k
[
1− aij
k

]
qi

F
1−aij−k
i FjF

k
i = 0

(3.3)

(for all µ ∈M , i, j, h = 1, . . . , n with i ̸= j ) with the Hopf structure given by

∆φ(Fi) = Fi ⊗ L−αi−τi + Lτi ⊗ Fi , ϵφ(Fi) = 0 , Sφ(Fi) = −FiLαi
∆φ(Lµ) = Lµ ⊗ Lµ , ϵφ(Lµ) = 1 , Sφ(Lµ) = L−µ

∆φ(Ei) = Ei ⊗ Lτi + Lαi−τi ⊗ Fi , ϵφ(Ei) = 0 , Sφ(Fi) = −L−αiEi

(3.4)

For φ = 0 one recovers the usual one-parameter quantum enveloping algebras. Fi-

nally we let prM : DM
q,φ(g) −−−� DM

q,φ(g)
/
KMφ =: UM

q,φ(g) be the canonical Hopf algebra

epimorphism; we shall also use notation Kα := Lα, Mµ := Lµ, ∀α ∈ Q,µ ∈M .

3.4 Integer forms of UM
q,φ(g). Let UMφ (g) be the k

[
q, q−1

]
–subalgebra of UM

q,φ(g) gener-

ated by

{
F

(ℓ)
i ,

(
Mi;c
t

)
,M−1

i , E
(m)
i

∣∣∣∣ ℓ, c, t,m ∈ N; i = 1, . . . , n

}
; this is a Hopf subalgebra

of UM
q,φ(g) (cf. [DL], §3), with PBW basis (over k

[
q, q−1

]
){

1∏
r=N

E
(nr)
αr ·

n∏
i=1

(
Mi; 0

ti

)
M

−Ent(ti/2)
i ·

N∏
r=1

F
(mr)
αr

∣∣∣∣nr, ti,mr ∈ N,∀ r, i

}
;

this is also a k(q)–basis of UM
q,φ(g), hence UM(g) is a k

[
q, q−1

]
–form of UM

q,φ(g) .

Let UM
φ (g) be the k

[
q, q−1

]
–subalgebra of UM

q,φ(g) generated by (cf. [DP], §12){
Fα1 , . . . , FαN

}
∪
{
M±1

1 , . . . ,M±1
n

}
∪
{
Eα1 , . . . , EαN

}
;

this is a Hopf subalgebra of UP
q,φ(g), having a PBW basis (over k

[
q, q−1

]
){

1∏
r=N

E
nr
αr ·

n∏
i=1

M ti
i ·

N∏
r=1

F
mr
αr

∣∣∣∣ ti ∈ Z, nr,mr ∈ N,∀ i, r

}
;

the latter is also a k(q)–basis of UM
q,φ(g), hence UM

φ (g) is a k
[
q, q−1

]
–form of UM

q,φ(g).
Like for quantum Borel algebras, the same forms can also be defined using modified

root vectors, hence they have also PBW bases of ordered monomials in the Mi’s and the
modified root vectors.

3.5 Specialization at roots of 1 and quantum Frobenius morphisms. When
dealing with specializations, if any scalar c ∈ k \ {0} is fixed then k is thought of as a
k
[
q, q−1

]
–algebra via k ∼= k

[
q, q−1

] /
(q − c) .
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Let ε be a primitive ℓ–th root of 1, for ℓ odd , ℓ > d := maxi {di}i , or ℓ = 1 . Then

we set UMε,φ(g) := UMφ (g)
/
(q − ε)UMφ (g)

∼= UMφ (g) ⊗k[q,q−1] k . When ℓ = 1 (i. e. ε = 1 )

it is well-known (cf. e. g. [CV-2] or [DL])2 that UM1,φ(g) is a Poisson Hopf coalgebra, and we

2This result is more general than in [loc. cit.]: it can be proved on the same lines of Theorem 7.2 below.



12 FABIO GAVARINI

have a Poisson Hopf coalgebra isomorphism

UM1,φ(g)
∼= U(gτ ) ; (3.5)

in a word, UMφ (g) specializes to U(gτ ) for q → 1 : in symbols, UMφ (g)
q→1−−−→ U(gτ ) .

When ℓ > 1 , from [CV-2], §3.2 (cf. also [Lu], [DL]) we have an epimorphism

Frgτ : U
M

ε,φ(g) −−−� UM1,φ(g)
∼= U(gτ ) (3.6)

of Hopf algebras defined by (recall that Mi := Lµi )

Frgτ :



F
(s)
i

∣∣∣
q=ε

7→ F
(s/ℓ)
i

∣∣∣
q=1

,
(
Mi;0
s

)∣∣∣∣
q=ε

7→
(
Mi;0
s/ℓ

)∣∣∣∣
q=1

, E
(s)
i

∣∣∣
q=ε

7→ E
(s/ℓ)
i

∣∣∣
q=1

if ℓ
∣∣∣s

F
(s)
i

∣∣∣
q=ε

7→ 0,
(
Mi;0
s

)∣∣∣∣
q=ε

7→ 0, E
(s)
i

∣∣∣
q=ε

7→ 0 otherwise

M−1
i

∣∣∣
q=1

7→ 1

(3.7)

If φ = 0 — whence τ = 0 — and ℓ = p is prime, it is shown in [Lu], §8.15, that
Frg0 (for M = Q ) can be regarded as a lifting of the Frobenius morphism GZp → GZp to
characteristic zero; for this reason, we refer to Frgτ as a quantum Frobenius morphism.

Similarly, we set UM
ε,φ(g) := UM

φ (g)
/
(q − ε)UM

φ (g) ∼= UM
φ (g)⊗k[q,q−1] k ; when ℓ = 1 it

is known (cf. [DP], Theorem 12.1, and [DKP], Remark 7.7 (c) ) that

UM

1,φ(g)
∼= F [Hτ

M ] (3.8)

as Poisson Hopf algebras over k : here Hτ
M is the connected Poisson group with tangent

Lie bialgebra hτ — defined in §1.2 — and M the character group of a maximal torus. In a

word, UM
φ (g) specializes to F [Hτ

M ] as q → 1 , or UM
φ (g)

q→1−−−→ F [Hτ
M ] . When ℓ > 1 , from

[DKP], §§7.6–7 we record the existence of a Hopf algebra monomorphism

Frgτ : F [Hτ
M ] ∼= UM

1,φ(g) ↪−−−→ UM

ε,φ(g) (3.9)

(cf. also [DP] for the one-parameter case) defined by (α ∈ R+ , µ ∈M )

Frgτ : Fα

∣∣∣
q=1

7→ Fα
ℓ
∣∣∣
q=ε

, Lµ

∣∣∣
q=1

7→ Lµ
ℓ
∣∣∣
q=ε

, Eα

∣∣∣
q=1

7→ Eα
ℓ
∣∣∣
q=ε

(3.10)

Again, we refer to Frgτ as a quantum Frobenius morphism: if φ = 0 and ℓ = p is
prime it is a lifting of the Frobenius morphism HZp → HZp to characteristic zero3.

3Here HZp denotes the Chevalley-type group-scheme over Zp associated to H
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§ 4 Quantum function algebras

4.1 The quantum function algebras FM
q,φ[B±]. Let FM

q,φ[B±] be the quantum func-

tion algebra relative to UM′
q,φ(b±), defined as the algebra of matrix coefficients of positive4

finite dimensional representations of UM′
q,φ(b±). Then F

M
q,φ[B±] is a Hopf algebra, which we

call dual of UM′
q,φ(b±) for there is a perfect Hopf pairing (evaluation) among them; in fact

FM
q,φ[B±] is a Hopf subalgebra of UM′

q,φ(b±)
◦
(the — restricted — Hopf dual of UM′

q,φ(b±), in
the sense of [SW], ch. VI). The DRT pairings provide Hopf algebra isomorphisms

FM

q,φ[B+] ∼=
(
UM′

φ,≤

)
op
, FM

q,φ[B−] ∼=
(
UM′

φ,≥

)
op

(4.1)

induced by the pairing πφ , resp. πφ ; by means of these, the DRT pairings can be seen as
natural evaluation pairings (cf. [DL], §4, and [CV-2], §§2–3).

4.2 Integer forms of FM
q,φ[B±] . Let

FMφ [B±] :=
{
f ∈ FM

q,φ[B±]
∣∣ ⟨f,UM′

φ (b±)
⟩
⊆ k

[
q, q−1

] }
FM

φ [B±] :=
{
f ∈ FM

q,φ[B±]
∣∣ ⟨f,UM′

φ (b±)
⟩
⊆ k

[
q, q−1

] } (4.2)

where ⟨ , ⟩:FM
q,φ[B±]⊗ UM′

q,φ(b±) → k(q) is the natural evaluation pairing; then

FMφ [B±] ∼=
(
UM

φ (b∓)
)
op
, FM

φ [B±] ∼=
(
UMφ (b∓)

)
op

; (4.3)

because of §2.6 and (4.1): in particular FMφ [B±] and FM
φ [B±] are integer forms of FM

q,φ[B±].

4.3 The quantum function algebra FM
q,φ[G] and its integer forms. Like in §4.1,

we define the quantum function algebra FM
q,φ[G] (relative to UM′

q,φ(g)) to be the algebra of

matrix coefficients of positive finite dimensional representations of UM′
q,φ(g) (cf. [DL], §4,

and [CV-2], §2.1); it is a Hopf subalgebra of UM′
q,φ(g)

◦
, perfectly paired with UM′

q,φ(g) by the

natural evaluation pairing (whence we call it dual of UM′
q,φ(g) ). As for integer forms, let

FMφ [G] :=
{
f ∈ FM

q,φ[G]
∣∣ ⟨f,UM′

φ (g)
⟩
⊆ k

[
q, q−1

] }
FM

φ [G] :=
{
f ∈ FM

q,φ[G]
∣∣ ⟨f,UM′

φ (g)
⟩
⊆ k

[
q, q−1

] } (4.4)

where ⟨ , ⟩:FM
q,φ[G] ⊗ UM′

q,φ(g) → k(q) is the natural evaluation pairing; we shall later

prove that these are k
[
q, q−1

]
–integer forms (as Hopf subalgebras) of FM

q,φ[G].

4.4 Specialization at roots of 1. Let ε be a primitive ℓ–th root of 1 in k (with the

assumptions of §3.5 on ℓ ), and set FMε,φ[G] := FMφ [G]
/
(q− ε)FMφ [G]

∼= FMφ [G]⊗k[q,q−1] k .

For ℓ = 1 , we have FM1,φ[G]
∼= F [GτM ] as Poisson Hopf k–algebras (cf. [CV-2], [DL]), i. e.

FMφ [G]
q→1−−−→F [GτM ] ;

here GτM is the connected Poisson group with tangent Lie bialgebra gτ and M as character

group of a maximal torus. In fact this result arises as dual of UM
′

φ (g)
q→1−−−→ U(gτ ) . When

ℓ > 1 , another quantum Frobenius morphism, namely a Hopf algebra monomorphism

FrGτ : F [GτM ] ∼= FM1,φ[G] ↪−−−→ FMε,φ[G] , (4.5)

is defined (cf. [CV-2], §3.3), which is dual of Frgτ : U
M′
ε,φ(g) −� UM

′
1,φ(g)

∼= U(gτ ) .

4Namely those having a basis on which the Lν ’s (ν ∈ M ′) act diagonally by powers of q.
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§ 5 Quantum formal groups

5.1 Formal Hopf algebras and quantum formal groups. In this subsection we
introduce the notion of quantum formal group. Recall (cf. [Di], ch. I) that formal groups
can be defined in a category of a special type of commutative topological algebras, whose
underlying vector space (or module) is linearly compact; following Drinfel’d’s philosophy,we
define quantum formal groups by simply dropping out any commutativity assumption of
the classical notion of formal group; thus now we quickly outline how to modify the latter
(following [Di], ch. I) in order to define our new quantum objects.

Let E be any vector space over a field K (one can then generalize more or less wathever
follows to the case of free modules over a ring), and let E∗ be its (linear) dual; we write
⟨x∗, x⟩ for x∗(x) for x ∈ E , x∗ ∈ E∗ . We consider on E∗ the weak ∗–topology, i. e. the
coarsest topology such that for each x ∈ E the linear map x∗ 7→ ⟨x∗, x⟩ of E∗ into K
is continuous, when K is given the discrete topology. We can describe this topology by
choosing a basis {ei}i∈I of E : to each i ∈ I we associate the linear (coordinate) form e∗i
on E such that ⟨e∗i , ej⟩ = δij , and we say that the family {e∗i }i∈I is the pseudobasis of E∗

dual to {ei}i∈I ; then the subspace E′ of E which is (algebraically) generated by the e∗i is
dense in E∗, and E∗ is nothing but the completion of E′, when E′ is given the topology
for which a fundamental system of neighborhoods of 0 consists of the vector subspaces
containing almost all the e∗i ; thus elements of E∗ can be described by series in the e∗i ’s
which in the given topology are in fact convergent. Finally, the topological vector spaces
E∗ are characterized by the property of linear compactness.

Let now E, F be any two vector spaces over K, and u:E → F a linear map; then
the dual map u∗:F ∗ → E∗ is continuous, and conversely for any linear map v:F ∗ → E∗

which is continuous there exists a unique linear map u:E → F such that v = u∗ .

The tensor product E∗ ⊗ F ∗ is naturally identified to a subspace of (E ⊗ F )
∗
by

⟨x∗ ⊗ y∗, x ⊗ y⟩ = ⟨x∗, x⟩ · ⟨y∗, y⟩ ; thus if {ei}i∈I and {fj}j∈J are bases of E and F ,

and {e∗i }i∈I and {f∗j }j∈J their dual pseudobases in E∗ and F ∗, then {e∗i ⊗ f∗j }i∈I,j∈J is

the dual pseudobasis of {ei ⊗ fj}i∈I,j∈J in (E ⊗ F )
∗
. Thus (E ⊗ F )

∗
is the completion of

E∗⊗F ∗ for the tensor product topology, i. e. the topology of E∗⊗F ∗ for which a fundamen-
tal system of neighborhoods of 0 consists of the sets E∗⊗V +W ⊗F ∗ where V , resp. W ,
ranges in a fundamental system of neighborhoods of 0 made of vector subspaces; we denote
this completion by E∗ ⊗̂F ∗, and we call it the completed (or topological) tensor product of
E∗ and F ∗; the embedding E∗⊗F ∗ ↪−→ (E ⊗ F )

∗
= E∗ ⊗̂F ∗ is then continuous. Finally,

if u:E1 → E2 , v:F1 → F2 are linear maps, then (u⊗ v)
∗
: (E2 ⊗ F2)

∗
= E2

∗ ⊗̂F2
∗ −→

(E1 ⊗ F1)
∗
= E1

∗ ⊗̂F1
∗ coincides with the continuous extension to E2

∗ ⊗̂F2
∗ of the con-

tinuous map u∗ ⊗ v∗:E2
∗ ⊗ F2

∗ → E1
∗ ⊗ F1

∗ ; thus it is also denoted by u∗ ⊗̂ v∗ .

We define a linearly compact algebra to be a topological algebra whose underlying vector
space (or free module) is linearly compact: then linearly compact algebras form a full
subcategory of the category of topological algebras; morever, for any two objects A1 and
A2 in this category, their topological tensor product A1 ⊗̂A2 is defined. Dually, within the
category of linearly compact vector spaces we define linearly compact coalgebras as triplets
(C,∆, ϵ) with ∆:C → C ⊗̂C and ϵ:C → K satisfying the usual coalgebra axioms. The
arguments in [Di] (which never require commutativity nor cocommutativity) show that
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( )
∗
: (A,m, 1) 7→ (A∗,m∗, 1∗) defines a contravariant functor from algebras to linearly

compact coalgebras, while ( )
∗
: (C,∆, ϵ) 7→ (C∗,∆∗, ϵ∗) defines a contravariant functor

from coalgebras to linearly compact algebras. Finally, we define a formal Hopf algebra
as a datum (H,m, 1,∆, ϵ, S) such that (H,m, 1) is a linearly compact algebra, (H,∆, ϵ)
is a linearly compact coalgebra, and the usual compatibility axioms of Hopf algebras are
satisfied. ”Usual” Hopf algebras are particular cases of formal Hopf algebras.

We define quantum formal group the spectrum of a formal Hopf algebra (whereas
classical formal groups are spectra of commutative formal Hopf algebras: cf. [Di], ch. I).

Our goal is to study UM
q,φ(g)

∗
. Since UM

q,φ(g) is a Hopf algebra, its linear dual UM
q,φ(g)

∗

is a formal Hopf algebra. The functor ( )
∗
turns the natural epimorphism prM :DM −�

UM
q,φ(g) into a monomorphism jM′ := (prM)

∗
:UM

q,φ(g)
∗
↪−→ DM

∗ of formal Hopf algebras:
therefore we begin by studying DM

∗. The following is straightforward:

Proposition 5.2. Let H−, H+ be Hopf F–algebras, let π: (H−)op ⊗ H+ −→ F be an

arbitrary Hopf pairing, and let D := D(H−,H+, π) be the corresponding quantum double.
Then there exist F–algebra isomorphisms

D∗ ∼= H+
∗ ⊗̂H−

∗ , D∗ ∼= H−
∗ ⊗̂H+

∗

dual of the F–coalgebra isomorphisms D ∼= H+ ⊗H− , D ∼= H− ⊗H+ (cf. §3.1). �

5.3 Quantum enveloping algebras as function algebras. The DRT pairings
induce several linear embeddings, namely

Uφ,− ↪−→ Uφ,+
∗ , imM : UM

φ,0 ↪−→ UM′
φ,0

∗
, UM

φ,≤ ↪−→ UM′
φ,≥

∗
(induced by πφ )

Uφ,+ ↪−→ Uφ,−
∗ , imM : UM

φ,0 ↪−→ UM′
φ,0

∗
, UM

φ,≥ ↪−→ UM′
φ,≤

∗
(induced by πφ )

(5.1)

the right-hand-side ones being also embeddings of formal Hopf algebras. Therefore we
identify the various quantum algebras with their images in the corresponding dual spaces.

Lemma 5.4.

(a) The subset

{∏1
r=N (−1)

frq
−(fr2 )
αr

(
F
φ

αr

)fr ∣∣∣∣ f1, . . . , fN ∈ N
}

of Uφ,− is the pseu-

dobasis of U+
∗ dual of the PBW basis of U+ of decreasing ordered monomials, while the

subset

{∏1
r=N (−1)

frq
−(fr2 )
αr (Fφαr )

(fr)

∣∣∣∣ f1, . . . , fN ∈ N
}

of Uφ,− is the pseudobasis of U+
∗

dual of the PBW basis of U+ of decreasing ordered monomials. A similar statement holds
with the roles of U− and U+ reversed.

(b) UM
φ,0 (hence UM

φ,0 ) contains the pseudobasis BM (relative to imM), resp. BM (relative

to imM), of UM′
0

∗
dual of the PBW basis of UM

′
0 .

(c) UM
φ,≤ , resp. UM

φ,≥ (hence UM
φ,≤ , resp. UM

φ,≥ ) contains the pseudobasis of UM′
φ,≥

∗
,

resp. of UM′
φ,≥

∗
, dual of the PBW basis of UM

′
φ,≤ , resp. of UM

′
φ,≥ . The elements of this pseu-

dobasis have form Fφ · ψ , resp. ψ · Eφ , where Fφ, resp. Eφ, is an ordered monomial in
the F

φ

α’s, resp. the E
φ

α’s, and ψ ∈ UM
φ,0.

Proof. Claim (a) is trivial. As for (b) and (c), let Eη · uτ be any PBW monomial of

UM
′

φ,≥
∼= U+⊗UM

′
0 , with uτ :=

∏n
i=1

(
Λi; 0
ti

)
·Λ−Ent(ti/2)

i (τ = (t1, . . . , tn) ∈ Nn ) and Eη :=
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∏1
k=N E

(ek)

αk
(η = (e1, . . . , eN ) ∈ NN ). Let also Fφ

ϕ :=
∏1
k=N

(
F
φ

αk

)(fk)
(ϕ = (f1, . . . , fN )

∈ Nn ) be any (modified) PBW monomial of Uφ,− . Then (for all µ ∈M , ν ∈M ′)

πφ

(
Fφ
ϕ · L−(1+φ)(µ), Eη · Lν

)
= cη · δϕ,η · q+(µ|ν) · q−(µ|s(Eη))

by (2.3), where cη := (−1)
∑N
k=1 ek · q−

∑
h<k(ehταh |ekα

k) · q
∑N
k=1 dαk(

ek
2 ) is independent of µ

and ν. Therefore only PBW monomials of shape Fφ
ϕ · z ( z ∈ UM

φ,0 ) give non zero values
when paired with Eη · Lν , hence also with Eη · uτ . Now direct computation gives

⟨
Fφ
η · L−(1+φ)(µ),Eη · uτ

⟩
πφ

= cη · q−(µ|s(Eη)) ·
n∏
i=1

(
mi

ti

)
qi

· q−dimi·Ent(ti/2) ∀µ, τ ∈ Nn

where we identify M+
∼= Nn so that M+ ∋ µ = m1µ1+ · · ·+mnµn ∼= (m1, . . . ,mn) ∈ Nn .

Then endowing Nn with the product ordering (of the natural ordering of N) we have⟨
Fφ
η · L−(1+φ)(µ),Eη · uτ

⟩
πφ

̸= 0 ⇐⇒ τ ≼ µ⟨
Fφ
η · L−(1+φ)(τ),Eη · uτ

⟩
πφ

= cη · q−(τ |s(Eη)) · q−T (τ) ∀ τ ∈ Nn

where T (τ) :=
∑n
i=1 ditiEnt(ti/2) ; in particular Cη,τ := cη ·q−(µ|s(Eη))·q−T (τ) is invertible

in k
[
q, q−1

]
. Thus we have formulas (for all τ ∈ Nn )

Fφ
η · L−(1+φ)(τ) = Cη,τ · (Eη · uτ )∗ +

∑
τ ′≺τ

⟨
Fφ
η · L−(1+φ)(τ),Eη · uτ ′

⟩
πφ

· (Eη · uτ ′)
∗

which tell us that
{
Fφ
η · L−(1+φ)(τ)

∣∣ τ ∈ Nn
}

is obtained from
{
(Eη · uτ )∗

∣∣ τ ∈ Nn
}

by

means of the matrix M :=
(⟨

Fφ
η · L−(1+φ)(τ), Eη · uτ ′

⟩
πφ

)
τ,τ ′∈Nn

which has lower trian-

gular shape, all entries in k
[
q, q−1

]
, and diagonal entries invertible in k

[
q, q−1

]
; then the

inverse matrix M−1 has the same properties, whence (c) follows for UM
φ,≤. The same proof

applies for UM
φ,≥ with πφ instead of πφ, and also gives (b) for η = 0 . �

5.5 Remark. Since DM′ ∼= UM′
≥ ⊗ UQ

≤
∼= U+ ⊗ UM′

0 ⊗ UQ

0 ⊗ U− , we have DM′
∗ ∼=

UM′
≥

∗ ⊗̂UQ
≤

∗ ∼= U+
∗ ⊗̂UM′

0
∗ ⊗̂UQ

0
∗ ⊗̂U−

∗ ; hence from Lemma 5.4 we deduce that
Every element f ∈ DM′

∗ has a unique expression as formal series

f =
∑

F,M,L,E
aF,M,L,E · F ·M · L · E

in which aF,M,L,E ∈ k(q) , M ∈ BM , L ∈ BP , and the Fφ’s, resp. the Eφ’s, are ordered
monomials in the Fφα ’s, resp. in the Eφα ’s.

In particular, every f ∈ DM′
∗ can be uniquely expressed as a formal series in the

Fφα1 , . . . , F
φ
αN
, Eφα1 , . . . , E

φ
αN

with coefficients in
(
UM′
0 ⊗ UQ

0

)∗ ∼= UM′
0

∗ ⊗̂UQ

0
∗
.
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Similarly the triangular decompositions U+ ⊗ UM′
0 ⊗ U−

∼= UM′
q (g) ∼= U− ⊗ UM′

0 ⊗ U+

give U+
∗ ⊗̂UM′

0
∗ ⊗̂U−

∗ ∼= UM′
q (g)

∗ ∼= U−
∗ ⊗̂UM′

0
∗ ⊗̂U+

∗ , whence Lemma 5.4 implies that

Every f ∈ UM′
q (g)

∗
can be uniquely expressed as a formal series in the Fφα1 , . . . , F

φ
αN
,

Eφα1 , . . . , E
φ
αN

with coefficients in UM′
0

∗
.

In the sequel when considering the composed embedding UM
0 ↪→ UM′

0
∗
↪→ UM′

q (g)
∗
we

shall always mean that the first embedding is induced by πφ (cf. (5.1)).

Proposition 5.6. The monomorphism jM : UM′
q,φ(g)

∗
↪−→ DM′

∗ (cf. §5.1) is given by

jM : Fφi 7→ Fφi ⊗ 1 , Lµ 7→ L−(1+φ)(µ) ⊗ L(1−φ)(µ) , Eφi 7→ 1⊗ Eφi ∀ i, µ ; (5.2)

in particular the image of jM is the closure of the subalgebra generated by the set{
Fφi ⊗ 1, L−(1+φ)(µ) ⊗ L(1−φ)(µ), 1⊗ Eφi

∣∣∣ i = 1, . . . , n, µ ∈M
}
.

Proof. For PBW monomials we have prM

(
E · L⊗K · F

)
= E · L ·K · F ; therefore (5.2)

comes out of the definition jM := (prM)
∗
. As an example⟨

jM
(
Lµ
)
, E · Lν ⊗Kα · F

⟩
=
⟨
Lµ, E · Lν ·Kα · F

⟩
πφ

= δE,1 · δE,1 · q(µ|ν+α)⟨
L−(1+φ)(µ) ⊗ L(1−φ)(µ), E · Lν ⊗Kα · F

⟩
πφ⊗πφ

= δE,1 · δF,1 · q(µ|ν+α)

whence jM
(
Lµ
)
= L−(1+φ)(µ) ⊗ L(1−φ)(µ) . Since jM := (prM′)

∗
is continuous (cf. §1.1),

by Lemma 5.4 and Remark 5.5 it is uniquely determined by (5.2). �

Remark 5.7. Now we can identify jM

(
UM′
q (g)

∗
)
with the space of formal series in the

Fφα1 , . . . , F
φ
αN
, Eφα1 , . . . , E

φ
αN

with coefficients in jM

(
UM′
0

∗
)
. In order to locate the image

— under jM — of the pseudobasis of jM

(
UM′
q,φ(g)

∗
)
dual of the PBW basis of UM

′
φ (g), let

Eη :=
1∏

k=N

E
(ek)

αk
, uτ :=

n∏
i=1

(
Λi; 0

ti

)
· Λ−Ent(ti/2)

i , Fϕ :=
N∏
k=1

F
(fk)

αk

Xη,τ,ϕ := Eη · uτ · Fϕ , Fϕ :=

1∏
k=N

(
F
φ

αk

)fk
, Eη :=

N∏
k=1

(
E
φ

αk

)ek
and Lφ,⊗µ := L−(1+φ)(µ) ⊗ L(1−φ)(µ) . Then (2.3) gives (for some a, b ∈ Z and ε = ±1 )⟨

Fφ
ϕ · Lφ,⊗µ · Eφη , Eη̄ ⊗ uτ · Fϕ̄

⟩
πφ⊗πφ

=

= δϕ,η̄ δη,ϕ̄ · ε qa+b−(µ|s(E η̄))−(µ|s(Fϕ̄)) ·
n∏
i=1

(
mi

ti

)
qi

q−dimi·Ent(ti/2)
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Thus among the elements of the form Fφ
ϕ · Lφ,⊗µ · Eφη only those with (ϕ, η) = (η̄, ϕ̄)

and µ ≼ τ takes non-zero value on Eη̄ ⊗ uτ · Fϕ̄ . Therefore

Fφ
η̄ · Lφ,⊗τ · Eφ

ϕ̄
= ε qz ·Xη̄,τ,ϕ̄

∗ +
∑
τ ′≺τ

⟨
Fφ
η̄ · Lφ,⊗τ · Eφ

ϕ̄
, Xη̄,τ′,ϕ̄

⟩
·Xη̄,τ′,ϕ̄

∗ =

= ε qz ·Xη̄,τ,ϕ̄
∗ +

∑
τ ′≺τ

cτ,τ ′ ·Xη̄,τ′,ϕ̄
∗

(with z ∈ Z , cτ,τ ′ ∈ k
[
q, q−1

]
; we set also cτ,τ := ε qz and cτ,τ ′ := 0 for τ ′ ̸≺ τ ); then

we turn from
{
Xη̄,τ′,ϕ̄

∗ ∣∣ τ ′ ∈ Nn
}

to
{
Fφ
η̄ · Lφ,⊗τ · Eφ

ϕ̄

∣∣ τ ∈ Nn
}

by means of a lower

triangular matrix Mη̄,ϕ̄ :=
(
cτ,τ ′

)
τ,τ ′∈Nn , whose entries belong to k

[
q, q−1

]
and whose

diagonal entries are invertible in k
[
q, q−1

]
; then letting (Mη̄,ϕ̄)

−1
=
(
c′τ,τ ′

)
τ,τ ′∈Nn we find

that Xη,τ,ϕ
∗ =

∑
τ ′≼τ c

′
τ,τ ′ · Fφ

η̄ · Lφ,⊗τ ′ · Eφ
ϕ̄
. Now let Bφ,⊗η̄,τ,ϕ̄ :=

∑
τ ′≼τ c

′
τ,τ ′ · Lφ,⊗τ ′ : then

Xη̄,τ,ϕ̄
∗ = Fφ

η̄ ·Bφ,⊗η̄,τ,ϕ̄ · E
φ

ϕ̄
(5.3)

thus
{
Fφ
η̄ ·B

φ,⊗
η̄,τ,ϕ̄·E

φ

ϕ̄

∣∣ η̄ ∈ NN , τ ∈ Nn, ϕ̄ ∈ NN
}
is the image pseudobasis (of jM

(
UM′
q,φ(g)

)
)

we were looking for; in particular we stress the fact that

The pseudobasis of jM

(
UM′
q,φ(g)

∗
)

dual of the PBW basis of UM
′

φ (g) is contained in

jM

(
UM′
q,φ(g)

∗
)
∩
(
Uφ,− ⊗ UM

φ,0 ⊗ Uφ,+
)
.

5.8 Integer forms. We want to study the subspaces of linear functions on UM′
q,φ(g)

which are ”integer-valued” on its integer forms. Thus we define

UM
′

φ (g)
∗
:=
{
f ∈ UM′

q,φ(g)
∗
∣∣∣ ⟨f,UM′

φ (g)
⟩
⊆ k

[
q, q−1

] }
UM′

φ (g)
∗
:=
{
f ∈ UM′

q,φ(g)
∗
∣∣∣ ⟨f,UM′

φ (g)
⟩
⊆ k

[
q, q−1

] }
IMφ :=

{
f ∈ jM

(
UM′

q,φ(g)
∗) ∣∣∣ ⟨f,UM′

φ (g)
⟩
⊆ k

[
q, q−1

] }
IMφ :=

{
f ∈ jM

(
UM′

q,φ(g)
∗) ∣∣∣ ⟨f,UM′

φ (g)
⟩
⊆ k

[
q, q−1

] }
UM

′

φ,0

∗
:=
{
f ∈ UM′

φ,0

∗
∣∣∣ ⟨f,UM′

φ,0

⟩
⊆ k

[
q, q−1

] }
UM′

φ,0

∗
:=
{
f ∈ UM′

φ,0

∗
∣∣∣ ⟨f,UM′

φ,0

⟩
⊆ k

[
q, q−1

] }
notice that jM restricts to isomorphisms jM : UM

′
φ (g)

∗ ∼=−−→IMφ , jM : UM′
φ (g)

∗ ∼=−−→IMφ .

Proposition 5.9.
(a) UM

′
φ (g)

∗
is the k

[
q, q−1

]
–submodule (of UM′

q,φ(g)
∗
) of formal series (cf. §5.5)∑

Fφ,ψ,Eφ Fφ · ψ · Eφ in which ψ ∈ UM
′

φ,0
∗

and the Fφ’s, resp. the Eφ’s, are monomi-
als of the PBW basis of Uφ,−, resp. of Uφ,+.

In particular UM
′

φ (g)
∗
is a formal Hopf subalgebra of UM′

q,φ(g)
∗
.
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(b) UM′
φ (g)

∗
is the k

[
q, q−1

]
–submodule (of UM′

q,φ(g)
∗
) of formal series (cf. §5.5)∑

Fφ,ϕ,Eφ F
φ · ϕ · Eφ in which ϕ ∈ UM′

φ,0
∗

and the Fφ’s, resp. the Eφ’s, are monomials
of the PBW basis of Uφ,−, resp. of Uφ,+.

In particular UM′
φ (g)

∗
is a formal Hopf subalgebra of UM′

q,φ(g)
∗
.

Proof. Let us prove (b). Let f ∈ UM′
q,φ(g)

∗
be given, and expand it as a series f =∑

ϕ,η∈NN Fφϕ · Φφϕ,η · Eφη in which the Fφϕ ’s, resp. the Eφη ’s, are PBW monomials of Uφ,−,

resp. of Uφ,+, and Φφϕ,η ∈ UM′
φ,0

∗
. Let Φφϕ,η =

∑
τ∈Nn a

τ
ϕ,ηB

φ
ϕ,τ,η and jM

(
Bφϕ,τ,η

)
=
∑
µ≼τ c

µ
τ ·

Lφ,⊗µ = Bφ,⊗ϕ,τ,η . For all monomials E η̄ · Lν · F ϕ̄ of a PBW basis of UM′
φ (g) we have⟨

f, E η̄ · Lν · F ϕ̄

⟩
=
∑
ϕ,τ,η

aτϕ,η ·
⟨
Fφϕ ·Bφτ · Eφη , E η̄ · Lν · F ϕ̄

⟩
=

=
∑
ϕ,τ,η

aτϕ,η ·
∑
µ≼τ

cµτ ·
⟨
Fφϕ · L−(1+φ)(µ), E η̄ · Lν

⟩
πφ

·
⟨
L(1−φ)(µ) · Eφη , F ϕ̄

⟩
πφ

=

= ±qa+b ·
∑
τ

aτη̄,ϕ̄ ·
⟨
Bφτ , Lν−(s(Eϕ̄)+s(F η̄))

⟩
= ±qa+b ·

⟨
Φφ
η̄,ϕ̄
, Lν−(s(Eϕ̄)+s(F η̄))

⟩
for some a, b ∈ Z depending only respectively on η̄ and ϕ̄. Then if Φφ

η̄,ϕ̄
∈ UM′

φ,0
∗
we have⟨

f, E η̄ · Lν · F ϕ̄

⟩
∈ k
[
q, q−1

]
for all η̄, ν, ϕ̄, hence f ∈ UM′

φ (g)
∗
; conversely, the latter gives⟨

Φφ
η̄,ϕ̄
, Lν′

⟩
∈ k
[
q, q−1

]
for all ν′ ∈M ′ , hence Φφ

η̄,ϕ̄
∈ UM′

φ,0
∗
.

Now consider the Hopf structure. Let f ∈ UM′
φ (g)

∗
, and expand ∆(f) as a series

∆(f) =
∑
σ (F

φ
σ · ϕσ · Eφσ)⊗

(
Fφσ

′ · ϕ′σ · Eφσ
′) so that ϕσ ⊗ ϕ′σ ̸= ϕτ ⊗ ϕ′τ for all σ, τ , such

that
(
Fφσ ,E

φ
σ ,F

φ
σ
′,Eφσ

′) ̸=
(
Fφτ ,E

φ
τ ,F

φ
τ
′,Eφτ

′) (this is always possible). As f ∈ UM′
φ (g) ,

then ∆(f) is integer-valued on UM′
φ (g) ⊗ UM′

φ (g). Fix any σ̄: exploiting (2.3) we get the

existence of unique (non-modified) PBW monomials E σ̄, F σ̄, E ′
σ̄, F

′
σ̄ such that⟨

∆(f),
(
E σ̄ ⊗ E ′

σ̄

)
·
(
Lν ⊗ Lν′

)
·
(
F σ̄ ⊗F ′

σ̄

)⟩
= ±qcσ̄ ·

⟨
ϕσ ⊗ ϕ′σ, Lν+ξ ⊗ Lν′+ξ′

⟩
for all ν, ν′ ∈ M ′ (for some cσ̄ ∈ Z and ξ, ξ′ ∈ Q (⊆ M ′) independent of ν, ν′ );
since ∆(f) is integer-valued, ϕσ̄ ⊗ ϕ′σ̄ is integer-valued on UM′

φ,0 ⊗ UM′
φ,0, that is ϕσ̄ ⊗ ϕ′σ̄ ∈(

UM′
φ,0 ⊗ UM′

φ,0

)∗
= UM′

φ,0
∗ ⊗̂ UM′

φ,0
∗
; but ϕσ̄ ⊗ ϕ′σ̄ ∈ UM′

φ,0
∗ ⊗UM′

φ,0
∗
, thus ϕσ̄, ϕ

′
σ̄ ∈ UM′

φ,0
∗
, q.e.d.

Finally, we have 1 ∈ UM′
φ (g)

∗
, because 1 := ϵ , ϵ

(
UM′
φ (g)

∗) ⊆ k
[
q, q−1

]
because ϵ := 1∗

and 1 ∈ UM′
φ (g) , and S

(
UM′
φ (g)

∗)
= UM′

φ (g)
∗
because S := S∗ and S

(
UM′
φ (g)

)
= UM′

φ (g) .

Thus UM′
φ (g)

∗
is a formal Hopf subalgebra of UM′

q,φ(g)
∗
, q.e.d. �

Definition 5.10. We call AM
φ the subalgebra of UM

φ,≤ ⊗ UP
φ,≥

(
⊂ DM′

φ
∗ )

generated by{
Fφi ⊗ 1, Lφ,⊗µ , 1⊗ Eφi

∣∣ i = 1, . . . , n; µ ∈M
}
. Then we set

AM

φ :=
{
f ∈ AM

φ

∣∣ ⟨f,UM′

φ (g)
⟩
⊆ k

[
q, q−1

] }
= AM

φ ∩ IMφ

AM

φ :=
{
f ∈ AM

φ

∣∣ ⟨f,UM′

φ (g)
⟩
⊆ k

[
q, q−1

] }
= AM

φ ∩ IMφ .
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Lemma 5.11.
(a) AM

φ is a k
[
q, q−1

]
–integer form of AM

φ , generated as a k
[
q, q−1

]
–subalgebra by{

F
φ

αh ⊗ 1, Lφ,⊗µ , 1⊗ E
φ

αk

∣∣∣h, k = 1, . . . , N ; µ ∈M
}
.

(b) AM
φ is a k

[
q, q−1

]
–integer form of AM

φ , generated as a k
[
q, q−1

]
–subalgebra by{(

Fφ
αh

)(a) ⊗ 1,

(
Lφ,⊗µi ; c

t

)
, Lφ,⊗−µi , 1⊗

(
Eφ
αk

)(d) ∣∣∣∣h, k, i = 1, . . . , n; a, t, d ∈ N; c ∈ Z
}
.

Proof. Definitions yield a linear isomorphism ΦM :AM
φ

∼=−→Uφ,− ⊗ UM
φ,0 ⊗ Uφ,+ given by

ΦM : Fφi ⊗ 1 7→ Fφi ⊗ 1⊗ 1 , Lφ,⊗µ 7→ 1⊗ Lµ ⊗ 1 , 1⊗Eφi 7→ 1⊗ 1⊗Eφi ; but this restricts

to Φ: AM
φ

∼=→Uφ,− ⊗ UM
φ,0 ⊗ Uφ,+ , Φ: AM

φ

∼=→Uφ,− ⊗ UMφ,0 ⊗ Uφ,+ , so §3.4 gives the claim. �

The following result stems from [C-V2], Lemma 2.5 (which extends [D-L], Lemma 4.3),
relating our quantum formal groups to quantum function algebras; in particular we prove
that FMφ [G] and FM

φ [G] are integer forms (over k
[
q, q−1

]
) of FM

q,φ[G] as Hopf algebras.

Proposition 5.12.
(a) The monomorphism of formal Hopf algebras jM : UM′

q,φ(g)
∗
↪−→ DM′

φ
∗

restricts to

an embedding µM : FM
q,φ[G] ↪−−−→ DM′

φ
∗
whose image is contained in AM

φ .

(b) The embedding in (a) preserves integer forms, namely FMφ [G] = µM
−1
(
AM
φ

)
,

FM
φ [G] = µM

−1
(
AM
φ

)
, so that restriction provides embeddings of k

[
q, q−1

]
–algebras

µM : FMφ [G] ↪−−−→ AM
φ , µM : FM

φ [G] ↪−−−→ AM
φ . It follows that

FMφ [G] is a Hopf subalgebra of FM
q,φ[G], and a k

[
q, q−1

]
–integer form of it,

FM
φ [G] is a Hopf subalgebra of FM

q,φ[G], and a k
[
q, q−1

]
–integer form of it.

Proof. (a) The first part is obvious. As for the second, recall that the identification

DM′ = UM′
φ,≥ ⊗ UQ

φ,≤ is given by UM′
φ,≥ ⊗ UQ

φ,≤

j+⊗j−
↪−−−−−−→DM′ ⊗ DM′

mD−→DM′ where

j+: U
M′
φ,≥ ↪→ DM′ and j−: U

Q
φ,≤ ↪→ DM′ are the natural Hopf algebra embeddings, mD is

the multiplication ofDM′ , and we look this composition as a Hopf algebra isomorfism; then
the identification DM′

∗ = UM′
φ,≥

∗ ⊗̂UQ
φ,≤

∗
is given by

(
mD ◦ (j+ ⊗ j−)

)∗
=
(
j∗+ ⊗̂ j∗−

)
◦m∗

D .

If mU is the multiplication of UM′
q,φ(g), we have mU ◦ (prM′ ⊗prM′) = prM′ ◦mD , hence du-

alizing yields
(
prM′ ◦mD ◦ (j+ ⊗ j−)

)∗
= (prM′ ◦ j+)

∗ ⊗̂ (prM′ ◦ j−)
∗
◦m∗

U ; but prM′ ◦ j± =

= i±:U
M′
q,φ(b±) ↪−→ UM′

q (g) (the natural embedding), thus
(
prM′ ◦mU ◦ (j+ ⊗ j−)

)∗
=(

i∗+ ⊗̂ i∗−
)

◦m∗
U . Now m∗

U is the comultiplication ∆ of UM′
q,φ(g)

∗
, which restricts to FM

q,φ[G],

while ρ± := i∗±:U
M′
q,φ(g)

∗ → UM′
q,φ(b±)

∗
is the ”restriction” map, which maps FM

q,φ[G] onto
FM
q,φ[B]±; using also (4.1), we obtain

(
prM′ ◦mU ◦ (j+ ⊗ j−)

)∗ (
FM

q,φ[G]
)
=
(
ρ+ ⊗̂ ρ−

) (
∆
(
FM

q,φ[G]
) )

⊆ UM

φ,≤ ⊗ UM

φ,≥ ;
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in other words, jM maps FM
q,φ[G] into UM

φ,≤ ⊗ UP
φ,≥ . From the very definition we get that

µM
(
FM
q,φ[G]

)
vanishes on Kφ

M′ , hence — by Proposition 5.6 — µM
(
FM
q,φ[G]

)
⊆ AM , q.e.d.

(b) The first two claims are obvious by definition. Let now, for instance, f ∈ FM
φ [G] :

then µM
(
S(f)

)
∈ AM

φ by (a), µM
(
S(f)

)
= S

(
µM(f)

)
, and

⟨
S
(
µM(f)

)
,UM′

φ (g)
⟩

=⟨
µM(f), S

(
UM′
φ (g)

)⟩
=
⟨
µM(f),UM′

φ (g)
⟩

⊆ k
[
q, q−1

]
, hence µM

(
S(f)

)
∈ AM

φ , thus

S(f) ∈ FM
φ [G] ; similarly, ∆

(
µM(f)

)
∈ AM

φ ⊗ AM
φ , and

⟨
∆
(
µM(f)

)
,UM′

φ (g) ⊗ UM′
φ (g)

⟩
⊆

k
[
q, q−1

]
, hence (µM ⊗ µM)

(
∆(f)

)
∈ AM

φ ⊗ AM
φ : we have only to remark that

(
AM

φ ⊗AM

φ

)
∩
{
ϕ ∈ jM

(((
UM′

q,φ(g)
)⊗2
)∗) ∣∣∣ ⟨ϕ, (UM′

φ (g)
)⊗2
⟩
⊆ k

[
q, q−1

]}
= AM

φ ⊗AM

φ ;

we conclude that ∆(f) ∈ FM
φ [G]⊗FM

φ [G] . Therefore FM
φ [G] is a k

[
q, q−1

]
–Hopf subalgebra

of FM
q,φ[G]. Finally, let f ∈ FM

q,φ[G] ; then µM
(
c(q)f

)
= c(q) · µM(f) ∈ AM

φ for some

c(q) ∈ k
[
q, q−1

]
. Thus c(q)f ∈ µM

−1
(
AM
φ

)
= FM

φ [G] , and f = 1
c(q) ·

(
c(q)f

)
with

c(q)f ∈ FMφ [G] : hence k(q)⊗k[q,q−1]F
M
φ [G] = FM

q,φ[G] , i. e. F
M
φ [G] is k

[
q, q−1

]
–integer form

of FM
q,φ[G], q.e.d. The same procedure works for FMφ [G] too, so the proof is complete. �

5.13 Matrix coefficients. The result above can be refined, extending embeddings to
isomorphisms. Let µ ∈ M+ := M ∩ P+ , and let V−µ be an irreducible UM′

φ,0–module of

lowest weight −µ (recall that UM′
q,φ(g)

∼= UM′
q,0(g) as algebras, hence their representation

theory is the same). Let v−µ ̸= 0 be a lowest weight vector of V−µ, and let ϕ−µ ∈ V−µ
∗

be the linear functional on V−µ defined by (a) ϕ−µ(v−µ) = 1 and (b) ϕ−µ vanishes on
the unique UM′

φ,0–invariant complement of k(q).v−µ in V−µ ; let ψ−µ := cϕ−µ,v−µ be the

corresponding matrix coefficient, i. e. ψ−µ:x 7→ ϕ−µ(x.v−µ) for all x ∈ UM′
q,φ(g) . The

following refines Proposition 5.12, improving [DL], Theorem 4.6, and [CV-2], Lemma 2.5:

Theorem 5.14. Let ρ :=
∑n
i=1 µi ({µ1, . . . , µn} being our fixed Z–basis of M , cf. §1.1).

The algebra monomorphisms µM : FM
q,φ[G] ↪−−−→ AM , µM : FMφ [G] ↪−−−→ AM

φ and
µM : FM

φ [G] ↪−−−→ AM
φ respectively extend to algebra isomorphisms

µM :FM

q,φ[G]
[
ψ−1
−ρ
] ∼=−→AM

φ , µM :FMφ [G]
[
ψ−1
−ρ
] ∼=−→AM

φ , µM :FM

φ [G]
[
ψ−1
−ρ
] ∼=−→AM

φ ;

moreover, µM
(
FM
q,φ[G]

)
and AM

φ , resp. µM
(
FMφ [G]

)
and AM

φ , resp. µM
(
FM
φ [G]

)
and AM

φ ,

are dense in jM

(
UM′
q,φ(g)

∗
)
, resp. IMφ , resp. IMφ .

Proof. It is proved in [DL], Theorem 4.6, that µP : F
P
0 [G] ↪−→ AP

0 extends to an isomor-

phism of k
[
q, q−1

]
–algebras µP : F

P
0 [G]

[
ψ−1
−ρ
] ∼=−→AP

0 : in particular scalar extension gives

µP : F
P
q,0[G]

[
ψ−1
−ρ
] ∼=−→AP

0 . This is easily extended to general φ and M .

Now, computations like in [DL] give also µM(ψ−µ) = Lφ,⊗−µ for all µ ∈ M+ ; there-

fore µM
(
ψ−1
−ρ
)

= Lφ,⊗ρ . Again from the proof in [DL] we get Fφi L
φ,⊗
−µi , L

φ,⊗
−µi E

φ
i ∈

µM
(
FM
q,φ[G]

)
, hence (Fφi )

(f)
Lφ,⊗−fµi , L

φ,⊗
−eµi(E

φ
i )

(e) ∈ µM
(
FM
q,φ[G]

)
too; then Proposition
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5.12(b) gives (Fφi )
(f)
Lφ,⊗−fµi , L

φ,⊗
−eµi(E

φ
i )

(e) ∈ µM
(
FM
φ [G]

)
; similarly we find that Lφ,⊗−µi =

µM(zi) ∈ µM
(
FM
φ [G]

)
, with zi := ψ−µi ∈ FM

φ [G] . Then

Lφ,⊗µi =

(
n∏
j=1

î
Lφ,⊗−µj

)
· Lφ,⊗ρ ∈ µM

(
FM

φ [G]
[
ψ−1
−ρ
] )

hence (Fφi )
(f)⊗1, 1⊗ (Eφi )

(e) ∈ µM

(
FM
φ [G]

[
ψ−1
−ρ
] )

; moreover,
(
Lφ,⊗−µi

; c

t

)
=
(
µM (zi); c

t

)
=

µM
((
zi;c
t

))
, and

(
zi; c
t

)
∈ FM

φ [G], thus
(
Lφ,⊗−µi

; c

t

)
∈ µM

(
FM
φ [G]

[
ψ−1
−ρ
])

. Then Lemma 5.11

gives µM
(
FM
φ [G]

[
ψ−1
−ρ
])

= AM
φ . The same can be done for the other integer form.

Now let vτ be the image of uτ (cf. the proof of Lemma 5.4) in the k(q)–algebra iso-

morphism θ: UM′
0

∼=−→ UM′
0 given by Lν 7→ L−ν ( ν ∈ M ′ ): then

{
vτ
∣∣ τ ∈ M ′

+
∼= Nn

}
is a basis of UM′

0 ; a quick review of the proof of Lemma 5.4 shows that v∗τ (with respect

to imM : UM
φ,0 ↪−→ UM′

0
∗
) is a linear combination of elements L−µ (µ ∈ M+). Then

jM
(
L−µ

)
= Lφ,⊗−µ (cf. (5.2)) and Lφ,⊗−µ ∈ µM

(
FM
q,φ[G]

)
imply jM(v∗τ ) ∈ µM

(
FM
q,φ[G]

)
, for

all τ ∈ M+ ; since Lµ ∈ UM′
0

∗
is a series of v∗τ (τ ∈ M ′

+) with coefficients in k
[
q, q−1

]
,

then Lφ,⊗µ = jM
(
Lµ
)
lies in the (topological) closure of µM

(
FM
q,φ[G]

)
, for all µ ∈ M+ , so

the same is true for Lφ,⊗ρ = µM
(
ψ−1
−ρ
)
: this proves the denseness claim for FM

q,φ[G]. As

Lφ,⊗−µ ∈ µM
(
FMφ [G]

)
, Lφ,⊗−µ ∈ µM

(
FM
φ [G]

)
, this argument works for integer forms too. �

5.15 Gradings. Recall that UM
φ,≥ has a Q+–grading UM

φ,≥ = ⊕α∈Q+

(
UM

≥

)
α

given
by decomposition in direct sum of weight spaces for the adjoint action of UM

φ,0; also U
M
φ,≤

has an analogous Q−–grading. These are gradings of Hopf algebras (in the usual obvi-
ous sense), inherited by the integer forms, and DRT pairings respect them, that is e. g.

π
((
UM
φ,≤

)
β
,
(
UM′
φ,≥

)
γ

)
= 0 for all β ∈ Q−, γ ∈ Q+ such that β + γ ̸= 0 .

The gradings of quantum Borel subalgebras induce a Q–grading of the Hopf algebra
DM := UM

φ,≥ ⊗ UQ
φ,≤ (inherited by its quotient Hopf algebra UM

q,φ(g)), where the subspace(
UM
φ,≥

)
β
⊗
(
UQ
φ,≤

)
γ
has degree β+γ , and also a Q–grading of the subalgebra UM

φ,≥⊗U
Q
φ,≤ of

DM′
∗ ; sinceDM′

∗ is a completion (via formal series) of this subalgebra, it inherits on its own
sort of a ”pseudograding”, in the sense that every element of DM′

∗ is a (possibly infinite)
sum of terms each of whom has a well-defined degree: namely, given f ∈ DM′

∗ with formal
series expansion (cf. Remark 5.5) f =

∑
Fφ,ϕ,Eφ Fφ · ϕ · Eφ (where ϕ ∈

(
UM′
φ,0 ⊗ UQ

φ,0

)∗
,

and Fφ’s and Eφ’s are PBW monomials), we define the degrees of its various summands
as given by

deg
(
Fφ · ϕ · Eφ

)
:= deg

(
Fφ
)
+ deg

(
Eφ
)

where deg
(∏1

r=N (Fφαr )
fr
)

:= −
∑N
r=1 frα

r , deg
(∏N

r=1 (E
φ
αr )

er
)

:=
∑N
r=1 erα

r (this

degree is again a weight for a suitable action of UM
φ,0 on UM

φ,≤⊗UP
φ,≥ ). Now UM

φ,≤⊗UP
φ,≥ is

dense in DM′
∗, and the restriction of the pairing DM′

∗ ⊗DM′ → k(q) to
(
UM
φ,≤ ⊗ UP

φ,≥

)
⊗(

UM′
φ,≥ ⊗ UQ

φ,≤

)
is nothing but

(
πφ⊗ πφ

)
◦ τ2,3 (with τ2,3: x⊗ y⊗ z⊗w 7→ x⊗ z⊗ y⊗w ;)

therefore, since πφ and πφ respect the gradings, also the pairing DM′
∗ ⊗ DM′ → k(q)

respects the pseudogradings we are dealing with.
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Finally, the pseudograding of DM′
∗ is compatible with the formal Hopf structure. For

example, look at S(x), for homogeneous x ∈ DM′
∗ : given homogeneous y ∈ DM′ , we have⟨

S(x), y
⟩
=
⟨
x, S(y)

⟩
=
⟨
x, y′

⟩
where y′ := S(y) is homogeneous on its own of degree

deg(y′) = deg(y) (for the grading of DM′ is compatible with the Hopf structure); therefore⟨
S(x), y

⟩
̸= 0 =⇒ deg(y) = deg(y′) = deg(x) =⇒ S(x) ∈ (DM′

∗)deg(x)

that is deg
(
S(x)

)
= deg(x) , q.e.d.

5.16 Umbral calculus. In this section we provide concrete information about the
Hopf structure of our quantum formal groups. This will be especially important for defining
integer forms and specializing them at roots of 1.

The counit ϵ: DM′
∗ → k(q) is ϵ := 1∗ , hence ϵ(x∗) :=

⟨
x∗, 1

⟩
for all x∗ ∈ DM′

∗ ; thus

ϵ
(
Fφi ⊗ 1

)
= 0 , ϵ

(
Lφ,⊗µ

)
= 1 , ϵ

(
1⊗ Ei

)
= 0 ; (5.4)

the elements above generate the algebra jM
(
UM′
q (g)

∗)
(in topological sense, cf. Theorem

5.14), hence (5.4) uniquely determines ϵ: jM
(
UM′
q,φ(g)

∗) −→ k(q) .
The antipode of DM′

∗ is by definition the dual of the antipode of DM′ , hence it is
characterized by

⟨
S(x∗), x

⟩
=
⟨
x∗, S(x)

⟩
, for all x∗ ∈ DM′

∗, x ∈ DM′ . Now consider

(Fφi )
f ⊗ 1 ∈ UM

φ,≤ ⊗ UP
φ,≥ ≤ DM′

∗ , f ∈ N : it is homogeneous of degree −fαi , whence
S
(
(Fφi )

f ⊗ 1
)
has the same degree. Thus writing S

(
(Fφi )

f ⊗ 1
)
as a series

S
(
(Fφi )

f ⊗ 1
)
=
∑
σ

Fσ · Φσ · Eσ

we have deg (Fφσ · Φσ · Eφσ ) := deg(Fφσ ) + deg(Eφσ ) = −fαi . Now, the pseudograding of
DM′

∗ induces a pseudograding of IMφ too; hence, since IMφ is a formal Hopf subalgebra of
DM′

∗ (Proposition 5.9), we can apply the same procedure and get

S
((
F
φ

i

)f
⊗ 1
)
=
∑
σ

Fφ
σ · φσ · Eφσ (5.5)

where φσ ∈ UM
′

φ,0
∗
and the Fφ

σ ’s, resp. E
φ
σ ’s, are PBW monomials of Uφ,−, resp. Uφ,+, such

that deg(Fφ
σ) + deg(Eφσ) = −fαi . An entirely similar argument yields

S
((
Fφi
)(f) ⊗ 1

)
=
∑
σ

Fφσ · ϕσ · Eφσ (5.6)

where ϕσ ∈ UM′
0

∗
and the Fφσ ’s, resp. E

φ
σ , are PBW monomials of Uφ,−, resp. Uφ,+, such

that deg(Fφσ) + deg(Eφσ) = −fαi . Now remark that IMφ and IMφ can be compared through

the natural embedding IMφ ∼= UM
′

φ (g)
∗
↪→ UM′

φ (g)
∗ ∼= IMφ (dual of UM′

φ (g) ↪→ UM
′

φ (g) );

since
(
F
φ

αh

)f
=
∏f
s=1

(
qsαh − q−s

αh

)
·
(
Fφ
αh

)(f)
,
(
E
φ

αk

)e
=
∏f
s=1

(
qsαk − q−s

αk

)
·
(
Eφ
αk

)(e)
,

comparing (5.5) and (5.6) we find

Fφσ · ϕσ · Eφσ ∈
n∏

h,k=1

fh∏
r=1

ek∏
s=1

(
qrαh − q−r

αh

)
·
(
qsαk − q−s

αk

)
·
f∏
u=1

(
qui − q−ui

)−1 · IMφ
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for Fφσ =
∏1
h=N

(
Fφ
αh

)(fh) , Eφσ =
∏N
k=1

(
Eφ
αk

)(ek) . Therefore
S
(
(Fφi )

(f) ⊗ 1
)
=
∑
σ

n∏
h,k=1

∏fh
r=1

∏ek
s=1

(
qrαh − q−r

αh

)
·
(
qsαk − q−s

αk

)∏f
u=1

(
qui − q−ui

) · Fφσ · ϕ′σ · Eφσ (5.7)

in particular from every coefficient in (5.7) we can pick out a factor of type∏N
h=1

∏ah
r=1

∏bh
s=1 (q

r − q−r) · (qs − q−s) with
∑N
h=1(ah + bh) =

∑N
h=1(fh + ek)− f ; then

we can rearrange the terms of the series (5.7) and write it again as

S
(
(Fφi )

(f) ⊗ 1
)
=

+∞∑
n=0

∑
∑
hah+bh=n

N∏
h=1

ah∏
r=1

bh∏
s=1

(
qr − q−r

)
·
(
qs − q−s

)
·Xn (5.8)

where Xn ∈ Uφ,− ⊗ UM′
φ,0

∗ ⊗ Uφ,+ . Similarly occurs for the other generators of AM
φ : thus

For any root of unity ε, the series S
(
(Fφi )

(f) ⊗ 1
)
, S

((
Lφ,⊗µi

; c

t

))
, S

(
Lφ,⊗−µi

)
and

S
(
1⊗ (Eφi )

(e)
)
are finite sums modulo (q − ε).

In principle, one can compute all the terms of these series up to any fixed order n;
actually, we need to know them only up to n = 0 . For S

(
Fφi ⊗ 1

)
the first term (call it

F1), with index n = 0 in (5.8), corresponds to the terms Fφσ · ϕσ · Eσ in (5.6) such that∑N
s=1(fs + es) = 1 ; but these must have degree deg(Fφσ) + deg(Eφσ) = −αi too, whence it

Fφσ = Fi and Eφσ = 1 . Now, F1 takes non-zero values only on the free UM′
0 –module with

basis
{
Ei
}
, call it V1,i : direct computation shows that F1 + q

(αi|αi+τi)
i · Fφi L

φ,⊗
−αi is zero

in V1,i
∗ , therefore F1 = −q(αi|αi+τi)i · Fφi L

φ,⊗
−αi , whence

S (Fφi ⊗ 1) ≡ −q−(αi|αi+τi) · Fφi L
φ,⊗
−αi mod

(
q − q−1

)
Similar arguments give

S

((
Lφ,⊗µi ; 0

1

))
≡ −Lφ,⊗−µi ·

(
Lφ,⊗µi ; 0

1

)
mod

(
q − q−1

)
S
(
1⊗ Eφi

)
≡ −q+(αi|αi−τi) · Lφ,⊗−αiE

φ
i mod

(
q − q−1

)
As for the coproduct ∆: DM′

∗ → DM′
∗ ⊗̂DM′

∗ , it is the dual of the product of DM′ ,
hence it is characterized by

⟨
∆(x∗), y ⊗ z

⟩
=
⟨
x∗, y · z

⟩
. Mimicking the procedure used

for S, we find that ∆
(
(Fφi )

(f) ⊗ 1
)

is given by a series of type

∆
(
(Fφi )

(f) ⊗ 1
)
=

+∞∑
n=0

∑
∑
h
(ah+a

′
h+

+bh+b
′
h)=n

N∏
h=1

ah∏
r=1

bh∏
s=1

(
qr − q−r

)
·
(
qs − q−s

)
·

·
a′h∏
r′=1

b′h∏
s′=1

(
qr

′
− q−r

′
)
·
(
qs

′
− q−s

′
)
· Yn

(5.9)
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in which Yn ∈
(
Uφ,− ⊗ UM′

φ,0
∗ ⊗ Uφ,+

)⊗2

. Similar formulas exist for all the generators of

AM
φ (which are topological generators of jM

(
UM′
q,φ(g)

∗
)
): in particular this implies

For any root of unity ε, the series ∆
(
(Fφi )

(f) ⊗ 1
)
, ∆

((
Lφ,⊗µi

; c

t

))
, ∆

(
Lφ,⊗−µi

)
and

∆
(
1⊗ (Eφi )

(e)
)
are finite sums modulo (q − ε).

Direct computation gives us the following congruences modulo
(
q − q−1

)2
(using nota-

tion Fφ,⊗i , := Fφi ⊗ 1 , Lφ,⊗µ := L−(1+φ)µ ⊗ L(1−φ)(µ) , E
φ,⊗
i := 1⊗ Eφi , and so on)

∆
(
Fφ,⊗i

)
≡ Fφ,⊗i ⊗ 1⊗ + 1⊗ ⊗ Fφ,⊗i + (qi − 1) ·

(
Lφ,⊗αi ; 0

1

)
⊗ Fφ,⊗i +

+
(
qi − q−1

i

)−1 ·
∑

α,β∈R+

Ci,+α,β
(
qα − q−1

α

)(
qβ − q−1

β

)
· Lφ,⊗αi E

φ,⊗
α ⊗ Fφ,⊗β

∆

((
Lφ,⊗µi ; 0

1

))
≡
(
Lφ,⊗µi ; 0

1

)
⊗1⊗+1⊗⊗

(
Lφ,⊗µi ; 0

1

)
+(qi−1)·

(
Lφ,⊗µi ; 0

1

)
⊗
(
Lφ,⊗µi ; 0

1

)
+

+ (2)
2
q−1(di)

−1
q ·

∑
γ∈R+

(q − 1) [dγ ]q
[
(µi|γ)

]
q
· Lφ,⊗µi Eφ,⊗γ ⊗ Fφ,⊗γ Lφ,⊗µi

∆
(
Eφ,⊗i

)
≡ 1⊗ ⊗ Eφ,⊗i + Eφ,⊗i ⊗ 1⊗ + (qi − 1) · Eφ,⊗i ⊗

(
Lφ,⊗αi ; 0

1

)
−

−
(
qi − q−1

i

)−1 ·
∑

α,β∈R+

Ci,−α,β
(
qα − q−1

α

)(
qβ − q−1

β

)
Eφ,⊗α ⊗ Fφ,⊗β Lφ,⊗αi

where the Ci,±α,β ’s are given by the equations π−
i

(
[Fα, Eβ ]

)
= Ci,−α,β · Fi , π+

i

(
[Fα, Eβ ]

)
=

Ci,+α,β ·Ei (π−
i : UQ

q (g) � k(q) ·Fi and π+
i : UQ

q (g) � k(q) ·Ei being the canonical maps).

§ 6 The quantum group UM
q,φ(h)

6.1 The quantum enveloping algebra UM
q,φ(h) . The results of §5 can be given an

axiomatic form: to this end, we introduce a new object UM
q,φ(h) which is with respect to

U(hτ ) what UM
q,φ(g) is for U(gτ ). Here M is a fixed lattice as in §2.2.

We define HM

φ to be the associative k(q)–algebra with 1 with generators

Fφi , L
φ
µ , E

φ
i (λ ∈M ; i = 1, . . . , n)
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and relations

Lφ0 = 1 , LφµL
φ
ν = Lφµ+ν , Eφi F

φ
j − Fφj E

φ
i = 0

LφµF
φ
j = q(αj |(1+φ)(µ))Fφj L

φ
µ , LφµE

φ
j = q(αj |(1−φ)(µ))Eφj L

φ
µ

1−aij∑
k=0

(−1)kq+c
k
ij

[
1− aij
k

]
qi

(Eφi )
1−aij−kEφj (E

φ
i )
k
= 0 ∀ i ̸= j

1−aij∑
k=0

(−1)kq−c
k
ij

[
1− aij
k

]
qi

(Fφi )
1−aij−kFφj (F

φ
i )

k
= 0 ∀ i ̸= j

(6.1)

where ckij := −
(
kαi

∣∣ τj + (1 − aij − k) τi
)
−
(
αj
∣∣ (1 − aij − k) τi

)
for all i, j, k. We also

use notation Mφ
i := Lφµi (i = 1, . . . , n), {µ1, . . . , µn} being a fixed Z–basis of M , cf. §1.1.

Now consider Fφα1 , . . . , F
φ
αN

in Uφ,− (⊆ HM

φ ) , the elements Bφη,τ,ϕ :=
∑
τ ′≼τ c

′
τ,τ ′ · Lφτ ′

(cf. §5.6) in UM
φ,0 (⊆ HM

φ ) , and Eφα1 , . . . , E
φ
αN

in Uφ,+ (⊆ HM

φ ) .
We define UM

q,φ(h) to be the completion of HM by means of formal series, with coefficients
in k(q), in the elements of the set

BφM :=

{
1∏

r=N

(Fφαr )
fr ·Bφη,τ,ϕ ·

N∏
r=1

(Eφαr )
er

∣∣∣∣ϕ = (fr)r, η = (er)r ∈ NN ; τ ∈ Nn
}
.

Thus UM
q,φ(h) is the completion of HM

φ with respect to the topology (of HM

φ ) for which a

fundamental system of neighborhoods of 0 is the set of vector subspaces of HM

φ which con-

tain almost all the elements of BφM , and the set BφM is a pseudobasis of UM
q,φ(h). Roughly

speaking, UM
q,φ(h) is an algebra of (non-commutative) formal series with (6.1) as commuta-

tion rules. Finally, thanks to Lemma 5.3, we can identify UM
q,φ(h) with the space of formal

series in the Fφ
αh

’s, Eφ
αk

’s with coefficients in UM′
φ,0

∗
.

From §5 we can explicitely realize UM
q,φ(h) and endow it with a Hopf structure: in fact,

the definition of UM
q,φ(h) is nothing but a presentation of UM′

q,φ(g)
∗
, as the following shows:

Theorem 6.2. There exists an isomorphism of topological k(q)–algebras

νφM : UM

q,φ(h)
∼=−−−→ jM

(
UM′

q,φ(g)
∗)

given by: Fφi 7→ Fφi ⊗ 1 , Lφµ 7→ Lφ,⊗µ , Eφi 7→ 1 ⊗ Eφi . Then the pull-back of the formal

Hopf structure of jM

(
UM′
q,φ(g)

∗
)
uniquely defines a formal Hopf structure on UM

q,φ(h), so

that νφM and jM
−1 ◦ νφM are formal Hopf algebra isomorphisms.

Proof. By construction HM

φ
∼= Uφ,− ⊗ UM

φ,0 ⊗ Uφ,+ ∼= AM
φ (⊆ jM

(
UM′
q,φ(g)

∗
)
) as vector

spaces; now Fφi ⊗ 1, Lφ,⊗µ , 1 ⊗ Eφi ∈ UM
φ,≤ ⊗ UP

φ,≥ , hence comparing (6.1) and (2.1) we

see that formulas above gives a well-defined isomorphism of algebras νφM : HM

φ

∼=−→ AM
φ .

Moreover, AM
φ contains a pseudobasis Bφ

M of jM

(
UM′
q,φ(g)

∗
)
(cf. Lemma 5.4, Proposition
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5.6, and Remark 5.7) such that νφM(BφM) = Bφ
M , hence νφM continuosly extends, in a unique

way, to an isomorphism of topological algebras νM : UM
q,φ(h)

∼=−→ jM

(
UM′
q,φ(g)

∗
)
, q.e.d. �

Remark 6.3. Notice that. setting Y φη,τ,ϕ := Fφ
η ·B

φ
η,τ,ϕ ·Eφϕ , (notations of §5), Theorem

6.2 and definitions give νφM (Y φη,τ,ϕ) = Xη,τ,ϕ
∗ for all η ∈ NN , τ ∈ Nn, ϕ ∈ NN (cf. §5.7).

Lemma 6.4. The subset ΩM
φ :=

{
x =

∑
σ F

φ
σ · Φφσ · Eφσ ∈ UM

q,φ(h)
∣∣∣Φφσ ∈ UM

φ,0, ∀σ
}

(where x =
∑
σ F

φ
σ · Φφσ · Eφσ is the expansion of x ∈ UM

q,φ(h) as a series with coefficients

in UM′
φ,0

∗
) is a formal Hopf subalgebra of UM

q,φ(h).

Proof. It is clear that ΩM
φ is a subalgebra of UM

q,φ(h). Now let x =
∑
τ F

φ
τ

′ ·Φφτ
′ ·Eφτ

′ ∈ ΩM
φ :

then Φφτ
′ =

∑
µ∈M cτ,µL

φ
µ with cτ,µ ̸= 0 for finitely many µ.

Let S(x) =
∑
σ F

φ
σ ·Φφσ ·Eφσ : for any fixed σ̄, we must prove that Φφσ̄ ∈ UM

φ,0

(
⊆ UM′

0
∗
)
,

so that S
(
ΩM
φ

)
= ΩM

φ ; to this end, we use the identification UM
q,φ(h)

∼= UM′
q,φ(g)

∗
(cf. The-

orem 6.2). For (2.3) there exist two PBW monomials Eσ̄ and Fσ̄ such that⟨
S(x), Eσ̄ · y · Fσ̄

⟩
=
⟨
Fφσ̄ · Φφσ̄ · Eφσ̄ , Eσ̄ · y · Fσ̄

⟩
=
⟨
Fσ̄, Eσ̄

⟩
·
⟨
Eσ̄,Fσ̄

⟩
· Φφσ̄

(
y · Lα

)
for all y ∈ UM′

0 , with α := s
(
Fσ̄
)
+ s
(
Eσ̄
)

and cσ̄ :=
⟨
Fσ̄, Eσ̄

⟩
·
⟨
Eσ̄,Fσ̄

⟩
̸= 0 : in

other words, Φφσ̄ = cσ̄
−1 ·

((
L−α · Fσ̄

)
◃ S(x) ▹ Eσ̄

)∣∣∣
UM

′
0

(where ▹ and ◃ denote standard

left and right action, cf. [DL], §1.4), hence we have to study
⟨
S(x), Eσ̄ · y · L−αFσ̄

⟩
as

a function of y ∈ UM′
φ,0 ; by linearity we can assume y = Lν , ν ∈ M ′ . By definition,⟨

S(x), Eσ̄ · y ·L−αFσ̄
⟩
=
⟨
x, S(Eσ̄ · yL−α · Fσ̄)

⟩
; in order to compute the latter we have to

”straighten” S
(
Eσ̄ ·y ·L−αFσ̄

)
, i. e. to express it in terms of a PBW basis of U−⊗UM′

0 ⊗U+ .

Since S
(
Eσ̄ · y · L−αFσ̄

)
= S

(
L−αFσ̄

)
· S(y) · S

(
Eσ̄
)
, let us consider the various factors.

First, S
(
L−αFσ̄

)
∈ UM′

≤ , and S
(
L−αFσ̄

)
does not depend on y. Second, S(y) =

S
(
Lν
)
= L−ν . Third, S

(
Eσ̄
)
∈ UM′

≥ , and S
(
Eσ̄
)
does not depend on y.

Now we straighten the product. Commuting S
(
L−αFσ̄

)
and S(y) = L−ν produces a

coefficient q−(ν|βσ̄) =
⟨
Lφ−βσ̄ , Lν

⟩
π
, where βσ̄ ∈ Q− is the weight of S

(
Fσ̄
)
. Straightening

the product S
(
L−αFσ̄

)
· S
(
Eσ̄
)
produces a sum

∑
k xk of terms which do not depend on

y . Straightening the product S
(
y
)
= L−ν ·

∑
k xk produces for each term xk a coefficient

q−(ν|γσ̄,k) =
⟨
Lφ−γσ̄,k , Lν

⟩
π
, where γσ̄,k ∈ Q+ is the weight of the ”positive” part x+k of xk

(with respect to the triangular decomposition).
Therefore

⟨
x, S

(
Eσ̄ ·y ·L−αFσ̄

)⟩
depends on y according to the functions Lφ−βσ̄ , L

φ
−γσ̄,k ,

and Φφτ
′ ◦S : to be precise, Φφσ̄ =

(
L−αFσ̄ ◃ S(x) ▹ Eσ̄

)∣∣∣
UM

′
0

is a linear combination of

functions of type Lφ−βσ̄ ·
(
Φφτ

′ ◦S
)
·Lφ−γσ̄,k =

∑
µ∈M cτ,µL

φ
−µ−βσ̄−γσ̄,k , so Φφσ̄ ∈ UM

φ,0 , q.e.d.

An entirely analogous procedure — slightly simpler indeed — works for comultiplication,
thus proving that ∆

(
ΩM
φ

)
⊆ ΩM

φ ⊗̂ΩM
φ . The thesis follows. �

Now we introduce integer forms of UM
q,φ(h) and prove their first properties. We freely

use the term pseudobasis to mean a topological basis of a topological module, so that any
element in the module has a unique expansion as a series in the elements of the basis.
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Definition 6.5. We define HM
φ to be the k

[
q, q−1

]
–subalgebra of UM

q,φ(h) generated by{
F
φ

αr , L
φ
µ , E

φ

αr

∣∣ r = 1, . . . , N ; µ ∈M
}
, and UM

φ (h) to be its closure in UM
q,φ(h).

Theorem 6.6. UM
φ (h) is a k

[
q, q−1

]
–integer form (in topological sense) of UM

q,φ(h), as a

formal Hopf algebra, with k
[
q, q−1

]
–pseudobasis

B̃φM :=
{
Y φη,τ,ϕ

∣∣∣ τ ∈ Nn; η, ϕ ∈ NN
}
=
{
Fφ
η ·Bφη,τ,ϕ · E

φ
ϕ

∣∣∣ τ ∈ Nn; η, ϕ ∈ NN
}
; (6.2)

in particular νφM
(
UM
φ (h)

)
= jM

(
UM

′
φ (g)

∗
)
=: IMφ .

Proof. By construction B̃φM ⊆ UM
φ (h) , so the claim follows from §6.1 or Remark 6.3. �

Let Ω̂M
φ := ΩM

φ ∩ (νφM)
−1

(IMφ ) ; notice that (cf. Proposition 5.9(b))

Ω̂M

φ =

{
x =

∑
σ

Fφσ · ϕφσ · Eφσ ∈ UM

q,φ(h)

∣∣∣∣Fφσ ∈ Uφ,−, ϕ
φ
σ ∈ UMφ,0,E

φ
σ ∈ Uφ,+, ∀σ

}
.

Definition 6.7. We call HM
φ the k

[
q, q−1

]
–subalgebra of UM

q,φ(h) generated by{(
Fφi
)(f)

,
(
Mφ
i ;c
t

)
,
(
Mφ
i

)−1
,
(
Eφi
)(e) ∣∣∣ f, c, t, e ∈ N; i = 1, . . . , n

}
, and UMφ (h) the set

{
x ∈ Ω̂M

φ

∣∣∣∣∣x =
+∞∑
n=0

xn, xn ∈
∑

∑
h
(ah+bh)=n

N∏
h=1

ah,bh∏
r,s=1

(
qr − q−r

)
·
(
qs − q−s

)
· HM

φ ∀n

}
(6.3)

Theorem 6.8. UMφ (h) is a k
[
q, q−1

]
–integer form of UM

q,φ(h) and ΩM
φ .

Proof. By construction UMφ (h) is a k
[
q, q−1

]
–subalgebra of UM

q,φ(h) and ΩM
φ ; moreover The-

orem 6.2 and Proposition 5.9(b) ensure that Ω̂M
φ is a k

[
q, q−1

]
–integer form (in topological

sense) of ΩM
φ (as an algebra), hence also UMφ (h) is. Proposition 5.9(b) and Lemma 6.4 imply

that Ω̂M
φ is a formal Hopf subalgebra of ΩM

φ . Finally the analysis in §5.16 (especially (5.8)

and (5.9)) via νM
−1 gives S

(
UMφ (h)

)
= UMφ (h) and ∆

(
UMφ (h)

)
⊆ UMφ (h) ⊗̂UMφ (h) . �

6.9 Presentation of UMφ (h). By the similar result available for UMφ (g)
∼= UMq,0(g)

(cf. [DL], §3.4) we get a presentation of UMφ (h) by (topological) generators and relations.

The algebra HM
φ of §6.7 is the associative k

[
q, q−1

]
–algebra with 1 with generators

Mφ
i ,
(
Mφ
i

)−1
,

(
Mφ
i ; c

t

)
,
(
Eφi
)(r) (

Fφi
)(s)
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(i = 1, . . . , n; c ∈ Z, t, r, s ∈ N; here we set Mφ
i := Lφµi ), and relations

Mφ
i (M

φ
i )

−1
= 1 = (Mφ

i )
−1
Mφ
i , (Mφ

i )
±1(

Mφ
j

)±1
=
(
Mφ
j

)±1
(Mφ

i )
±1

(Mφ
i )

±1

(
Mφ
j ; c

t

)
=

(
Mφ
j ; c

t

)
(Mφ

i )
±1
,

(
Mφ
i ; c

0

)
= 0 , (qi − 1)

(
Mφ
i ; 0

1

)
=Mφ

i − 1(
Mφ
i ; c

t

)(
Mφ
i ; c− t

s

)
=

(
t+ s

t

)
q

(
Mφ
i ; c

t+ s

)
, ∀ t, s(

Mφ
i ; c+ 1

t

)
− qt

(
Mφ
i ; c

t

)
=

(
Mφ
i ; c

t− 1

)
, ∀ t ≥ 1(

Mφ
i ; c

t

)
=

p≤c,t∑
p≥0

q(c−p)(t−p)
(
c

p

)
q

(
Mφ
i ; 0

t− 1

)
, ∀ c ≥ 0

(
Mφ
i ;−c
t

)
=

t∑
p=0

(−1)
p
q−t(c+p)+p(p+1)/2

(
p+ c− 1

p

)
q

(
Mφ
i ; 0

t− p

)
, ∀ c ≥ 1(

Mφ
i ; c+ 1

t

)
−
(
Mφ
i ; c

t

)
= qc−t+1Mφ

i

(
Mφ
i ; c

t− 1

)
, ∀ t ≥ 1

Mφ
i

(
Eφj
)(p)

= qp (αj |(1+φ)(µi))
(
Eφj
)(p)

Mφ
i , Mφ

i

(
Fφj
)(p)

= qp (αj |(1−φ)(µi))
(
Fφj
)(p)

Mφ
i(

Mφ
i ; c

t

)(
Eφj
)(p)

=
(
Eφj
)(p)(Mφ

i ; c+ p (αj |(1 + φ)(µi))

t

)
(
Mφ
i ; c

t

)(
Fφj
)(p)

=
(
Fφj
)(p)(Mφ

i ; c+ p (αj |(1− φ)(µi))

t

)

(Eφi )
(r)

(Eφi )
(s)

=

[
r + s

r

]
qi

(Eφi )
(r+s)

, (Fφi )
(r)

(Fφi )
(s)

=

[
r + s

r

]
qi

(Fφi )
(r+s)

∑
r+s=1−aij

(−1)
s
(Eφi )

(r)
Eφj (E

φ
i )

(s)
= 0 ,

∑
r+s=1−aij

(−1)
s
(Fφi )

(r)
Fφj (F

φ
i )

(s)
= 0 , ∀ i ̸= j

(Eφi )
(0)

= 1 , (Eφi )
(r)(

Fφj
)(s)

=
(
Fφj
)(s)

(Eφi )
(r)
, (Fφi )

(0)
= 1

Then UMφ (h) is the completion of HM
φ obtained by taking formal series in the PBW

monomials of Uφ,− and Uφ,+, with coefficients in UMφ,0, which satisfy the condition in (6.3).
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Finally, formulas in §5.16 yield — via νφM — the following (where Kφ
i := Lφαi ):

∆
(
Fφi
)
≡ Fφi ⊗ 1 + 1⊗ Fφi + (qi − 1) ·

(
Kφ
i ; 0

1

)
⊗ Fφi +

+
(
qi − q−1

i

)−1 ·
∑

α,β∈R+

Ci,+α,β
(
qα − q−1

α

)(
qβ − q−1

β

)
Kφ
i E

φ
α ⊗ Fφβ mod

(
q − q−1

)2
∆

((
Mφ
i ; 0

1

))
≡
(
Mφ
i ; 0

1

)
⊗ 1 + 1⊗

(
Mφ
i ; 0

1

)
+ (qi − 1) ·

(
Mφ
i ; 0

1

)
⊗
(
Mφ
i ; 0

1

)
+

+ (2)
2
q−1(di)

−1
q ·

∑
γ∈R+

(q − 1) [dγ ]q
[
(µi|γ)

]
q
·Mφ

i E
φ
γ ⊗ Fφγ M

φ
i mod

(
q − q−1

)2
∆
(
Eφi
)
≡ 1⊗ Eφi + Eφi ⊗ 1 + (qi − 1) · Eφi ⊗

(
Kφ
i ; 0

1

)
−

−
(
qi − q−1

i

)−1 ·
∑

α,β∈R+

Ci,−α,β
(
qα − q−1

α

)(
qβ − q−1

β

)
Eφα ⊗ Fφβ K

φ
i mod

(
q − q−1

)2
S (Fφi ) ≡ −q−2

i · Fφi (K
φ
i )

−1
, S (Eφi ) ≡ −q+2

i · (Kφ
i )

−1
Eφi mod

(
q − q−1

)
S

((
Mφ
i ; 0

1

))
≡ −(Mφ

i )
−1 ·

(
Mφ
i ; 0

1

)
mod

(
q − q−1

)
ϵ (Fφi ) = 0 , ϵ

((
Mφ
i ; 0

1

))
= 0 , ϵ (Eφi ) = 0 .

Definition 6.10. We call ξφM the embedding of formal Hopf algebras

ξφM := (νφM)
−1

◦µφM : FM

q,φ[G] ↪−−−→ UM

q,φ(h)

Theorem 6.11. The embedding ξφM : FM
q,φ[G] ↪→ UM

q,φ(h) induces algebra monomorphisms

ξφM : FM
q,φ[G] ↪−→ HM

φ , ξφM : FMφ [G] ↪−→ HM
φ , ξφM : FM

φ [G] ↪−→ HM
φ and algebra isomor-

phisms ξφM : FM
q,φ[G]

[
ψ−1
−ρ
] ∼=−→HM

φ , ξφM : FMφ [G]
[
ψ−1
−ρ
] ∼=−→HM

φ , ξφM : FM
φ [G]

[
ψ−1
−ρ
] ∼=−→HM

φ

whose images are dense respectively in UM
q,φ(h), in UM

φ (h), in UMφ (h). �

6.12 Quantum Poisson pairing. In this section we define perfect Hopf pairings
UM
q,φ(h) ⊗ UM′

q,φ(g) −→ k(q) which provide quantizations of the Hopf pairings F [Gτ ] ⊗
U(gτ ) → k (or F∞ [Gτ ]⊗U(gτ ) → k ) and U(hτ )⊗ F [Hτ ] → k and of the Lie bialgebra
pairing hτ⊗gτ → k : therefore we call them ”(multiparameter) quantum Poisson pairings”;
moreover they also provide new interesting pairings between function algebras.
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Since jM
−1 ◦ νφM : UM

q,φ(h)
∼=−→UM′

q,φ(g)
∗
, evaluation gives a perfect Hopf pairing

πMq,φ: U
M

q,φ(h)⊗ UM′

q,φ(g) −−−→ k(q)

defined by πMq,φ(h, g) :=
⟨
jM

−1
(
νφM(h)

)
, g
⟩

for all h ∈ UM
q,φ(h), g ∈ UM′

q,φ(g) .
We call πMq,φ (multiparameter) quantum Poisson pairing.

By previous analysis, the integer forms of quantum enveloping algebras are k
[
q, q−1

]
–

dual of each other (cf. §2.6) with respect to πMq,φ ; so the latter restrict to perfect pairings

πφq,HτM
: UM

′

φ (h)⊗ UM

φ (g) −→ k
[
q, q−1

]
, πφq,GτM

: UM

φ (h)⊗ UM
′

φ (g) −→ k
[
q, q−1

]
;

same symbols will also denote the Hopf pairings πφq,HτM
: FM′

φ [G] ⊗ UM
φ (g) −→ k

[
q, q−1

]
,

resp. πφq,GτM
: FMφ [G]⊗ UM

′
φ (g) −→ k

[
q, q−1

]
, got by restriction of the previous ones: here-

after we identify FM
q,φ[G] with its image in UM

q,φ(h) via ξ
φ
M , and similarly for integer forms.

§ 7 Specialization at roots of 1

7.1 The case q → 1 : specialization of UMφ (h) to U(hτ ) and consequences. Recall

(cf. §2.1) that τ = (τ1, . . . , τn) :=
1
2 (φ(α1), . . . , φ(αn)) . Now set

UM1,φ(h) := UMφ (h)
/
(q − 1)UMφ (h)

∼= UMφ (h)⊗k[q,q−1] k

let pφ1 : U
M
φ (h) → UM1,φ(h) be the canonical projection, and set f τi := pφ1

(
(Fφi )

(1)
)
,

mτ
i := pφ1

((
Mφ
i ; 0
1

))
, eτi := pφ1

(
(Eφi )

(1)
)
, (where Mi := Lφµi ) for all i = 1, . . . , n.

Theorem 7.2. For q → 1 , UMφ (h) specializes to the Poisson Hopf coalgebra U(hτ ) ; in
other words, there exists an isomorphism of Poisson Hopf coalgebras

UM1,φ(h)
∼= U(hτ ) .

Proof. The proof mimick that for UM1,φ(g)
∼= U(gτ ) . From the presentation of UMφ (h) we get

UM1,φ(h) = HM
φ

∣∣
q=1

:= HM
φ

/
(q−1)HM

φ , hence we are reduced to study HM
φ

∣∣
q=1

; moreover the

presentation of HM
φ provides one of HM

φ

∣∣
q=1

. Now the definition of HM
φ

∣∣
q=1

and the explicit

form of the PBW basis of UMφ,0 (cf. §2.5) imply that the elements (Fφi )
(r)

,
(
Mφ
i ; 0
t

)
, (Mφ

i )
−1

,

(Eφi )
(s)

( i = 1, . . . , n; r, t, s ∈ N ) are enough to generate HM
φ ; finally, straightforward

computation gives pφ1

(
(Fφi )

(r)
)
=

(f τi )r

r! , pφ1

((
Mφ
i ;0
t

))
=
(
mτi
t

)
, pφ1

(
(Mφ

i )
−1
)
= 1 ,

pφ1

(
(Eφi )

(s)
)

=
(eτi )

s

s! (where
(
mφi
t

)
:=

mφi (m
φ
i −1)(mφi −2)···(mφi −t+1)

t! ), hence UM1,φ(h) =

HM
φ

∣∣∣
q=1

is generated by the f τi ’s, m
τ
i ’s, e

τ
i ’s, with some relations.
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When M = Q this presentation is exactly the same of U(hτ ) (cf. (1.2)), with hτi = mτ
i ;

comparing (1.3) with formulas in §6.9 (for q = 1) shows that also the Hopf structure is the
same. In particular UQ1,φ(h) is cocommutative, hence has a canonical co-Poisson structure

given by δ :=
(

∆−∆op

q−1

)∣∣
q=1

, described by formulas — deduced from those in §8.9 — which

do coincide with (1.4), as a straightforward checking shows.
Finally, for M ̸= Q we prove that UM1,φ(h)

∼= UQ1,φ(h) as Poisson Hopf coalgebras:

since UMφ (h) ⊇ UQφ(h) by definition, it is enough to check that HM
φ

∣∣
q=1

= HQ
φ

∣∣
q=1

as

k–vector spaces. Assume we are in the simply laced case. Since Mφ
i := Lφµi and

Kφ
j := Lφαj , it is Kφ

j :=
∏n
i=1

(
Mφ
αi

)cij
, where cij ∈ Z are such that αj =

∑n
i=1 cijµi .

Then
(
Kφ
j ;0

t

) ∣∣∣
q=1

=
∑n
i=1 cij ·

(
Mφ
i ;0
t

) ∣∣∣
q=1

so that UMφ,0

∣∣∣
q=1

= UQφ,0

∣∣∣
q=1

follows,

whence HM
φ

∣∣
q=1

= HQ
φ

∣∣
q=1

, q.e.d. In the other cases M = P , and this argument still

works, mutatis mutandis, because αj =
∑n
i=1 aijωi , hence Kφ

j :=
∏n
i=1

(
Lφαi
)aij

, so that(
Kφ
j ;0

t

) ∣∣∣
q=1

=
∑n
i=1 aji ·

(
Lφi ;0
t

) ∣∣∣
q=1

and we are done again. �

Remark: Thus UMφ (h) provides the announced infinitesimal quantization of Hτ . This

can be partially explained as follows. UMφ (h) is a subspace of UM′
q,φ(g)

∗
made of series

satisfying a certain ”growth condition” (cf. (6.3)): then specializing q at 1 one gets an

isomorphism of Hopf algebras UM1,φ(h)
∼=
{
f ∈ F [Hτ

M ]
∗
∣∣∣ ∃n ∈ N : f (en) = 0

}
where

e := Ker (ϵ: F [Hτ
M ] → k) , and e = me , where me is the maximal ideal of F [Hτ

M ] associated

to e ∈ Hτ
M . Since

{
f ∈ F [Hτ

M ]
∗
∣∣∣ ∃n ∈ N : f (me

n) = 0
}

∼= U(hτ ) as Hopf algebras

(cf. for instance [On], Part I, Ch. 3, §2), we conclude that there exists a Hopf algebra
isomorphism UM1,φ(h)

∼= U(hτ ) . But regarding co-Poisson structure, such an analysis gives
no information, thus the proof of Theorem 7.2 given above is really necessary.

The previous theorem has two interesting consequences. As for the first, set

FM

1,φ[G] := FM

φ [G]
/
(q − 1)FM

φ [G] ∼= FM

φ [G]⊗k[q,q−1] k .

Theorem 7.3. The Hopf algebra FM
φ [G] specializes to the Poisson Hopf coalgebra U(hτ )

for q → 1 ; in other words, there exists an isomorphism of Poisson Hopf coalgebras

FM

1,φ[G]
∼= U(hτ ) .

Proof. Consider the monomorphism ξφM : FM
φ [G] ↪−−−→ UMφ (h) and compare it with the iso-

morphism ξφM : FM
φ [G]

[
ψ−1
−ρ
] ∼=−→HM

φ ⊆ UMφ (h) . When q → 1 we get UM1,φ(h) = HM
φ

∣∣
q=1

=(
FM
φ [G]

[
ψ−1
−ρ
] )∣∣∣

q=1
= FM

1,φ[G]
[
ψ−1
−ρ
∣∣
q=1

]
; but ξφM

(
ψ−1
−ρ
)
= Lφρ =

∏n
i=1M

φ
i (cf. Theorem

5.14), hence ξφM
(
ψ−1
−ρ
) ∣∣
q=1

=
∏n
i=1M

φ
i

∣∣
q=1

= 1 because Mφ
i = 1+ (qi − 1) ·

(
Mφ
i ; 0
1

)
≡ 1

mod (q − 1) . Therefore UM1,φ(h)
∼= FM

1,φ[G]
[
ψ−1
−ρ
∣∣
q=1

]
= FM

1,φ[G] , whence the thesis. �
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Remark: thus FM
q,φ[G] too yields an infinitesimal quantization of Hτ ; compared with

UM
q,φ(h) the advantage is that F

M
q,φ[G] is usual Hopf algebra, whereas UM

q,φ(h) (or U
M
φ (h)) is a

topological Hopf algebra. Furthermore, for the classical groups there exists a presentation
of F P

q,0 [G] by generators and relations, hence — at least in principle — one can study

FP

φ,0 [G] exploiting such a presentation. For G = SL(n+ 1) this is done in [Ga].

Theorem 7.3 gives FM
φ [G]

q→1−−−→ U(hτ ), which is the dual result (in the sense of Poisson

duality) UM′
φ (g)

q→1−−−→ F [Hτ
M ] . The original proof of the latter result in [DKP] (see

also [DP]) is lenghty involved and complicated, requiring very hard computations; on the
contrary, we can deduce it as an easy consequence of Theorem 7.2:

Theorem 7.4. The Hopf algebra UM
φ (g) specializes to the Poisson Hopf algebra F [Hτ

M ]
for q → 1 , in other words, there exists an isomorphism of Poisson Hopf algebras

UP

1,φ(g) := UM

φ (g)
/
(q − 1)UM

φ (g) ∼= F [Hτ
M ] .

Proof. Since UM
φ (g) is perfectly paired with UM

′
φ (h) , we have that UM

1,φ(g) is perfectly

paired with UM
′

1,φ(h)
∼= U(hτ ) : the latter is cocommutative, hence the former is com-

mutative. Then UM
1,φ(g) is a finitely generated commutative Hopf algebra over k, hence

it is the algebra of (regular) functions of an affine algebraic group, say H ′ ; moreover
UM
1,φ(g) = F [H ′] inherits from UM

φ (g) a Poisson structure, so H ′ is a Poisson group. Like

in [DP] it is clear from the presentation of UM
φ (g) that F [H ′]

(
= UM

1,φ(g)
) ∼= F [Hτ

M ] as
Hopf algebras, hence H ′ = Hτ

M as algebraic groups (the non-trivial part in [DP] is that
dealing with Poisson structures). Now the Hopf pairing among UM

′
1,φ(h)

∼= U(hτ ) and
UM
1,φ(g) = F [H ′] = F [Hτ

M ] is compatible with Poisson and co-Poisson structures, that is⟨
h, {f, g}

⟩
=
⟨
δ(h), f ⊗ g

⟩
, where δ is the Poisson cobracket of UM

′
1,φ(h) = U(hτ ) and { , }

is either the Poisson bracket { , }⋆ of Hτ
M or the Poisson bracket { , }◦ of H ′ : since the

pairing is perfect, we must have { , }⋆ = { , }◦ , whence the thesis. �

7.5 The case q → 1 : specialization of UM
φ (h) to F∞ [GτM ]. We are going to

show that UM
φ (h) is a quantization of F∞ [GτM ] (= F∞ [Gτ ]); such a result can be seen as

(Poisson) dual counterpart of UM
φ (g)

q→1−−−→ F [Hτ
M ] (cf. Theorem 7.4). As usual, we set

UM

1,φ(h) := UM

φ (h)
/
(q − 1)UM

φ (h) ∼= UM

φ (h)⊗k[q,q−1] k .

Theorem 7.6. The formal Hopf algebra UM
φ (h) specializes to the formal Poisson Hopf

algebra F∞ [GτM ] (= F∞ [Gτ ]) for q → 1 ; in other words, there exists an isomorphism of
formal Poisson Hopf algebras

UM

1,φ(h)
∼= F∞ [GτM ] .

Proof. Recall that F∞ [GτM ] = F∞ [Gτ ] is isomorphic to the linear dual of U(gτ ), that
is F∞ [GτM ] ∼= U(gτ )

∗
. On the other hand, we have a formal Hopf algebra isomorphism

jM
−1 ◦ νφM : UM

q,φ(h)
∼=−→ UM′

q,φ(g)
∗
, and Theorem 6.6 ensures that this restricts to

jM
−1 ◦ νφM : UM

φ (h)
∼=−−−→UM

′

φ (g)
∗
. (7.3)
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When q → 1 , we have that UM
′

φ (g) specializes to U(gτ ), therefore (7.3) implies

UM
1,φ(h)

∼= UM
′

φ (g)
∗ ⊗k[q,q−1] k = UM

′
1,φ(g)

∗ ∼= U(gτ )
∗
= F∞ [Gτ ] = F∞ [GτM ] , q.e.d. �

7.7 The case q → ε : quantum Frobenius morphisms. Let ε be a primitive ℓ–th
root of 1 in k, for ℓ odd , ℓ > d := maxi{di} , and set

UMε,φ(h) := UMφ (h)
/
(q − ε)UMφ (h)

∼= UMφ (h)⊗k[q,q−1] k

First of all we remark that

UMε,φ(h) is a usual Hopf algebra over k, isomorphic to HM
φ

∣∣∣
q=ε

(7.4)

for every element of UMε,φ(h) is a formal series of terms in HM
φ which is a finite sum modulo

(q − ε), and §5.16 and Theorem 6.2 tell us that ∆
(
HM
φ

∣∣
q=ε

)
⊆ HM

φ

∣∣
q=ε

⊗ HM
φ

∣∣
q=ε

, and

S
(
HM
φ

∣∣
q=ε

)
= HM

φ

∣∣
q=ε

. Now we are ready for next result, the analogue for UM
q,φ(h) of (3.6).

Theorem 7.8. There exists a Hopf algebras epimorphism

Frhτ : UMε,φ(h) −−−� UM1,φ(h)
∼= U(hτ )

defined (for all i = 1, . . . , n ) by

Frhτ :



Fφi
(s)
∣∣∣
q=ε
7→Fφi

(s/ℓ)
∣∣∣
q=1

,
(
Mφ
i ; 0
s

)∣∣∣∣
q=ε

7→
(
Mφ
i ; 0
s/ℓ

)∣∣∣∣
q=1

, Eφi
(s)
∣∣∣
q=ε
7→Eφi

(s/ℓ)
∣∣∣
q=1

if ℓ
∣∣∣s

Fφi
(s)
∣∣∣
q=ε

7→ 0 ,
(
Mi; 0
s

)∣∣∣∣
q=ε

7→ 0 , Eφi
(s)
∣∣∣
q=ε

7→ 0 otherwise

(
Mφ
i
−1)∣∣∣

q=1
7→ 1

which is adjoint of Frgτ (cf. (3.9)) with respect to the quantum Poisson pairings, that is

πφ1,Hτ
M′

(
Frhτ (h), g

)
= πφε,Hτ

M′

(
h,Frgτ (g)

)
∀ h ∈ UMε,φ(h), g ∈ UM′

1,φ(g) .

Proof. The formulas above uniquely determine an epimorphism Frhτ — if any — because

(Fφi )
(s)
∣∣∣
q=ε

,
(
Mφ
i ;0
s

) ∣∣∣
q=ε

, (Mφ
i )

−1
∣∣∣
q=ε

, (Eφi )
(s)
∣∣∣
q=ε

are (algebraic) generators of HM
φ

∣∣∣
q=ε

=

= UMε,φ(h) (cf. (7.4)). Consider the embedding Frgτ : F [Hτ
M′ ] ∼= UM′

1,φ(g) ↪−→ UM′
ε,φ(g)

of Hopf algebras (cf. (3.9)): its linear dual is an epimorphism of formal Hopf algebras

UM′
ε,φ(g)

∗ −� UM′
1,φ(g)

∗
. On the other hand we have an embedding UMε,φ(h) ↪−→ UM′

ε,φ(g)
∗

provided by the specialized quantum Poisson pairing πφε,Hτ
M′

: UMε,φ(h)⊗ UM′
ε,φ(g) −→ k .

Now composition yields a morphism Frhτ : U
M
ε,φ(h) −−−→ UM′

1,φ(g)
∗
; the very construc-

tion then gives ⟨Frhτ (h), g⟩ = πφ1,Hτ
M′

(Frhτ (h), g) = πφε,Hτ
M′

(h,Frgτ (g)) , hence Frhτ is

adjoint of Frgτ (g), is described by the previous formulas and has image UM1,φ(h), q.e.d. �

Similar arguments prove next result, which is the analogue of (3.9); as usual, we set

UM

ε,φ(h) := UM

φ (h)
/
(q − ε)UM

φ (h) ∼= UM

φ (h)⊗k[q,q−1] k .
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Theorem 7.9.
(a) There exists a unique continuous monomorphism of formal Hopf algebras

Frhτ : F∞ [GτM ] ∼= UM

1,φ(h) ↪−−−→ UM

ε,φ(h) (7.5)

defined (for all α ∈ R+ , µ ∈M ) by

Frhτ : F
φ

α

∣∣∣
q=1

7→
(
F
φ

α

)ℓ∣∣∣
q=ε

, Lφµ

∣∣∣
q=1

7→
(
Lφµ
)ℓ∣∣∣

q=ε
, E

φ

α

∣∣∣
q=1

7→
(
E
φ

α

)ℓ∣∣∣
q=ε

(7.6)

which is the continuous extension of FrGτ (cf. (4.5)) and is adjoint of Frgτ (cf. (3.6)) with
respect to quantum Poisson pairings, that is

πφε,GτM

(
Frhτ (h), g

)
= πφ1,GτM

(
h,Frgτ (g)

)
∀ h ∈ UM

1,φ(h), g ∈ UM
′

ε,φ(g) .

(b) The image Zφ0
(∼=Frhτ UM

1,φ(h)
)
of Frhτ is a formal Hopf subalgebra contained in

the centre of UM
ε,φ(h).

(c) The set
{
Fℓϕ ·Bφℓϕ,ℓτ,ℓη · Eℓη

∣∣∣ϕ∈NN , τ ∈Nn, η∈NN
}
is a pseudobasis of Zφ0 over k.

(d) The set
{
Fϕ ·Bφϕ,τ,η ·Eη

∣∣∣ τ ∈
{
0, 1, . . . , ℓ− 1

}n
; ϕ, η ∈

{
0, 1, . . . , ℓ− 1

}N }
is a basis

of UM
ε,φ(h) over Z0 ; therefore also the set of ordered PBW monomials{

Fϕ ·Mφ
µ · Eη

∣∣∣µ ∈
{
0, 1, . . . , ℓ− 1

}n
; ϕ, η ∈

{
0, 1, . . . , ℓ− 1

}N }
is a basis of UM

ε,φ(h)

over Zφ0 . Thus UM
ε,φ(h) is a free module of rank ℓdim(Hτ ) over Zφ0 .

Proof. (a) Since F
φ

α

∣∣∣
q=1

, Lφµ

∣∣∣
q=1

, E
φ

α

∣∣∣
q=1

(α ∈ R+, µ ∈ M ) are topological generators of

UM
1,φ(h), the formulas above uniquely determine a continuous monomorphism Frhτ , if any.

Now consider Frgτ : U
M′
ε,φ(g) −� UM

′
1,φ(g)

∼= U(gτ ) (cf. (3.6)), a Hopf epimorphism, and its

dual, a formal Hopf monomorphism UM
′

1,φ(g)
∗
↪−→ UM

′
ε,φ(g)

∗
; composing the latter with the

isomorphisms UM
1,φ(h)

∼=−→ UM
′

1,φ(g)
∗
, UM

′
ε,φ(g)

∗ ∼=−→ UM
ε,φ(h) (given by specialized quantum

Poisson pairings) provides a monomorphism Frhτ : UM
1,φ(h) ↪−→ UM

ε,φ(h) ; then⟨
Frhτ (h), g

⟩
= πφε,GτM

(
Frhτ (h), g

)
= πφ1,GτM

(
h,Frgτ (g)

)
∀ h ∈ UM

1,φ(h), x ∈ UM
′

ε (g)

hence Frhτ is described by formulas above. Moreover, with notation of §6.1 and §6.3,⟨
Frhτ

(
Y φϕ,ζ,η

)
, Xϵ,θ,ψ

⟩
= πφε,GτM

(
Frhτ

(
Y φϕ,ζ,η

)
, Xϵ,θ,ψ

)
= πφ1,GτM

(
Y φϕ,ζ,η, Frgτ (Xϵ,θ,ψ)

)
=

=χ
ℓNN

(ϵ)·χ
ℓNn(θ)·χℓNN(ψ)·

⟨
Y φϕ,ζ,η, X 1

ℓ
·ϵ, 1

ℓ
·θ, 1

ℓ
·ψ

⟩
= χ

ℓ·(NN×Nn×NN)
(ϵ, θ, ψ)·δℓ(ϕ,ζ,η),(ϵ,θ,ψ)

(where χ
ℓS

is the characteristic function of the sublattice ℓ S ⊆ S , S any abelian semi-

group), hence Frhτ
(
Y φϕ,ζ,η

)
= Y φℓϕ,ℓζ,ℓη for all ϕ, ζ, η, thus Frhτ maps elements of the

pseudobasis (6.2) of UM
1,φ(h) onto elements of the analogous pseudobasis of UM

ε,φ(h): there-
fore Frhτ is continuous.

Finally, since FrGτ : F [GτM ] ∼= FM1,φ[G] ↪→ FMε,φ[G] too is defined as (Hopf) dual of

Frgτ : U
M′
ε,φ(g) � UM

′
1,φ(g)

∼= U(gτ ) (cf. [DL], Proposition 6.4), then Frhτ :F∞ [GτM ] ∼=
UM
1,φ(h) ↪→ UM

ε,φ(h) is extension of FrGτ :F [GτM ] ∼= FM1,φ[G] ↪→ FMε,φ[G] ; since FMφ [G] is

dense in UM
′

φ (g)
∗ ∼= UM

φ (h) it is clear that this extension is by continuity.
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(b) This easily follows from the analogous result for UM
ε,φ(g) (cf. [DP], Theorem 19.1)

and comparison among UM
ε,φ(g) and UM

ε,φ(h).

(c) This follows from the previous analysis, namely from Frhτ
(
Y φϕ,ζ,η

)
= Y φℓϕ,ℓζ,ℓη .

(d) The span of
{
Bφϕ,ζ,η

∣∣ (ϕ, ζ, η) ∈ ℓ
(
NN × Nn × NN

) }
(inside UM

ε,φ(h)) coincides

with the span of
{
Lφµ
∣∣λ ∈ ℓNn = ℓM+

}
; from this and from the explicit form of the

pseudobasis of UM
φ (h) we get the claim. �

At last we prove the dual counterpart of (4.5), regarding

FM

ε,φ[G] := FM

φ [G]
/
(q − ε)FM

φ [G] ∼= FM

φ [G]⊗k[q,q−1] k ;

note that we obtain a quantum Frobenius morphism which is surjective instead of injective.

Theorem 7.10. There exists a Hopf algebra epimorphism

FrHτ : FM

ε,φ[G] −−−� FM

1,φ[G]
∼= U(hτ ) (7.7)

dual of Frgτ : F [Hτ
M′ ] ∼= UM′

1,φ(g) ↪−→ UM′
ε,φ(g) and adjoint of it with respect to the quantum

Poisson pairings.

Proof. Since FM
ε,φ[G] ↪−→ UMε,φ(h) , we can restrict Frhτ to FM

ε,φ[G], thus obtaining a
Hopf algebra morphism FrHτ : FM

ε,φ[G] −−−→ UM1,φ(h)
∼= U(hτ ) . But Theorem 9.3 gives

FM
1,φ[G] = UM1,φ(h)

∼= U(hτ ) , whence the thesis. �

We call also Frhτ , Frhτ , and FrHτ quantum Frobenius morphisms, because they
can be thought of as liftings of classical Frobenius morphisms to characteristic zero.

7.11 Specializations of quantum Poisson pairings. From §§7.2–6 we get that the
Hopf pairings πφq,HτM

: UM
′

φ (h)⊗UM
φ (g) −→ k

[
q, q−1

]
, πφq,GτM

: UM
φ (h)⊗UM

′
φ (g) −→ k

[
q, q−1

]
(cf. 6.12) respectively specialize to the natural Hopf pairings πHτM : U(hτ )⊗F [Hτ

M ] −→ k ,

πGτM : F∞ [GτM ] ⊗ U(gτ ) −→ k ; in other words, πφq,HτM

(
ĥ, g̃
)∣∣
q=1

= πHτM
(
ĥ
∣∣
q=1

, g̃
∣∣
q=1

)
,

πφq,GτM

(
h̃, ĝ
)∣∣
q=1

= πGτM
(
h̃
∣∣
q=1

, ĝ
∣∣
q=1

)
. Thus the quantum Poisson pairing is a quantization

of the classical Hopf pairing on both our Poisson groups dual of each other. In addition
we show that it can also be thought of as a quantization of the classical Poisson pairing
πτP : h

τ ⊗ gτ → k , and of new pairings between function algebras. We use notations
[ , ] := m−mop , ∇ := ∆−∆op (superscript ”op” denoting opposite operation).

First of all, we define a suitable grading on UQφ(g) (as a k
[
q, q−1

]
–module) by

deg

(
1∏

r=N

(Eφαr )
(mr) ·

n∏
i=1

(
Kφ
i ; 0

ti

)
(Kφ

i )
−Ent(ti/2) ·

N∏
r=1

(Fφαr )
(nr)

)
:=

1∑
r=N

mr+
n∑
i=1

ti+
N∑
r=1

nr

and linear extension. Then let k
[
q, q−1

]
=: Uφ0 ⊂ Uφ1 ⊂ · · · ⊂ Uφh ⊂ · · · (⊂ UQφ(g)) be

the associated filtration, and set ∂(x) := h for all x ∈ Uφh \ Uφh−1 . Notice that a similar
notion of degree exists for U(gτ ), defined by means of the filtration U0 ⊂ U1 ⊂ · · · ⊂ UN ⊂
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· · · ⊂ U(gτ ) induced by the canonical filtration of T (gτ ) (the tensor algebra on gτ ), and
similarly for U(gτ )⊗ U(gτ ) . Finally define

πφq,P(h, g) := (q − 1)
∂(g) · πφq (h, g) ∀ h ∈ UQφ(h), g ∈ UQφ(g) ;

this yields a perfect pairing πq,P : UQφ(h)× UQφ(g) −→ k
[
q, q−1

]
(q−1)

(the latter being the

localized ring). In particular πφq,P can be specialized at q = 1.

Theorem 7.12. πφq,P : UQφ(h)× UQφ(g) → k
[
q, q−1

]
(q−1)

specializes to a pairing

πτP : U(hτ )× U(gτ ) −−−→ k

which extends the Lie bialgebra pairing πτP : h
τ ⊗ gτ −→ k (cf. §1.2) and is such that

πP(α · x+ β · y, z) = α · πP(x, z) + β · πP(y, z)
πP(x, α · u+ β · v) = α · πP(x, u) + β · πP(x, v)

πP
(
x · y, z

)
= πP

(
x⊗ y,∆(z)

)
, πP

(
x, z · w

)
= πP

(
∆(x), z ⊗ w

)
πP
(
[x, y], z

)
= πP

(
x⊗ y, δ(z)

)
, πP

(
x, [z, w]

)
= πP

(
δ(x), z ⊗ w

) (7.8)

for all α, β ∈ k, x, y ∈ U(hτ ), z, w, u, v ∈ U(gτ ) such that ∂(α · u+ β · v) = ∂(u) = ∂(v) .

Proof. Let x ∈ U(hτ ), z ∈ U(gτ ), and pick x′ ∈ UQφ(h), z
′ ∈ UQφ(g), such that x = x′

∣∣
q=1

,

z = z′
∣∣
q=1

. By definition, πP(x, z) is given by

πP(x, z) := πq,P
(
x′, z′

)∣∣∣
q=1

=
(
(q − 1)

∂(z′) · πq
(
x′, z′

))∣∣∣
q=1

;

in particular, we can select x′ and z′ such that ∂
(
x′
)
= ∂(x) , ∂

(
z′
)
= ∂(z) . Now, the

first two lines in (7.8) follows directly from similar properties for πq,P , which are directly
implied by definitions. As for the other relations in (7.8), using Leibnitz’ and co-Leibnitz’
rules and identities ∂(x · y) = ∂(x) + ∂(y) = ∂(x⊗ y) we are easily reduced to prove that
they holds for x, y ∈ h and z, w ∈ g , which again follows from definition. Finally to prove
that πP is an extension of the classical Poisson pairing a straightforward computation
works. �

7.13 The pairings F [Gτ ]×F [Hτ ] −→ k , F∞ [Gτ ]×F [Hτ ] −→ k . The construction
in §7.11 can be reversed as follows. Define a grading on UP

φ (g) (as a k
[
q, q−1

]
–module) by

deg

(
1∏

r=N

(
E
φ

αr

)mr
·
n∏
i=1

(
(Lφi )

±1 − 1
)li

·
N∏
r=1

(
F
φ

αr

)nr)
:=

1∑
r=N

mr +
n∑
i=1

li +
N∑
r=1

nr

and linear extension; then let k
[
q, q−1

]
=: Uφ0 ⊂ Uφ1 ⊂ · · · ⊂ Uφh ⊂ · · · (⊂ UP

φ (g)) be

the associated filtration, and set ∂(x) := h for all x ∈ Uφh \ Uφh−1 (h ∈ N). Then
extend πφq :U

P
q,φ(h) ⊗ UQ

q,φ(g) −−−→ k(q) to a perfect pairing of formal Hopf algebras
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πφq :U
P
q,φ(h) ⊗ UP

q,φ(g) −−−→ k
(
q1/D, q−1/D

)
(where D is the determinant of the Cartan

matrix) by the rule πφq (Lλ, Lµ) := q(λ|µ) (where (λ|µ) is defined in §1.1). Finally define

πP
q,φ(h, g) := (q − 1)

−∂(g) · πφq (h, g) ∀ h ∈ UP
φ (h), g ∈ UP

φ (g) ;

this yields a perfect pairing πP
q,φ : UP

φ (h)× UP
φ (g) −→ k

[
q1/d, q−1/d

]
, whose set of values

is an ideal coprime with the principal ideal
(
q1/D − 1

)
; furthermore, restriction gives also

a similar pairing πP
q,φ : FPφ[G]× UP

φ (g) −→ k
[
q1/d, q−1/d

]
.

Now we can specialize these pairings at q = q1/d = 1 , which gives the following:

Teorema 7.14. The pairing πP
q,φ : UP

φ (h)× UP
φ (g) −−−→ k

[
q1/d, q−1/d

]
and the pairing

πP
q,φ : FPφ[G]× UP (g) −−−→ k

[
q1/d, q−1/d

]
specialize to pairings

πP
τ : F∞ [Gτ ]⊗ F [Hτ ] −−−→ k , πP

τ : F [Gτ ]⊗ F [Hτ ] −−−→ k

such that

πP
τ (α · x+ β · y, z) = α · πP

τ (x, z) + β · πP
τ (y, z)

πP
τ (x, α · u+ β · v) = α · πP

τ (x, u) + β · πP
τ (x, v)

πP
τ

(
x · y, z

)
= πP

τ

(
x⊗ y,∆(z)

)
, πP

τ

(
x, z · w

)
= πP

τ

(
∆(x), z ⊗ w

)
πP
τ

(
{x, y}, z

)
= πP

τ

(
x⊗ y,∇(z)

)
, πP

τ

(
x, {z, w}

)
= πP

τ

(
∇(x), z ⊗ w

) (7.9)

for all α, β ∈ k, x, y ∈ F [Gτ ] or x, y ∈ F∞ [Gτ ], z, u, v ∈ F [Hτ ] such that ∂(α·u+β ·v) =
∂(u) = ∂(v) (with ∂(x) := ∂ (x′) for any x′ ∈ UP

φ (g) such that x′
∣∣
q=1

= x ).

Proof. Just mimick the proof of Theorem 7.12 above. �

§ 8 Formal quantum groups

8.1 Formal quantum groups versus quantum formal groups. The title of this
subsection is not a play on words: in fact we wish to discuss the possibility of develop
two different notions which are to be quantum analog of the notion of formal group; the
different position of the word quantum in the previous expressions just refer to two different
way of conceive the notion of formal group, which give rise to two different ”quantizations”.

In §7.1 we start from the fact that a formal group is given by a commutative formal
Hopf algebra, which can be realized as U(g)

∗
— the dual of U(g) — thus we defined the

quantum formal groups as spectra of formal Hopf algebras, and we looked at UM
q,φ(g)

∗
.

An alternative method stems from the fact that the topological Hopf algebra of a formal
group may be obtained as a suitable completion of a usual Hopf algebra. Namely, let
F∞[G] be the formal Hopf algebra of a given formal group; let G be an algebraic group
with associated formal group equal to the given one; let me be the maximal ideal of F [G]
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associated to the identity e ∈ G ; then F∞[G] is the me–adic completion of F [G]. Moreover
we remark that me = e := Ker(ϵ) , where ϵ is the counit of F [G].

The previous remarks motivate the following way of ”quantizing” F∞[G]: first, con-
structing a Hopf algebra Fq[G] which quantizes F [G]; second, constructing the E–adic
completion of Fq[G], with E := Ker

(
ϵ: Fq[G] → k(q)

)
. We shall call an object obtained

in this way formal quantum group. When considering formal Poisson groups we require
also that such a quantization is one of the Poisson structure.

We have all the ingredients to perform this construction. The first steps are trivial.

Definition 8.2. Let M be a lattice as in §2.2, and let FM
q,φ[G], F

M
φ [G], and FM

φ [G] be the
quantum function algebras defined in §4.

Let Eφ := Ker
(
ϵ: FM

q,φ[G] −−−→ k(q)
)
, Eφ := Ker

(
ϵ: FMφ [G] −−−→ k

[
q, q−1

])
, and

Eφ := Ker
(
ϵ: FM

φ [G] −−−→ k
[
q, q−1

])
. Then we define

FM,∞
q,φ [G] := Eφ–adic completion of FM

q,φ[G]

FM,∞φ [G] := Eφ–adic completion of FMφ [G]

FM,∞
φ [G] := (q − 1) · Eφ–adic completion of FM

φ [G] .

Lemma 8.3. Let H be a Hopf algebra over a ring R, let E be the kernel of the counit of
H, and let u ∈ R be a non-invertible element of R.

(a) Let Ĥ be the E–adic completion of H. There exists a unique structure of topological

Hopf algebra over R on Ĥ which extends by continuity that of H.

(b) Let Ĥu be the u · E–adic completion of H. There exists a unique structure of

topological Hopf algebra over R on Ĥu which extends by continuity that of H. �

Proposition 8.4. FM,∞φ [G] and FM,∞
φ [G] are k

[
q, q−1

]
–integer forms of FM,∞

q,φ [G] as topo-
logical Hopf algebras. �

Definition 8.5. Let ϵ′: HM

φ −→ k(q) be the k(q)–algebra morphism defined by ϵ′ (Fφi ) :=

0, ϵ′
(
Lφµ
)
:= 1, ϵ′ (Eφi ) := 0, ( ∀ i = 1, . . . , n, µ ∈ M) and set E′

φ := Ker (ϵ′) , Ẽ′
φ :=

E′
φ ∩HM

φ , Ê′
φ := E′

φ ∩HM
φ . We call UM,∞

q,φ (h) the E′
φ–adic completion of HM

φ , UM,∞
φ (h) the

Ẽ′
φ–adic completion of HM

φ , and UM,∞φ (h) the (q − 1) · Ê′
φ–adic completion of HM

φ , with its

natural structure of topological k
[
q, q−1

]
–algebra.

Proposition 8.6. There exists a unique isomorphism of topological k(q)–algebras5

ξφ,∞M : FM,∞
q,φ [G]

∼=−−−→UM,∞
q,φ (h) which extends ξφM : FM

q,φ[G] ↪−→ HM

φ and ξφM : FM
q,φ[G]

[
ψ−1
−ρ
]

∼=−→HM

φ . It restricts to FM,∞φ [G]
∼=−−−→UM,∞

φ (h) (which extends ξφM : FMφ [G] ↪−→ AM
φ and

ξφM : FMφ [G]
[
ψ−1
−ρ
] ∼=−→AM

φ ) and to FM,∞
φ [G]

∼=−−−→UM,∞φ (h) (which extends ξφM :FM
φ [G] ↪−→

AM
φ and ξφM : FM

φ [G]
[
ψ−1
−ρ
] ∼=−→AM

φ . Then by push-out the right-hand-side algebras get

5Of course by morphism of topological algebras we mean a morphism of algebras which is continuous.
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structures of topogical Hopf algebras, so that ξφ,∞M is always an isomorphism of topological
Hopf algebras.

Proof. Consider (a). From definitions, Theorem 6.11, and formulas for ϵ: UM
q,φ(h) → k(q)

in §6.9 it follows that ξφM (Eφ) ⊆ E′
φ , hence there exists a unique continuous extension

of ξφM , ξφ,∞M : FM,∞
q,φ [G] ↪−→ UM,∞

q,φ (h) , which is a monomorphism of topological k(q)–

algebras. On the other hand ξφM : FM
q,φ[G]

[
ψ−1
−ρ
] ∼=−→ HM

φ , with ξφM (ψ−ρ) = Lφ−ρ (cf. the

proof of Theorem 5.14); then ϵ (1− ψ−ρ) = ϵ
(
ξφM(1 − ψ−ρ)

)
= ϵ

(
1 − Lφ−ρ

)
= 0 , hence

(1 − ψ−ρ) ∈ Ker(ϵ) =: Eφ ; but then ψ−1
−ρ =

∑+∞
n=0 (1− ψ−ρ)

n ∈ FM,∞
q,φ [G] , whence

FM
q,φ[G]

[
ψ−1
−ρ
]
canonically embeds into FM,∞

q,φ [G], thus ξφM
(
FM,∞
q,φ [G]

)
⊇ HM

φ and then by

continuity ξφM
(
FM,∞
q,φ [G]

)
= UM,∞

q,φ (h) , so that (a) is proved.

For (b) and (c) we proceed like for (a); we have only to notice, for case (c), that Lφ−ρ =∏n
i=1 L

φ
−µi =

∏n
i=1 (M

φ
i )

−1
, hence Lφρ =

∏n
i=1M

φ
i , and Mφ

i =
∑+∞
n=0

(
1− (Mφ

i )
−1
)n

=∑+∞
n=0 (−di)q

n · (q − 1)
n ·
(
(Mφ

i )
−1

; 0

1

)n
with

(
(Mφ

i )
−1

; 0

1

)
∈ Ê′ ; but (Mφ

i )
−1

= ξφM
(
ψ−µi

)
,

so
(
(Mφ

i )
−1

; 0

1

)
= ξφM

((
ψ−µi ; 0

1

))
, with

(
ψ−µi ; 0

1

)
∈ E ; then ψ−1

−ρ =
∏n
i=1 ψ

−1
−µi =∏n

i=1

∑+∞
n=0 (−di)q

n · (q − 1)
n ·
(
ψ−µi ; 0

1

)n
∈ FM,∞

φ [G] and we conclude like for (a). �

Theorem 8.7. The topological Hopf algebra FM,∞φ [G] specializes to F∞ [GτM ] = F∞ [Gτ ]
as topological Poisson Hopf algebra for q → 1 , that is

FM,∞1,φ [G] := FM,∞φ [G]
/
(q−1)FM,∞φ [G] ∼= F∞ [GτM ] ∼= UM,∞

φ (h)
/
(q−1)UM,∞

φ (h) =: UM,∞
1,φ (h)

Proof. Recall that F∞ [GτM ] is the e–adic completion of F [GτM ]. But FM,∞φ [G] is by defini-

tion the Eφ-adic completion of FMφ [G]; since FMφ [G]
q→1−−−→ F [GτM ] as Poisson Hopf algebra

(cf. (4.6)), FM,∞φ [G] does specialize — for q → 1 — to the Eτ1–adic completion of F [GτM ],

with Eτ1 := Eφ

∣∣∣
q=1

; but Eτ1 = e , whence the thesis. �

Remark 8.8. So far we found two topological Hopf algebras, that is FM,∞φ [G] =

UM,∞
φ (h) and UM

φ (h) = UM
′

φ (g)
∗
, which both contain FMφ [G] and for q → 1 do specialize

to the same object, namely UM,∞
φ (h)

∣∣∣
q=1

= FM,∞φ [G]
∣∣∣
q=1

∼= UM
′

φ (g)
∗
∣∣∣
q=1

= UM
φ (h)

∣∣∣
q=1

.

Now, next theorem shows that this is ”singular fact”, i. e. for ”general q” we have

UM,∞
φ (h) = FM,∞φ [G] ̸∼= UM

′

φ (g)
∗
= UM

φ (h) .

Theorem 8.9. There does not exist any isomorphism of topological Hopf k(q)–algebras

among UM,∞
q,φ (h) = FM,∞

q,φ [G] and UM′
q,φ(g)

∗
= UM

q,φ(h) whose restriction to FM
q,φ[G] is the

identity. Hence similar statements hold for the integer forms too.

Proof. The second part of the claim follows from the first because of Proposition 8.4. Let

now Θ: UM,∞
q,φ (h) = FM,∞

q,φ [G]
∼=−−→UM′

q,φ(g)
∗
= UM

q,φ(h) be an isomorphism of the above type;
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then Θ
(
Lφ−µ

)
= Lφ−µ for all µ ∈M+ . Let {an}n∈N ⊆ k(q) be any sequence in k(q); since(

Lφ−µi − 1
)
=
(
(Mφ

i )
−1 − 1

)
∈ E′

φ , we have
∑+∞
n=0 an

(
(Mφ

i )
−1 − 1

)n
∈ FM,∞

q,φ [G] ; there-

fore continuity implies Θ
(∑+∞

n=0 an
(
(Mφ

i )
−1 − 1

)n)
=
∑+∞
n=0 Θ

(
an
(
(Mφ

i )
−1 − 1

)n)
=∑+∞

n=0 an
(
(Mφ

i )
−1 − 1

)n
; the last should belong to UM′

q,φ(g)
∗
, i. e. it should be a linear

functional on UM′
q,φ(g) : but on Λ−1

i := L−νi its value would be⟨
+∞∑
n=0

an

(
(Mφ

i )
−1 − 1

)n
,Λ−1

i

⟩
π

=
+∞∑
n=0

an

⟨(
(Mφ

i )
−1 − 1

)n
,Λ−1

i

⟩
π
=

+∞∑
n=0

an(qi − 1)
n

and for general {an}n∈N the right-hand-side is not an element of k(q), contradiction. �

Thus UM,∞
φ (h) = FM,∞φ [G] is a quantization of F∞ [Gτ ] different from UM

φ (h) = UM
′

φ (g)
∗
;

so also UM,∞φ (h) = FM,∞
φ [G] is another quantization of U(hτ ), different from UMφ (h) :

Theorem 8.10. For q → 1 the topological Hopf algebra UM,∞φ (h) = FM,∞
φ [G] does spe-

cialize to U(hτ ) as a Poisson Hopf coalgebra, that is

FM,∞
1,φ [G] := FM,∞

φ [G]
/
(q−1)FM,∞[G] ∼= U(hτ ) ∼= UM,∞φ (h)

/
(q−1)UM,∞φ (h) =: UM,∞1,φ (h)

Proof. From definitions follows FM,∞
1,φ [G] = FM

1,φ[G] as Poisson Hopf coalgebras; but for

Theorem 7.3 is FM
1,φ[G]

∼= U(hτ ) (as Poisson Hopf coalgebras), whence the claim. �

We finish with a quantum Frobenius morphism. Let ε and ℓ be as in §4.3, and set

FMε,φ[G] := FM,∞φ [G]
/
(q − ε)FM,∞φ [G] ∼= UM,∞

φ (h)
/
(q − ε)UM,∞

φ (h) =: UM,∞
ε,φ (h)

Theorem 8.11. There exists a unique monomorphism of topological Hopf algebras

Fr∞Gτ : F∞ [GτM ] ∼= UM,∞
1,φ (h) = FM,∞1,φ [G] ↪−−−→ FMε,φ[G] = UM,∞

ε,φ (h)

which extends FrGτ : F [GτM ] ∼= FM1,φ[G] ↪−−−→ FMε,φ[G] (cf. (4.7)): it is defined by

Fr∞gτ : F
φ

α

∣∣∣
q=1

7→
(
F
φ

α

)ℓ∣∣∣
q=ε

, Lφµ

∣∣∣
q=1

7→
(
Lφµ
)ℓ∣∣∣

q=ε
, E

φ

α

∣∣∣
q=1

7→
(
E
φ

α

)ℓ∣∣∣
q=ε

;

its image Fφ,∞0 is the topological Hopf subalgebra of UM,∞
ε,φ (h) topologically generated by{(

F
φ

α

)ℓ
,
(
Lφµ
)ℓ
,
(
E
φ

α

)ℓ ∣∣∣α ∈ R+, µ ∈M
}
, and it is contained in the centre of FMε,φ[G].

Proof. Since FrGτ : F [GτM ] ∼= FM1,φ[G] ↪−→ FMε,φ[G] is a Hopf algebra monomorphism we

have FrGτ
(
Eφ
∣∣
q=1

)
= Eφ

∣∣
q=ε

; but then FrGτ extends uniquely by continuity to a topolog-

ical Hopf algebra monomorphism FM,∞1,φ [G] ↪−→ FMε,φ[G] that we call Fr
∞
Gτ . Now both Fr∞Gτ

and Frhτ are continuous extensions of FrGτ , hence they coincide on FM1,φ[G]; in particular
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Frhτ (ψ−ρ) = FrGτ (ψ−ρ) , so that Frhτ
(
ψ−1
−ρ
)
= FrGτ

(
ψ−1
−ρ
)
; therefore Fr∞Gτ and Frhτ

coincide on FM1,φ[G]
[
ψ−1
−ρ
]
= HM

φ , thus from (7.6) we get the formulas above for Fr∞Gτ :

these uniquely determine it because the elements F
φ

α

∣∣
q=1

, Lφµ
∣∣
q=1

, E
φ

α

∣∣
q=1

are topological

generators of UM,∞
1,φ (h) = FM,∞1,φ [G] . Then the description of Fr∞Gτ

(
FM,∞1,φ [G]

)
= F∞

0 is

obvious, while the fact that F∞
0 is contained in the centre of FMε,φ[G] = UM,∞

ε,φ (h) easily
follows either from Theorem 7.9(b) or from [CV-2], §3.3. �
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Appendix: the case G = SL(2, k)

For G = SL(2, k) the algebra UP
q (h), resp. U

Q
q (h), is generated by F , L±1, resp. K±1 =

L±2, E. The formal Hopf algebra structure is given by

ϵ (F ) = 0 , ϵ
(
L±1

)
= 1 , ϵ

(
K±1

)
= 1 , ϵ (E) = 0

∆ (F ) = F ⊗ 1+
∞∑
n=0

q−n
(
q − q−1

)2n·KEn⊗Fn+1, ∆(L) =
∞∑
n=0

(
q − q−1

)2n·LEn⊗FnL

∆
(
L−1

)
= L−1⊗L−1−

(
q − q−1

)2 ·L−1E⊗FL−1, ∆(K) =

∞∑
n=0

(
q − q−1

)2n·KEn⊗FnK
∆
(
K−1

)
= K−1⊗K−1 −

(
q − q−1

)2· [2]q ·K−1E ⊗FK−1 +
(
q − q−1

)4·K−1E2 ⊗F 2K−1

∆(E) = 1⊗ E +
∞∑
n=0

q+n
(
q − q−1

)2n · En+1 ⊗ FnK

S (F ) = −q−2 ·
∞∑
n=0

(
q − q−1

)2n·Fn+1K−(n+1)En, S (L) =
∞∑
n=0

(
q − q−1

)2n·FnK−(n+1)En

S
(
L−1

)
= L−

(
q − q−1

)2
FL−1E, S (K) =

∞∑
n=0

(
q − q−1

)2n · FnK−(n+1)En

S
(
K−1

)
= K − [2]q ·

(
q − q−1

)2 · FE +
(
q − q−1

)4 · F 2K−1E2

S (E) = −q+2 ·
∞∑
n=0

(
q − q−1

)2n · FnK−(n+1)En+1

In particular from this one can prove directly all the specialization results of §7.
The quantum function algebra F P

q [G] = F P
q [SL(2, k)] is known (cf. [APW], [SV]) to be

generated by elements a, b, c, d with relations

ab = q ba , cd = q dc , ac = q ca , bd = q db

bc = cb , ad− da = (q − q−1) bc , ad− q bc = 1

with Hopf algebra structure defined by formulas

∆(a) = a⊗ a+ b⊗ c , ∆(b) = a⊗ b+ b⊗ d

∆(c) = c⊗ a+ d⊗ c , ∆(d) = c⊗ b+ d⊗ d

S(a) = d , S(b) = −q b , S(c) = −q−1c , S(d) = a

ϵ(a) = 1 , ϵ(b) = 0 , ϵ(c) = 0 , ϵ(d) = 1

moreover FP [G] is nothing but the k
[
q, q−1

]
–subalgebra of F P

q [G] generated by a, b, c, d.
The embedding ξP : F

P
q [G] ↪−−−→ UP

q (h) is described by formulas

ξP : a 7→ L−
(
q − q−1

)2
FL−1E, b 7→ −

(
q − q−1

)
FL−1, c 7→

(
q − q−1

)
L−1E, d 7→ L−1 ;
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then one can check directly that this is a morphism of formal Hopf algebras.
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