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Abstract. Using the non-positive definiteness of the Fock kernel associated
with the Schrödinger algebra we prove the impossibility of a joint Fock rep-
resentation of the first order and Renormalized Square of White Noise Lie
algebras with the convolution type renormalization δ2(t−s) = δ(s) δ(t−s) for
the square of the Dirac delta function. We show how the Schrödinger algebra
Fock kernel can be reduced to a positive definite kernel through a restriction of
the set of exponential vectors. We describe how the reduced Schrödinger kernel
can be viewed as a tensor product of a Renormalized Square of White Noise
(sl(2)) and a First Order of White Noise (Heisenberg) Fock kernel. We also
compute the characteristic function of a stochastic process naturally associated
with the reduced Schrödinger kernel.

1. The renormalized higher powers of white noise

The quantum white noise functionals b†t (creation density) and bt (annihilation
density) satisfy the Boson commutation relations

(1.1) [bt, b
†
s] = δ(t− s) , [b†t , b

†
s] = [bt, bs] = 0,

where t, s ∈ R and δ is the Dirac delta function, as well as the duality relation

(1.2) (bs)
∗ = b†s.

In order to consider the smeared fields defined by the higher powers of bt and b†t ,
for a test function f and n, k ∈ {0, 1, 2, ...}, the sesquilinear forms

(1.3) Bn
k (f) =

∫
R

f(t) b†t
n
bkt dt,

where dt denotes integration with respect to Lebesgue measure μ, with involution

(1.4) (Bn
k (f))

∗ = Bk
n(f̄),

were defined in [7]. In [1] and [2] we introduced the convolution type renormalization

(1.5) δl(t− s) = δ(s) δ(t− s) , l = 2, 3, ...
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of the higher powers of the Dirac delta function and, by restricting to test functions
f(t) such that f(0) = 0, we obtained the Renormalized Higher Powers of White
Noise (RHPWN ) ∗–Lie algebra commutation relations

(1.6) [Bn
k (f), B

N
K (g)] = (kN −K n) Bn+N−1

k+K−1 (f g).

In particular, B0
1 , B

1
0 and B0

0 satisfy the Heisenberg algebra (Heis) commutation
relations

(1.7)
[
B0

1(f), B
1
0(g)

]
= B0

0(f g)

and

(1.8)
[
B0

1(f), B
0
0(g)

]
=

[
B1

0(f), B
0
0(g)

]
= 0,

while B0
2 , B

2
0 and B1

1 satisfy the Renormalized Square of White Noise (RSWN)
commutation relations

(1.9)
[
B0

2(f), B
2
0(g)

]
= 4B1

1(f g)

and

(1.10)
[
B0

2(f), B
1
1(g)

]
= 2B0

2(f g) ,
[
B1

1(f), B
2
0(g)

]
= 2B2

0(f g),

Notice that, for I ⊂ R, the operators R = 1
2 B

2
0(χI ), Δ = 1

2 B
0
2(χI ) and ρ = B1

1(χI )
satisfy the sl(2) commutation relations (see [8]). The classic form of the Heisenberg
and sl(2) generators in terms of multiplication and differential operators can be
found in [10].

2. The Schrödinger algebra in terms of the RHPWN generators

Let I ⊂ R with μ(I) > 0. In the notation of [9], the operators M = B0
0(χI

) =
μ(I) I, K = 2B2

0(χI ), G = 2B1
0(χI ), D = B1

1(χI ), Px = 1
2 B

0
1(χI ), and Pt =

1
8 B

0
2(χI ) satisfy the commutation relations of the Schrödinger algebra given in the

following table:

(2.1)

M K G D Px Pt

M 0 0 0 0 0 0
K 0 0 0 −2K −G −D
G 0 0 0 −G −M −Px

D 0 2K G 0 −Px −2Pt

Px 0 G M Px 0 0
Pt 0 D Px 2Pt 0 0

The inner product (Leibniz function) of the exponential vectors

(2.2) ψa,b(χI ) = eaB2
0(χI

) ebB
1
0(χI

) Φ,

where a, b ∈ C with |a| < 2 and Φ is the Fock vacuum such that B0
2(χI ) Φ =

B0
1(χI ) Φ = 0 and B1

1(χI ) Φ = μ(2)
2 Φ, is given by (see Theorem 6.1 of [9] for

c = μ(I) / 2 and a, b ∈ R; for a detailed proof see [10])

〈ψa,b(χI ), ψA,B(χI )〉 =
(
1− ā A

4

)−μ(I)
2 e

μ(I)
4

(
ā B2+4 b̄ B+b̄2 A

4−ā A

)
(2.3)

= exp
(
−μ(I)

2 ln
(
1− ā A

4

))
exp

(
μ(I)
4

(
ā B2+4 b̄ B+b̄2 A

4−ā A

))
.

Notice that for a = A = 0 (2.3) reduces to the usual inner product of the Heisenberg
algebra exponential vectors, and for b = B = 0 it reduces to the inner product of
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the Square of White Noise Lie algebra (i.e. scaled sl(2)) exponential vectors (see
[3]).

In [5] we showed that the Feinsilver-Kocik-Schott kernel (2.3) is not positive
definite for arbitrary μ(I). That was done by showing that, in analogy with the
no–go theorems of [1]–[3] and [6] for the impossibility of a Fock representation of
the RHPWN Lie algebra, for μ(I) below a certain threshold, “ghost” vectors (i.e.
vectors of negative–norm) can be constructed. The existence of such a threshold is
clarified in the following section.

To keep in connection with the origin of our work, i.e. the avoidance of the
RHPWN no-go theorems, in what follows we will use the notation B0

1 , B
1
0 , B

0
0 and

B0
2 , B

2
0 , B

1
1 for the generators of a Heisenberg and an sl(2) (in RSWN formulation)

type Lie algebra respectively.

3. The Schrödinger kernel and the no-go theorem

for Heis and RSWN

As shown in [9], for μ(I) �= 0 the operators

R0(χI ) : = K − G2

2m
= 2B2

0(χI )−
2 (B1

0(χI
))2

μ(I)
,(3.1)

G(χI ) : = G = 2B1
0(χI )(3.2)

form an orthogonal basis for the Schrödinger “finite particle spaces”, with

〈Rn
0 (χI

)Gk(χ
I
) Φ, RN

0 (χ
I
)GK(χ

I
) Φ〉(3.3)

=〈
(
2B2

0(χI )−
2 (B1

0(χI
))2

μ(I)

)n(
2B1

0(χI )
)k

Φ,
(
2B2

0(χI )−
2 (B1

0(χI
))2

μ(I)

)N(
2B1

0(χI )
)K

Φ〉

= δn,N δk,K n! k!
(

μ(I)−1
2

)
n
μ(I)k,

where δx,y is Kronecker’s delta and the increasing factorial powers (x)y are defined
by (x)y := x(x+ 1) · · · (x+ y − 1), with (x)0 = 1.

Notice that, for μ(I) �= 0,

B1
0(χI

) =
1

2
G(χ

I
),(3.4)

B2
0(χI ) =

1

2
R0(χI ) +

1

4μ(I)
G2(χI ).(3.5)

Passing to exponential vectors

(3.6) φa,b(χI
) := eaR0(χI

) ebG(χ
I
)Φ = e

a

(
2B2

0(χI
)− 2 (B1

0(χ
I
))2

μ(I)

)
eb (2B1

0(χI
)) Φ

where a, b ∈ C, we have that

R0(χI )φa,b(χI ) =
∂

∂ a
φa,b(χI ) =

∂

∂ ε
|ε=0 φa+ε,b(χI ),(3.7)

G(χI )φa,b(χI ) =
∂

∂ b
φa,b(χI ) =

∂

∂ ε
|ε=0 φa,b+ε(χI ),(3.8)
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and so

B1
0(χI )φa,b(χI ) =

1

2

∂

∂ b
φa,b(χI ) =

1

2

∂

∂ ε
|ε=0 φa,b+ε(χI ),(3.9)

B2
0(χI

)φa,b(χI
) =

(
1

2

∂

∂ a
+

1

4μ(I)

∂2

∂ b2

)
φa,b(χI

)(3.10)

=
1

2

∂

∂ ε
|ε=0 φa+ε,b(χI

) +
1

4μ(I)

∂2

∂ ε2
|ε=0 φa,b+ε(χI

).

Theorem 3.1. For all a, b, A,B ∈ C and I ⊂ R with μ(I) > 0,

(3.11) 〈φa,b(χI ), φA,B(χI )〉 = (1− ā A)−
μ(I)−1

2 eb̄ B μ(I).

Proof.

〈φa,b(χI ), φA,B(χI )〉

=

∞∑
n,k=0

∞∑
N,K=0

ān b̄k AN BK

n! k!N !K!
δn,N δk,K n! k!

(
μ(I)− 1

2

)
n

μ(I)k

=
∞∑

n=0

(ā A)n

n!

(
μ(I)− 1

2

)
n

∞∑
k=0

(b̄ B)k

k!
μ(I)k

= (1− ā A)−
μ(I)−1

2 eb̄ B μ(I). �

Corollary 1. The Schrödinger algebra Fock kernel (3.11) is positive definite if and
only if μ(I) ≥ 1. Therefore we cannot jointly represent Heis and RSWN on the
same Fock space by insisting on including test functions defined on intervals I of
arbitrarily small measure μ(I).

Proof. By Schur’s theorem, if μ(I)−1
2 ≥ 0, i.e. if μ(I) ≥ 1, then the Schrödinger

algebra Fock kernel (3.11) is positive definite as a product of a Heisenberg and an
sl(2) kernel. Conversely, if (3.11) is positive definite, then for b = B = 0 we have
that the kernel

(3.12) 〈φa,0(χI ), φA,0(χI )〉 = (1− ā A)−
μ(I)−1

2

is positive definite, which implies that μ(I) ≥ 1. �
Remark. We could reduce (3.11) to a positive definite kernel through a restriction
of the set of admissible test functions. Starting with exponential vectors of the form
(3.6) with corresponding inner product (3.11), letting Λ be an index set, we could
define

(3.13) SΛ := {Iλ ⊂ [0,+∞) , λ ∈ Λ / μ(Iλ) ≥ 1 and Iλ ∩ Iλ′ = ∅ for λ �= λ′}
and

(3.14) TΛ := {f =
∑
i

ai χIi / ai ∈ C, Ii ∈ SΛ}.

For example, Λ = N0 and SN0
= {[n, n+ 1) / n ∈ N0}. If f, g ∈ TΛ and c ∈ C, then

f + c g, ec f and f g ∈ TΛ, 0 ∈ TΛ. If we restrict to SΛ and TΛ, then both (3.11) and
(5.4) are positive definite and we have a Fock representation of the second quantized
Schrödinger algebra. The second quantized Schrödinger Fock space would then be
defined as the tensor product ⊗λ of the one-mode, i.e. restricted to a single interval,
Schrödinger Fock spaces over the Iλ’s.
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4. Adjoint action on the exponential vectors

Theorem 4.1. The adjoints of R0(χI
), G(χ

I
), B2

0(χI
) and B1

0(χI
) are given by

(R0)
∗(χ

I
)φa,b(χI

) =

(
μ(I)− 1

2
a+ a2

∂

∂ a

)
φa,b(χI

)

(4.1)

=
μ(I)− 1

2
a φa,b(χI

) + a2
∂

∂ ε
|ε=0 φa+ε,b(χI

),

G∗(χ
I
)φa,b(χI

) = μ(I) b φa,b(χI
),

(4.2)

B0
2(χI

)φa,b(χI
) =

(
μ(I)− 1

4
a+

a2

2

∂

∂ a
+

μ(I)

4
b2

)
φa,b(χI

)

=

(
μ(I)− 1

4
a+

μ(I)

4
b2

)
φa,b(χI ) +

a2

2

∂

∂ ε
|ε=0 φa+ε,b(χI ),

and

B0
1(χI )φa,b(χI ) =

μ(I)

2
b φa,b(χI ).(4.3)

Proof. The proof follows by combining the fact that (3.11) is split into an sl(2) and

a Heisenberg part and the results of section 4 of [10] (with c = μ(I)−1
2 ) on the form

of annihilation (lowering) and creation (raising) operators in the two algebras. A
direct proof can be given by showing that, for example,

〈(R0)
∗(χI )φa,b(χI ), φA,B(χI )〉 =

(
μ(I)− 1

2
ā+ ā2

∂

∂ ā

)
(1− ā A)−

μ(I)−1
2 eb̄ B μ(I)

=
∂

∂ A
(1− ā A)−

μ(I)−1
2 eb̄ B μ(I)

= 〈φa,b(χI
), R0(χI

)φA,B(χI
)〉. �

5. Extension to step functions

Using the commutativity of the Schrödinger algebra generators on disjoint sets,
we may extend the kernel (2.3) to exponential vectors of the form

(5.1) Ψ(f, g) :=
∏
i

e
ai B

2
0(χIi

)
e
bi B

1
0(χIi

)
Φ = eB

2
0(f) eB

1
0(g) Φ,

where f =
∑

i ai χIi and g =
∑

i bi χIi , with Ii ∩ Ij = 
 for i �= j, are simple
functions with |f | < 2, and we obtain

〈Ψ(f1, g1),Ψ(f2, g2)〉 = exp

(
−1

2

∫
ln

(
1− f̄1 f2

4

)
dμ

)
(5.2)

× exp

(
1

4

∫ (
f̄1 g

2
2 + 4 ḡ1 g2 + ḡ21 f2

4− f̄1 f2

)
dμ

)
.
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We may extend (3.6) and (3.11) to step functions f =
∑

i ai χIi and g =
∑

i bi χIi ,
with |f | < 1 and Ii ∩ Ij = 
 for i �= j, through

φ(f, g) = eR0(f) eG(g) Φ =
∏
i

e
ai R0(χIi

)
e
bi G(χ

Ii
)
Φ(5.3)

=
∏
i

e
ai

(
2B2

0(χIi
)−

2 (B1
0(χ

Ii
)2

μ(Ii)

)
e
bi

(
2B1

0(χIi
)
)
Φ,

and for f1 =
∑

i ai χIi , f2 =
∑

i Ai χIi , g1 =
∑

i bi χIi and g2 =
∑

i Bi χIi ,

〈φ(f1, g1), φ(f2, g2)〉 =
∏

i (1− āi Ai)
−μ(Ii)−1

2 eb̄i Bi μ(Ii)(5.4)

= π(f1, f2) exp
(
− 1

2

∫
ln

(
1− f̄1 f2

)
dμ

)
exp

(∫
ḡ1 g2 dμ

)
respectively, where

(5.5) π(f1, f2) :=
∏
i

(1− aiAi)
1/2 .

By Schur’s Lemma, (5.4) is a positive definite kernel provided that μ(Ii) ≥ 1 for all
i. Moreover, for step functions f, g, h,

R0(h)φ(f, g) =
∂

∂ ε
|ε=0 φ(f + ε h, g),(5.6)

G(h)φ(f, g) =
∂

∂ ε
|ε=0 φ(f, g + ε h),(5.7)

and so

(5.8) B1
0(h)φ(f, g) =

1

2

∂

∂ ε
|ε=0 φ(f, g + ε h)

and

B2
0(h)φ(f, g) =

1

2

∂

∂ ε
|ε=0 φ(f + ε h, g)(5.9)

+
1

4

∂2

∂ ε2
|ε=0 φ(f, g + ε ĥ) (for h > 0),

where for h =
∑

i hi χIi we define ĥ =
∑

i ĥi χIi , where ĥi =
(

hi

μ(Ii)

)1/2

.

The adjoint action of B1
0(h) and B2

0(h) on the exponential vectors φ(f, g) is given
by

(5.10) B0
1(h)φ(f, g) =

1

2

∫
h g dμ φ(f, g)

and

B0
2(h)φ(f, g) =

1

4

(∫
h (f + g2) dμ− Tr (h f)

)
φ(f, g)(5.11)

+
1

2

∂

∂ ε
|ε=0 φ(f + ε h f2, g),

where for h =
∑

i hi χIi and g =
∑

i gi χIi we define Tr (h f) =
∑

i hi gi.
As in Theorem 4.1, we may verify (5.10)-(5.11) directly by checking that, for

each pair (X,X∗) = (B1
0(h), B

0
1(h̄)) and (X,X∗) = (B2

0(h), B
0
2(h̄)),

(5.12) 〈X φ(f1, g1), φ(f2, g2)〉 = 〈φ(f1, g1), X∗ φ(f2, g2)〉.



This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.
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6. Positive definite restrictions of the Schrödinger kernel

Investigating the non-positive definiteness of the kernel (2.3), we look for a re-
striction of the parameters a, b ∈ C, |a| < 2, in the definition (2.2) of the exponen-
tial vectors ψa,b(χI ) that will result in a positive definite kernel. We notice that if
a, b, A,B ∈ C are such that

(6.1) ā B2 + b̄2 A = 0,

i.e. if (a, b), (A,B) ∈ Sλ where, for given λ ∈ R,

(6.2) Sλ = {(a, b) ∈ C
2 / a = i λ b2, |λ| |b|2 < 2},

then the kernel (2.3) reduces to

(6.3)

〈ψa,b(χI ), ψA,B(χI )〉 =

(
1− ā A

4

)−μ(I)
2

exp

(
μ(I)

4

b̄ B

1− ā A
4

)

=

(
1− ā A

4

)−μ(I)
2

exp

(
μ(I)

4

(
b̄ B

) ∞∑
n=0

(
ā A

4

)n
)
.

The kernels Ki : C
2 × C

2 → C defined for i ∈ {1, 2, 3} by

K1((a, b), (A,B)) =

(
1− ā A

4

)−μ(I)
2

,(6.4)

K2((a, b), (A,B)) =
μ(I)

4
b̄ B,(6.5)

K3((a, b), (A,B)) = lim
ρ→∞

K3,ρ((a, b), (A,B))(6.6)

where, for ρ ≥ 1,

(6.7) K3,ρ((a, b), (A,B)) =

ρ∑
n=0

(
ā A

4

)n

,

are positive definite, since K1 is the well-known sl(2) kernel, K2 and K3,ρ are
Heisenberg-type kernels and K3 is a limit of positive definite kernels. Therefore
K1 e

K2 K3 , i.e. (6.3), is also a positive definite kernel. Notice that a direct proof of
the positive definiteness of K1 can be given by using the power series expansion

(6.8) − ln (1− z) =
∞∑

n=1

zn

n

valid for |z| < 1.
From a geometric point of view, letting a = X+ i Y and b = x+ i y, the defining

relation a = i λ b2 of Sλ corresponds to the hyperbolic paraboloids

X = −2λx y,(6.9)

Y = λ (x2 − y2).(6.10)

For given λ ∈ R and I ⊂ R we will use the notation

(6.11) ψ(b) = ψi λ b2,b(χI
) = ei λ b2 B2

0(χI
) ebB

1
0(χI

) Φ
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with inner product

〈ψ(b), ψ(B)〉 = 〈ψi λ b2,b(χI
), ψi λB2,B(χI

)〉(6.12)

=

(
1− λ2

4
(b̄ B)2

)−ν(I)

exp

(
b̄ B

4− λ2 (b̄ B)2
μ(I)

)
,

where

(6.13) ν =
μ

2
.

Definition 6.1. For λ ∈ R we define the (restricted) Schrödinger Fock space FS(λ)
as the closure of the linear span of the exponential vectors ψ(b) defined in (6.11)
with respect to the inner product (6.12).

We notice that B2
0(χI

) and B1
0(χI

) cannot be separately defined on FS(λ), since
that would require a change in λ. Specifically, for b �= 0

B2
0(χI )ψ(b) =

1

i b2
∂

∂ λ
ψ(b),(6.14)

B1
0(χI )ψ(b) =

(
∂

∂ b
− 2λ

b

∂

∂ λ

)
ψ(b).(6.15)

7. FS(λ) as a tensor product

In what follows, we fix I ⊂ R with μ(I) > 0.

Definition 7.1. For λ ∈ R \ {0} and b ∈ C, we denote by ΦRSWN the vacuum
vector and by

(7.1) ε(b) = exp

(
λ b2

4
B2

0(χI
)

)
ΦRSWN

the exponential vectors of the Fock space FRSWN defined as the completion of the
linear span of the exponential vectors (7.1) with respect to the inner product

(7.2) 〈ε(b), ε(B)〉 = exp

(
− ln

(
1− λ2 (b̄ B)2

4

)
ν(I)

)
=

(
1− λ2 (b̄ B)2

4

)−ν(I)

.

Theorem 7.2. On the exponential domain of FRSWN , i.e. on the linear span of
the ε(b)’s:

(i) the adjoint B0
2(χI

) of the operator B2
0(χI

) defined by

(7.3) B2
0(χI ) ε(b) =

2

λ b

∂

∂ b
ε(b) (b �= 0)

is given by

(7.4) B0
2(χI ) ε(b) =

(
λ b2 ν(I) +

λ b3

2

∂

∂ b

)
ε(b);

(ii) the operators B0
2(χI ), B

2
0(χI ) and B1

1(χI ) defined by

(7.5) B1
1(χI

) ε(b) =

(
ν(I) + b

∂

∂ b

)
ε(b)

satisfy the RSWN commutation relations (1.9) and (1.10).
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Proof. To prove (7.4) we notice that for all b, B ∈ C

〈B2
0(χI

) ε(b), ε(B)〉 = 〈 2

λ b

∂

∂ b
ε(b), ε(B)〉

=
2

λ b̄

∂

∂ b̄
〈ε(b), ε(B)〉

=
2

λ b̄

∂

∂ b̄

(
1− λ2 (b̄ B)2

4

)−ν(I)

=
λB2 ν(I)

1− λ2 (b̄ B)2

4

(
1− λ2 (b̄ B)2

4

)−ν(I)

=

(
λB2 ν(I) +

λB3

2

∂

∂ B

) (
1− λ2 (b̄ B)2

4

)−ν(I)

= 〈ε(b), B0
2(χI

) ε(B)〉.

To prove (1.9) we notice that

〈ε(b),
[
B0

2(χI
), B2

0(χI
)
]
ε(B)〉

= 〈B2
0(χI ) ε(b), B

2
0(χI ) ε(B)〉 − 〈B0

2(χI ) ε(b), B
0
2(χI ) ε(B)〉

=
((

2
λ b̄

∂
∂ b̄

) (
2

λB
∂

∂ B

)
−

(
λ b̄2 ν(I) + λ b̄3

2
∂
∂ b̄

) (
λB2 ν(I) + λB3

2
∂

∂ B

))
〈ε(b), ε(B)〉

= 4+λ2 (b̄ B)2

1−λ2 (b̄ B)2

4

ν(I)
(
1− λ2 (b̄ B)2

4

)−ν(I)

= 4
(
ν(I) +B ∂

∂ B

)
〈ε(b), ε(B)〉

= 〈ε(b), 4B1
1(χI

) ε(B)〉.

The proof of (1.10) is similar. �

Notice that, in agreement with [3],

(7.6) B0
2(χI ) ΦRSWN = 0 ; B1

1(χI ) ΦRSWN =
μ(I)

2
ΦRSWN .

Lemma 7.3. For all operators A and B acting on vector spaces V and W respec-
tively, assuming that all symbols are well-defined,

(7.7) eA⊗I+I⊗B = eA ⊗ eB ,

where I denotes the identity operator in the respective space.
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Proof. Since A⊗ I and I ⊗B commute,

eA⊗I+I⊗B = eA⊗I eI⊗B

=

( ∞∑
n=0

1

n!
(A⊗ I)n

) ( ∞∑
k=0

1

k!
(I ⊗B)k

)

=

( ∞∑
n=0

1

n!
(An ⊗ I)

) ( ∞∑
k=0

1

k!
(I ⊗Bk)

)

=

∞∑
n,k=0

1

n! k!
(An ⊗Bk)

=

( ∞∑
n=0

1

n!
An

)
⊗

( ∞∑
k=0

1

k!
Bk

)

= eA ⊗ eB. �

Assuming convergence, we may extend (7.7) to infinite sums of operators of the
form I0 ⊗ · · · ⊗ Ik−1 ⊗Ak(t)⊗ Ik+1 ⊗ · · · in the sense that

(7.8) exp

( ∞∑
k=0

(I0 ⊗ · · · ⊗ Ik−1 ⊗Ak(t)⊗ Ik+1 ⊗ · · · )
)

=
∞⊗
k=0

exp (Ak(t)) .

Definition 7.4. For λ ∈ R, n ≥ 0 and b ∈ C, we denote by Φn the vacuum vector
and by

(7.9) εn(b) = exp
(
b2n+1 B1

0(χI ; n)
)
Φn

the exponential vectors of the Fock space FHn
defined as the completion of the

linear span of the exponential vectors (7.9) with respect to the inner product

(7.10) 〈εn(b), εn(B)〉 = exp
(
(b̄ B)2n+1 μn(I)

)
,

where μn = 1
4

(
λ
2

)2n
μ.

Theorem 7.5. In the notation of Definition 7.4, on the exponential domain of
FHn

, i.e. on the linear span of the εn(b)’s:
(i) the adjoint of the operator B1

0(χI ; n) defined by

(7.11) B1
0(χI ; n) εn(b) =

1

(2n+ 1) b2n
∂

∂ b
εn(b) (b �= 0)

is the operator B0
1(χI ; n) defined by

(7.12) B0
1(χI ; n) εn(b) = b2n+1 μn(I) εn(b);

(ii) the operators B1
0(χI

; n), B0
1(χI

; n) and B0
0(χI

; n) defined by

(7.13) B0
0(χI ; n) εn(b) = μn(I) εn(b)

satisfy the First Order of White Noise (i.e. Heisenberg) commutation relations
(1.7) and (1.8) as well as the involution condition (1.4).

Proof. The proof is similar to that of Theorem 7.2. �
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Definition 7.6. For |λ| < 2 (to ensure the weak convergence of all infinite sums
and tensor products appearing in what follows), we denote by ΦH =

⊗∞
n=0 Φn the

vacuum vector and, for b ∈ C, by

η(b) =
⊗∞

n=0 εn(b)(7.14)

= exp
(∑∞

n=0

(
IFH0

⊗ · · · ⊗ IFHn−1
⊗ b2n+1 B1

0(χI
; n)⊗ IFHn+1

⊗ · · ·
))

ΦH

the exponential vectors of the Fock space

(7.15) FH =
∞⊗

n=0

FHn
,

defined as the completion of the linear span of the exponential vectors (7.14) with
respect to the inner product

(7.16) 〈η(b), η(B)〉 =
∞∏

n=0

〈εn(b), εn(B)〉 = exp

(
b̄ B

4− λ2 (b̄ B)2
μ(I)

)
.

Theorem 7.7. In the notation of Definition 7.6, on the exponential domain, i.e.
on the linear span of the η(b)’s:

(i) the adjoint of the operator B1
0(χI ) defined by

B1
0(χI

) η(b)(7.17)

=
∑∞

n=0

(
IFH0

⊗ · · · ⊗ IFHn−1
⊗B1

0(χI
; n)⊗ IFHn+1

⊗ · · ·
)
η(b)

=
∑∞

n=0

(
IFH0

⊗ · · · ⊗ IFHn−1
⊗ 1

(2n+1) b2n
∂
∂ b ⊗ IFHn+1

⊗ · · ·
)
η(b)

is the operator B0
1(χI

) defined by

B0
1(χI

) η(b)(7.18)

=
∑∞

n=0

(
IFH0

⊗ · · · ⊗ IFHn−1
⊗B0

1(χI
; n)⊗ IFHn+1

⊗ · · ·
)
η(b)

=
∑∞

n=0

(
IFH0

⊗ · · · ⊗ IFHn−1
⊗ b2n+1 μn(I)⊗ IFHn+1

⊗ · · ·
)
η(b);

(ii) the operators B1
0(χI

), B0
1(χI

) and B0
0(χI

) defined by

(7.19) B0
0(χI ) η(b) =

∞∑
n=0

(
IFH0

⊗ · · · ⊗ IFHn−1
⊗ μn(I)⊗ IFHn+1

⊗ · · ·
)
η(b)

satisfy the First Order of White Noise (Heisenberg) commutation relations (1.7)
and (1.8) as well as the involution condition (1.4).
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Proof. The proof of (i) follows by applying Theorem 7.2 to the n-th factor space.
To prove (ii) we notice that, weakly on the exponential domain[

B0
1(χI

), B1
0(χI

)
]

= [
∑∞

n=0

(
IFH0

⊗ · · · ⊗ IFHn−1
⊗B0

1(χI ; n)⊗ IFHn+1
⊗ · · ·

)
,∑∞

N=0

(
IFH0

⊗ · · · ⊗ IFHN−1
⊗B1

0(χI
; N)⊗ IFHN+1

⊗ · · ·
)
]

=
∑∞

n=0 [
(
IFH0

⊗ · · · ⊗ IFHn−1
⊗B0

1(χI
; n)⊗ IFHn+1

⊗ · · ·
)
,(

IFH0
⊗ · · · ⊗ IFHn−1

⊗B1
0(χI ; n)⊗ IFHn+1

⊗ · · ·
)
]

=
∑∞

n=0

(
IFH0

⊗ · · · ⊗ IFHn−1
⊗

[
B0

1(χI
; n), B1

0(χI
; n)

]
⊗ IFHn+1

⊗ · · ·
)

=
∑∞

n=0

(
IFH0

⊗ · · · ⊗ IFHn−1
⊗ μn(I)⊗ IFHn+1

⊗ · · ·
)

= B0
0(χI ). �

Theorem 7.8. For 0 < |λ| < 2

(7.20) Fλ = FRSWN ⊗FH

and

(7.21) ψ(b) = ε(b)⊗ η(b).

Proof. The proof follows from the fact that

〈ψ(b), ψ(B)〉 = 〈ε(b), ε(B)〉〈η(b), η(B)〉. �

8. Stochastic processes on FS(λ)

From a probabilistic point of view, tensor products of Fock spaces correspond
to independent random variables associated with mutually commuting Lie algebras
(see [8]).

For t ≥ 0, let C(t) = B2
0(χ[0,t]

) +B0
2(χ[0,t]

) and

(8.1) Xn(t) = B1
0(χ[0,t]

; n) +B0
1(χ[0,t]

; n),

where C(t) is defined by (7.3) and (7.4) and, for each n ≥ 0, Xn(t) is defined by
(7.11) and (7.12). Define

(8.2) X(t) = Ĉ(t) +
∞∑

n=0

X̂n(t),

where

Ĉ(t) = C(t)⊗ IFH
,(8.3)

X̂0(t) = IFRSWN
⊗ IFH0

⊗ IFH1
⊗ IFH2

⊗ · · · ,(8.4)

X̂n(t) = IFRSWN
⊗ IFH0

⊗ · · · ⊗ IFHn−1
⊗Xn(t)⊗ IFHn+1

⊗ · · · .(8.5)

The family X = {X(t) / t ≥ 0} of self-adjoint operators on FS(λ) corresponds to
a classical stochastic process. For each t ≥ 0 we will compute the characteristic
function 〈Φ, ei sX(t) Φ〉 of X(t) , s ∈ R.
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Theorem 8.1. Let λ ∈ (−2, 2). For all all t ≥ 0 and s ∈ R

(8.6) 〈Φ, ei sX(t) Φ〉 = (sec (is))
t
2 exp

(
− s2 t

8− 2λ2

)
;

i.e. X can be viewed as the sum of two independent random processes, a continuous
binomial/Beta random process (see [3]) and a scaled Brownian motion.

Proof. We know (see [3]) that

〈ΦRSWN , ei sC(t) ΦRSWN 〉 = (sec (is))ν([0,t]) = (sec (is))
t
2

and

〈Φn, e
i sXn(t) Φn〉 = exp

(
−
s2 μn(χ[0,t]

)

2

)
= exp

(
−s2 t

8

(
λ2

4

)n)
.

Therefore

〈Φ, ei sX(t) Φ〉 = 〈Φ, ei s (Ĉ(t)+
∑∞

n=0 X̂n(t)) Φ〉

= 〈ΦRSWN , ei sC(t) ΦRSWN 〉
∞∏

n=0

〈Φn, e
i sXn(t) Φn〉

= (sec (is))
t
2

∞∏
n=0

exp

(
−s2 t

8

(
λ2

4

)n)

= (sec (is))
t
2 exp

(
−s2 t

8

∞∑
n=0

(
λ2

4

)n
)

= (sec (is))
t
2 exp

(
−s2 t

8

1

1− λ2

4

)

= (sec (is))
t
2 exp

(
− s2 t

8− 2λ2

)
. �

9. Concluding remarks

We have decribed the connection between the impossibility of a joint Fock rep-
resentation for first and second order white noise and the non-positive definiteness
of the Schrödinger Fock kernel of Feinsilver, Kocik and Schott for sets of arbitrarily
small measure. We have also described how the positive definite reduction of the
Schrödinger Fock kernel, through a restriction of the exponential vectors, leads to
a Fock kernel that corresponds to the tensor product of an sl(2) and a Heisenberg
Fock space. By computing their characteristic function we identified certain ran-
dom processes living on the tensor product Fock space. The extension of our study
to a full 4-dimensional space-time setting as well as the study of the Schrödinger
algebra with the full (three dimensional) rotation group are of future interest.
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