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The connection between the Lie algebra of the Renormalized Higher Powers of
White Noise (RHPWN) and the centerless Virasoro (or Witt)-Zamolodchikov-
w∞ Lie algebras of conformal field theory, as well as the associated Fock space
construction, have recently been established in Ref.1–6 In this note we prove
the linear independence of the RHPWN Lie algebra generators.

1. Introduction: Renormalized Higher Powers of White
Noise

The quantum white noise functionals a†t and at satisfy the Boson commu-
tation relations

[at, a†s] = δ(t− s), ; [a†t , a
†
s] = [at, as] = 0 (1)

where t, s ∈ R and δ is the Dirac delta function, as well as the duality
relation

(as)∗ = a†s (2)

Here (and in what follows) [x, y] := xy − yx is the usual operator commu-
tator. For all t, s ∈ R and integers n, k,N,K ≥ 0 we have (Ref.6)

[a†t
n
akt , a

†
s

N
aKs ] = (3)
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εk,0 εN,0
∑
L≥1

(
k

L

)
N (L) a†t

n
a†s
N−L

ak−Lt aKs δ
L(t− s)

−εK,0 εn,0
∑
L≥1

(
K

L

)
n(L) a†s

N
a†t
n−L

aK−L
s akt δ

L(t− s)

where for n, k ∈ {0, 1, 2, ...} we have used the notation εn,k := 1 − δn,k,
where δn,k is Kronecker’s delta and x(y) = x(x − 1) · · · (x − y + 1) with
x(0) = 1. In order to consider the smeared fields defined by the higher
powers of at and a†t , for a test function f and n, k ∈ {0, 1, 2, ...} we define
the sesquilinear form

Bnk (f) :=
∫

R

f(t) a†t
n
akt dt (4)

with involution

(Bnk (f))∗ = Bkn(f̄) (5)

In1 and2 we introduced the convolution type renormalization of the higher
powers of the Dirac delta function

δl(t− s) = δ(s) δ(t− s) ; l = 2, 3, .... (6)

By multiplying both sides of (3) by test functions f(t) g(s) such that f(0) =
g(0) = 0 and then formally integrating the resulting identity (i.e. taking∫ ∫

. . . dsdt of both sides), using (6), we obtained the RHPWN Lie algebra
commutation relations

[Bnk (f), BNK (g)]RHPWN := (kN −K n) Bn+N−1
k+K−1 (f g) (7)

As shown in1 and,2 for n, k ∈ Z with n ≥ 2, the white noise operators

B̂nk (f) :=
∫

R

f(t) e
k
2 (at−a†t )

(
at + a†t

2

)n−1

e
k
2 (at−a†t ) dt (8)

with involution
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(
B̂nk (f)

)∗
= B̂n−k(f̄) (9)

satisfy the commutation relations of the second quantized Virasoro-
Zamolodchikov-w∞ Lie algebra (Ref.7), namely

[B̂nk (f), B̂NK (g)]w∞ = (k (N − 1)−K (n− 1)) B̂n+N−2
k+K (f g) (10)

In particular,

B̂2
k(f) :=

∫
R

f(t) e
k
2 (at−a†t)

(
at + a†t

2

)
e

k
2 (at−a†t) dt (11)

is the white noise form of the centerless Virasoro algebra generators.

We may analytically continue the parameter k in the definition of B̂nk (f) to
an arbitrary complex number k ∈ C and to n ≥ 1 and we can show (Ref.3)
that the RHPWN and w∞ Lie algebras are connected through

B̂nk (f) =
1

2n−1

n−1∑
m=0

(
n− 1
m

) ∞∑
p=0

∞∑
q=0

(−1)p
kp+q

p! q!
Bm+p
n−1−m+q(f) (12)

and

Bnk (f) =
k∑
ρ=0

n∑
σ=0

(
k

ρ

)(
n

σ

)
(−1)ρ

2ρ+σ
∂ρ+σ

∂zρ+σ
|z=0 B̂

k+n+1−(ρ+σ)
z (f) (13)

For n ≥ 1 we define the n-th order RHPWN ∗–Lie algebras Ln as follows:
(i) L1 is the ∗–Lie algebra generated by B1

0 and B0
1 i.e., L1 is the linear span

of {B1
0 , B

0
1 , B

0
0} (ii) L2 is the ∗–Lie algebra generated by B2

0 and B0
2 i.e.,

L2 is the linear span of {B2
0 , B

0
2 , B

1
1} (iii) For n ∈ {3, 4, ...}, Ln is the ∗–Lie

algebra generated by Bn0 and B0
n through repeated commutations and linear

combinations. It consists of linear combinations of creation/annihilation
operators of the form Bxy where x − y = k n , k ∈ Z− {0}, and of number
operators Bxx with x ≥ n− 1. Through white noise and norm compatibility
considerations, the action of the RHPWN operators on Φ was defined in4

as
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Bnk (f)Φ :=


0 if n < k or n · k < 0

Bn−k0 (f)Φ if n > k ≥ 0
1

n+1

∫
R
f(t) dtΦ if n = k

(14)

In what follows, for all integers n, k we will use the notation Bnk := Bnk (χI)
where I is some fixed subset of R of finite measure µ := µ(I) > 0. Moreover,
for all t ∈ [0,+∞) and for all integers n, k we will use the notation Bnk (t) :=
Bnk (χ[0,t]).

To avoid ghosts (i.e., vectors of negative norm) appearing in the cases n ≥ 3
in the Fock kernels 〈(Bn0 )k Φ, (Bn0 )k Φ〉 where k ≥ 0, in4 we defined

Bn−1
n−1 (Bn0 )k Φ :=

(µ
n

+ k n (n− 1)
)

(Bn0 )k Φ (15)

and were able to show that for all k, n ≥ 1

〈(Bn0 )k Φ, (Bn0 )m Φ〉 = δm,k k!nk
k−1∏
i=0

(
µ+

n2 (n− 1)
2

i

)
(16)

Therefore, the Fn inner product 〈ψn(f), ψn(g)〉n of the exponential vectors

ψn(φ) :=
∏
i

eai B
n
0 (χIi

) Φ (17)

where φ :=
∑

i ai χIi is a test function, for n = 1 is

〈ψ1(f), ψ1(g)〉1 := e
∫

R
f̄(t) g(t) dt (18)

while for n ≥ 2 it is

〈ψn(f), ψn(g)〉n := e
− 2

n2 (n−1)

∫
R

ln

(
1−n3 (n−1)

2 f̄(t) g(t)

)
dt

(19)

where |f(t)| < 1
n

√
2

n (n−1) and |g(t)| < 1
n

√
2

n (n−1) .

The n-th order truncated RHPWN (or TRHPWN) Fock space Fn is the
Hilbert space completion of the linear span of the exponential vectors ψn(f)
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under the inner product 〈·, ·〉n. The full TRHPWN Fock space F is the
direct sum of the Fn’s.

The Fock representation of the TRHPWN generators Bn0 and B0
n obtained

in4 is

B0
n(f)ψn(g) = n

∫
R

f(t) g(t) dt ψn(g) +
n3 (n− 1)

2
∂

∂ ε
|ε=0 ψn(g + ε f g2)

(20)

Bn0 (f)ψn(g) =
∂

∂ ε
|ε=0 ψn(g + ε f) (21)

where f :=
∑

i ai χIi and g :=
∑

i bi χIi with Ii ∩ Ij = � for i 	= j and
f(0) = g(0) = 0 .

As shown in,4 for all s ∈ [0,∞)

〈es (B1
0(t)+B0

1(t)) Φ,Φ〉1 = e
s2
2 t (22)

i.e., {x1(t) := B1
0(t) +B0

1(t)}t≥0 is Brownian motion, while for n ≥ 2

〈es (Bn
0 (t)+B0

n(t)) Φ,Φ〉n =

(
sec

(√
n3 (n− 1)

2
s

)) 2 n t
n3 (n−1)

(23)

i.e., for each n ≥ 2, {xn(t) := Bn0 (t) + B0
n(t)}t≥0 is a continuous bino-

mial/Beta process.

2. Linear independence of the RHPWN generators

Lemma 2.1.
For all integers m ≥ 0

m∑
n=0

cnB
n
0 (fn) = 0 =⇒ cn = 0 ∀n ∈ {0, 1, ...,m} (24)

where we assume that the test functions fn are such that for all n ∈
{0, 1, ...,m} ∫

R

fn(t) a
†
t

n
dt 	≡ 0 (25)
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Proof.
For m = 0,

c0B
0
0(f0) = 0 =⇒ c0

∫
R

f0(t) dt = 0 =⇒ c0 = 0 (26)

and so (24) holds. Suppose that it holds for m = M . We will show that it
is true for m = M + 1 also. So suppose that

M+1∑
n=0

cnB
n
0 (fn) = 0 (27)

Then

M+1∑
n=0

cn [B0
1(g), Bn0 (fn)] = 0 (28)

where g is any test function such that

∫
R

g(t) fn(t) a
†
t

n
dt 	≡ 0 (29)

for all n, i.e.,

M+1∑
n=0

n cnB
n−1
0 (g fn) = 0 (30)

which is equivalent to

M+1∑
n=1

n cnB
n−1
0 (g fn) = 0 (31)

or, letting N := n− 1, to

M∑
N=0

(N + 1) cN+1B
N
0 (g fN+1) = 0 (32)

which, by the induction hypothesis, implies that

(N + 1) cN+1 = 0 =⇒ cN+1 = 0 =⇒ cn = 0 (33)
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for all n ∈ {1, 2, ...,M + 1}. But then (27) reduces to c0B0
0(f0) = 0 which,

as we have already seen, implies that c0 = 0 as well.

Lemma 2.2. For all integers m ≥ 0

m∑
k=0

ck B
0
k(fk) = 0 =⇒ ck = 0 ∀k ∈ {0, 1, ...,m} (34)

where we assume that the arbitrary test functions fk are such that for all
k ∈ {0, 1, ...,m}

∫
R

fk(t) akt dt 	≡ 0 (35)

Proof. Taking the adjoint of equation (34) we obtain

m∑
k=0

c̄kB
k
0 (f̄k) = 0 (36)

which by Lemma 2.1 implies that c̄k = 0, and so ck = 0, for all k ∈
{0, 1, ...,m}.

Theorem 2.1. The generators Bnk (f) of the RHPWN Lie algebra are lin-
early independent, i.e., for all integers m ≥ 0

m∑
n=0

m∑
k=0

cn,k B
n
k (fn,k) = 0 =⇒ cn,k = 0 ∀n, k ∈ {0, 1, ...,m} (37)

where we assume that the arbitrary test functions fn,k are such that

∫
R

fn,k(t) a
†
t

n
akt dt 	≡ 0 (38)

Note: By filling in with zero coefficients if necessary, every finite linear
combination of the RHPWN generators can be put in the form

m∑
n=0

m∑
k=0

cn,k B
n
k (fn,k) (39)
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Proof. We will proceed by induction on m. For m = 0, equation (37)
becomes

c0,0B
0
0(f0,0) = 0 =⇒ c0,0 = 0 (40)

which is true by (38). Suppose that equation (37) holds for m = M . We
will show that it is true for m = M + 1 also. So suppose that

M+1∑
n=0

M+1∑
k=0

cn,kB
n
k (fn,k) = 0 (41)

Taking the commutator of (41) first with B1
0(g) and then with B0

1(g), where
g is any test function such that

∫
R

g(t) fn,k(t) a
†
t

n
akt dt 	≡ 0 (42)

for all n, k, we obtain

M+1∑
n=0

M+1∑
k=0

k n cn,kB
n−1
k−1 (g2 fn,k) = 0 (43)

which is equivalent to

M+1∑
n=1

M+1∑
k=1

k n cn,kB
n−1
k−1 (g2 fn,k) = 0 (44)

which, letting N := n− 1 and K := k − 1, is equivalent to

M∑
N=0

m∑
K=0

(K + 1) (N + 1) cN+1,K+1B
N
K (g2 fN+1,K+1) = 0 (45)

which, by the induction hypothesis, implies that

(K + 1) (N + 1) cN+1,K+1 = 0 =⇒ cN+1,K+1 = 0 =⇒ cn,k = 0 (46)

for all n, k ∈ {1, 2, ...,M + 1}. If n = 0 and/or k = 0 then equation (41)
reduces to



QUANTUM PROBABILITY AND RELATED TOPICS - Proceedings of the 28th Conference
© World Scientific Publishing Co. Pte. Ltd.
http://www.worldscibooks.com/mathematics/7040.html

September 23, 2008 11:45 WSPC - Proceedings Trim Size: 9in x 6in QuantumProbability

Linear Independence of the Renormalized Higher Powers of White Noise 9

c0,0B
0
0(f0,0) +

m+1∑
n=1

cn,0B
n
0 (fn,0) +

m+1∑
k=1

c0,kB
0
k(f0,k) = 0 (47)

Taking the commutator of (47) with B1
0(g), where g is as above, we obtain

m+1∑
k=1

k c0,k B
0
k−1(g f0,k) = 0 (48)

which by Lemma 2.2 implies that k c0,k = 0 for all k ∈ {1, 2, ...,M +1} and
so c0,k = 0 for all k ∈ {1, 2, ...,M +1}. Similarly, taking the commutator of
(47) with B0

1(g) we obtain

m+1∑
n=1

n cn,0B
n−1
0 (g fn,0) = 0 (49)

which by Lemma 2.1 implies that n cn,0 = 0 for all n ∈ {1, 2, ...,M+1} and
so cn,0 = 0 for all n ∈ {1, 2, ...,M + 1}. So, (41) reduces to

c0,0B
0
0(f0,0) = 0 (50)

which by (38) implies that c0,0 = 0. Therefore cn,k = 0 for all n, k ∈
{0, 1, 2, ...,M + 1}.
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