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#### Abstract

We present a complete construction of a Quantum Field Theory for the Massive Thirring model by following a functional integral approach. This is done by introducing an ultraviolet and an infrared cutoff and by proving that, if the "bare" parameters are suitable chosen, the Schwinger functions have a well defined limit satisfying the Osterwalder-Schrader axioms, when the cutoffs are removed. Our results, which are restricted to weak coupling, are uniform in the value of the mass. The control of the effective coupling (which is the main ingredient of the proof) is achieved by using the Ward Identities of the massless model, in the approximated form they take in presence of the cutoffs. As a byproduct, we show that, when the cutoffs are removed, the Ward Identities have anomalies which are not linear in the bare coupling. Moreover, we find for the interacting propagator of the massless theory a closed equation which is different from that usually stated in the physical literature.


## 1. Introduction and Main result

1.1. Historical Introduction. Proposed by Thirring [T] half a century ago, the Thirring model is a Quantum Field Theory (QFT) of a spinor field in a two dimensional space-time, with a self interaction of the form $(\lambda / 4) \int d \mathbf{x}\left(\bar{\psi}_{\mathbf{x}} \gamma^{\mu} \psi_{\mathbf{x}}\right)^{2}$. The interest of such a model, witnessed by the enormous number of papers devoted to it, is mainly due to the fact that it has a non trivial behavior, similar to that of more realistic models, but at the same time it is simple enough to be in principle accessible to an analytic investigation. Hence the validity of several properties of QFT models, which in general can be verified at most by perturbative expansions, can be checked in principle in the Thirring model at a non-perturbative level. The Thirring model has been studied along the years following different approaches and we will recall here briefly the main achievements.

Johnson solution of the massless Thirring model. After a certain number of "solutions" of the model fell into disrepute after inconsistences were encountered (see [W] for a review of such early attempts), Johnson [J] was able to derive, in the massless case, an exact expression for the two point function $\left\langle T\left(\psi_{\mathbf{x}} \bar{\psi}_{\mathbf{0}}\right)\right\rangle$. His solution, based on operator techniques, is essentially a self-consistency argument: a number of reasonable requirements on the correlations is assumed from which their explicit expression can be determined. The first assumption is the validity of Ward-Takahashi Identities (WTi) of the form

$$
\begin{align*}
& i \partial_{\mu}\left\langle T\left(j_{\mathbf{z}}^{\mu} \psi_{\mathbf{x}} \bar{\psi}_{\mathbf{y}}\right)\right\rangle=a[\delta(\mathbf{z}-\mathbf{x})-\delta(\mathbf{z}-\mathbf{y})] i\left\langle T\left(\psi_{\mathbf{x}} \bar{\psi}_{\mathbf{y}}\right)\right\rangle  \tag{1.1}\\
& i \partial_{\mu}\left\langle T\left(j_{\mathbf{z}}^{\mu, 5} \psi_{\mathbf{x}} \bar{\psi}_{\mathbf{y}}\right)\right\rangle=\bar{a}[\delta(\mathbf{z}-\mathbf{x})-\delta(\mathbf{z}-\mathbf{y})] \gamma^{5} i\left\langle T\left(\psi_{\mathbf{x}} \bar{\psi}_{\mathbf{y}}\right)\right\rangle
\end{align*}
$$

where the current $j_{\mathbf{x}}^{\mu}$ and pseudocurrent $j_{\mathbf{x}}^{\mu, 5}$ are operators, formally defined respectively as $\left[\bar{\psi}_{\mathbf{x}} \bar{\gamma}^{\mu}, \psi_{\mathbf{x}}\right] / 2$ and $\left[\bar{\psi}_{\mathbf{x}} \bar{\gamma}^{\mu} \gamma^{5}, \psi_{\mathbf{x}}\right] / 2$, and $a, \bar{a}$ are introduced to take into account possible quantum anomalies $[\mathrm{AB}]$ (in the naive WTi, which one would expect from the classical conservation laws, $a=\bar{a}=1$ ). The second assumption was the validity of a Schwinger-Dyson equation (formally derived from the equation of motion) for the 2 -point function. Combining the WTi (1.1) with the Schwinger-Dyson equation, after some (higly formal) manipulations a closed equation for the 2-point function was found with solution $\left\langle T\left(\psi_{\mathbf{x}} \bar{\psi}_{\mathbf{0}}\right)\right\rangle=$ $i\left(\bar{\gamma}^{\mu} \partial_{\mu}\right)^{-1}(\mathbf{x})\left(|\mathbf{x}| / l_{0}\right)^{-\eta_{z}}$, where

$$
\begin{equation*}
\eta_{z}=\frac{\lambda}{4 \pi}(a-\bar{a}), \tag{1.2}
\end{equation*}
$$

$\bar{\gamma}_{\mu}$ are the Minkowski gamma matrices and $l_{0}$ is an arbitrary constant with the dimension of a length.

In order to express $a, \bar{a}$ in terms of bare coupling $\lambda$, Johnson did a similar calculation for the 4 -point function and, by a self-consistency argument, found the following explicit values:

$$
\begin{equation*}
a^{-1}=1-\frac{\lambda}{4 \pi} \quad \bar{a}^{-1}=1+\frac{\lambda}{4 \pi} . \tag{1.3}
\end{equation*}
$$

The above expressions says that quantum anomalies are present and that $\eta_{z}=$ $2(\lambda / 4 \pi)^{2}\left[1-(\lambda / 4 \pi)^{2}\right]^{-1}$.

Note also that the quantities $a^{-1}-1$ and $\bar{a}^{-1}-1$, called anomalies, are linear in the bare coupling, that is no higher orders contributions are present; this property is called anomaly non-renormalization or Adler-Bardeen theorem, and it holds, as a statement valid at all orders in perturbation theory and with suitable regularizations [AB], in $Q E D_{4}$. The validity of (1.3) in the Thirring model has been considered [GR] as a non-perturbative verification of the perturbative analysis of $[\mathrm{AB}]$ adapted to this case (see also [AF]).

Unfortunately Johnson solution is not satisfactory from a mathematical point of view, as it involves several formal manipulations of diverging quantities; even the meaning of the basic equation (1.1) is unclear as the averages in the l.h.s. and r.h.s. has to be (formally) divided by a vanishing constant, in order to be not identically vanishing. However it contains many deep ideas and all our analysis can be seen as a way to implement the Johnson approach in a rigorous functional integral context.
Klaiber solution and axiomatic approach. Later on Klaiber $[\mathrm{K}]$ derived an explicit formula for the $n$-point functions, which depends on a single parameter in terms
of which the critical indices are expressed; this formula reduces to the Johnson's one for $n=2,4$ and for a suitable choice of that parameter. Klaiber's solution was obtained by considering the expectation of $n$ operators given by exponentials of bosonic operators, whose form was suggested by the solution of the motion's equation of the classical Thirring model. An important observation of Klaiber was that that there is not a unique way to relate the critical indices to the bare coupling; for example, he got a relation between the critical index $\eta_{z}$ and the bare coupling depending on a free parameter; this property reflects the arbitrariness in the choice of the current regularization.

Wigthmann [W] proposed to construct the massless Thirring model following an axiomatic approach; one can start directly from the explicit expressions of the $n$-point functions at non-coinciding points derived in $[\mathrm{K}]$ (forgetting how they were derived) and try to verify the axioms necessary for the reconstruction theorem. Indeed all axioms can be easily verified from Klaiber expression except positive definiteness, which was proved later on in [DFZ] and [CRW]; the idea was to define certain field operators, whose expectations verify the positivity property by construction and such that their $n$-point functions coincide, for a suitable choice of the parameters, with the expressions found in $[\mathrm{K}]$. In this rigorous axiomatic approach, quadratic fermionic operators at coinciding points cannot be considered, hence neither WTi nor Schwinger-Dyson equations can be rigorously derived.
Massive Thirring model. The massive Thirring model is much more difficult to study. In [C] clever heuristic arguments were given to suggest that the $n$ point functions of the currents in the Massive Thirring model, considered as perturbative expansions in the mass $\mu$, should be order by order coinciding with the perturbative expansions of the interaction density $n$-point functions in the sine-Gordon model (a massless boson field with interaction $\zeta: \cos (\sqrt{\beta} \varphi):$ ), if the identifications of parameters $\zeta=\mu$ and $(4 \pi) / \beta=1+\lambda / \pi$ are done. To rigorously prove this conjecture is a very difficult problem and indeed, in [C], the calculations were performed only in the much simpler case where the interaction of the sine-Gordon model and the mass term of the Thirring model are restricted to a finite volume. This more simple problem had also a rigorous treatment in [D] for the special case of $\lambda=0$, where the fermion model is not interacting (hence trivial), corresponding to $\beta=4 \pi$ in the sine-Gordon model (which is not trivial even in this case).

The relation between the Massive Thirring model (with $\lambda>0$ ) and the sineGordon theory (in the region $\beta<4 \pi$ ), both defined in a fixed finite box, was analyzed also in [SU], where rigorous results about the relation between the correlation functions were proved; however the limit of infinite volume could not be done. Another result on boson-fermion equivalence can be found in [FS], where the massive sine-Gordon model for $\beta<4 \pi$ was considered; in this case equivalence with the massive Schwinger-Thirring model $\left(\mathrm{QED}_{2}\right)$ is proved, in a suitable range of the corresponding parameters.

A Bethe-ansatz solution for the Massive Thirring model was found in [BT], but as usual the $n$-point functions cannot be obtained from it. The Massive Thirring model has been extensively studied in the context of the integrable quantum field theories and many remarkable properties are known; in particular the exact S-matrix has been found in [Z] and the form factors in [S]. The Massive Thirring model has been also analyzed by perturbative Renormalization Group
methods in [GL], to understand if the $n$-point functions computed perturbatively in the massive case pass over smoothly in the $n$-point functions obtained by the exact solution in the massless limit.

All the above results provide much interesting information, but it should be remarked that, up to now, no rigorous treatment of the Massive Thirring model (and of the massless sine-Gordon model) has been presented.
Bosonic functional integral approach. If the coupling $\lambda$ is negative (following our definitions), the partition function and the generating functional of the massless (Euclidean) Thirring model can be written as bosonic functional integrals [FGS] by a Hubbard-Stratonovich transformation; one can then integrate the fermion variables and it turns out that the partition function of the Thirring model can be written as

$$
\begin{equation*}
\int P(d A) \frac{\operatorname{det}\left(\gamma_{\mu}\left[\partial_{\mu}+A_{\mu}\right]\right)}{\operatorname{det}\left(\gamma_{\mu} \partial_{\mu}\right)} \tag{1.4}
\end{equation*}
$$

where $A_{\mu, \mathbf{x}}$ is a two-dimensional Gaussian field with covariance $\left\langle A_{\mu, \mathbf{x}} A_{\nu, \mathbf{y}}\right\rangle=$ $e^{2} \delta_{\mu, \nu} \delta(\mathbf{x}-\mathbf{y}), e^{2}=-\lambda / 2$, and $\gamma_{\mu}$ are the Euclidean gamma matrices. A similar expression holds for the generating functional. It is well known [S] that, under suitably regularity conditions over $A, \log \operatorname{det}\left(\gamma_{\mu} \partial_{\mu}+\gamma_{\mu} A_{\mu}\right)-\log \operatorname{det}\left(\gamma_{\mu} \partial_{\mu}\right)$ is quadratic in $A$; by replacing the determinant with a quadratic exponential, one then gets an explicitly solvable integral, from which the n-point functions can be derived. As stressed in [FGS], in this way one gets in a very simple way the results of the exact approach found in $[\mathrm{J}]$ and $[\mathrm{K}]$. In particular the relation (1.2) for the two point critical index $\eta_{z}$ is verified and the anomalies (1.3) can be easily computed. If a dimensional regularization is adopted, one finds $a=1$ and $\bar{a}^{-1}-$ $1=\lambda /(2 \pi)$, while with a momentum regularization (1.3) holds; in both cases the anomaly non-renormalization holds. Of course in the above derivation an approximation is implicit; the logarithm of the fermionic determinant in (1.4) is given by a quadratic expression only if $A$ is sufficiently regular, but the integral is over all possible fields $A$, hence one is neglecting the contributions of the irregular fields and there is no guarantee at all that such contribution is negligible. This approximation is usually supported by the fact that one gets in this way the same results found in $[\mathrm{J}]$ and $[\mathrm{K}]$.
Construction of the Massive Thirring model. We write the generating functional for the Euclidean Massive Thirring model as the following Grassmann integral (see below for a more precise definition)

$$
\begin{equation*}
e^{\mathcal{W}(\phi, J)}=\frac{1}{\mathcal{N}} \int P_{N}(d \psi) e^{\int d \mathbf{x}\left[-\frac{\lambda}{4}\left(\bar{\psi}_{\mathbf{x}} \gamma^{\mu} \psi_{\mathbf{x}}\right)^{2}+J_{\mu, \mathbf{x}} \bar{\psi}_{\mathbf{x}} \gamma_{\mu} \psi_{\mathbf{x}}+\frac{\phi_{\mathbf{x}} \bar{\psi}_{\mathbf{x}}}{\sqrt{Z_{N}}+\frac{\bar{\phi}_{\mathbf{x}} \psi_{\mathbf{x}}}{\left.\sqrt{Z_{N}}\right]}}, ~\right.} \tag{1.5}
\end{equation*}
$$

where $\mathcal{N}$ is a normalization constant, $\phi, J$ are external fields, $Z_{N}$ is the wave function renormalization, $\psi_{\mathbf{x}}, \bar{\psi}_{\mathbf{x}}$ are Grassmann variables, $P_{N}(d \psi)$ is the fermionic integration corresponding to a fermionic propagator with mass $\mu_{N}$ and a (smooth) momentum ultraviolet cut-off $\gamma^{N}$, with $\gamma>1$. Note that the average of $\bar{\psi}_{\underline{x}} \gamma^{\mu} \gamma^{5} \psi_{\mathbf{x}}$ can be obtained by the derivatives with respect to $J_{\mu}$, using the relation $\bar{\psi}_{\mathbf{x}} \gamma^{\mu} \gamma^{5} \psi_{\mathbf{x}}$ $=-i \varepsilon_{\mu, \nu} \bar{\psi}_{\mathbf{x}} \gamma^{\mu} \psi_{\mathbf{x}}$, with $\varepsilon_{\mu, \nu}=-\varepsilon_{\nu, \mu}$ and $\varepsilon_{1,0}=1$. When $J=\phi=0$ and $\mu_{N}=0$, the r.h.s. of (1.5) coincides with (1.4) (if $\lambda$ is negative) in the limit $N \rightarrow \infty$. The ultraviolet cutoff we will choose (for proving all properties except reflection positivity, for which a different choice is more convenient) is a momentum cutoff preserving, in the massless case, the oddness of the propagator
under momentum reflection and invariance under the global chiral transformation $\psi_{\mathbf{x}}^{ \pm} \rightarrow e^{ \pm \alpha \pm \beta \gamma^{5}} \psi_{\mathbf{x}}^{ \pm}$; on the contrary it violates the local chiral symmetry $\psi^{ \pm} \rightarrow e^{ \pm \alpha_{\mathbf{x}} \pm \beta_{\mathbf{x}} \gamma^{5}} \psi_{\mathbf{x}}^{ \pm}$.

We will show that, by properly choosing the bare wave function renormalization $Z_{N}$ and the bare mass $\mu_{N}$, the Schwinger functions at non-coinciding points obtained from (1.5) converge, for $N \rightarrow \infty$, to a set of functions verifying the Osterwalder-Schrader axioms [OS2] for an Euclidean QFT. These functions are represented as convergent expansions, which depend on three parameters, the physical mass, the physical wave function renormalization and the physical coupling, but are independent on the way the ultraviolet cutoff is explicitly realized. On the contrary, the relation between the physical and the bare parameters depends on the details of the ultraviolet cutoff.

The analysis of the functional integral (1.5) is performed by a multiscale analysis using a (Wilsonian) Renormalization Group approach as in [G]. After each iteration step an effective theory with new couplings, mass, wave function and current renormalizations is obtained. The effective parameters obey to a recursive equation, called Beta function, and a major technical problem is that this iterative procedure can be controlled only by proving non trivial cancellations in the Beta function. Such cancellations are established by suitable WTi valid at each scale and reflecting the symmetries of the formal action; contrary to the WTi formally valid when all cutoffs are removed, they have corrections due to the cutoffs introduced for performing the multiscale integration. The crucial role of WTi in the construction of the theory is a feature that the functional integral (1.5) shares with realistic models like $Q E D$ or the Electroweak theory in $d=4$, requiring WTi even to prove the perturbative renormalizability, which is absent in the models previously rigorously constructed by functional integral methods, like the massive Yukawa model [Le] or the massive Gross-Neveu model [GK,FMRS].

In this way we have obtained for the first time the construction of a QFT for the Massive Thirring model at weak coupling for any value of the (physical) mass. Our results are uniform in the mass, but the massless case can be investigated in more detail; so we can try to compare the representation we get for the two point function with that obtained via the exact solution. From the functional integral (1.5) we obtain, for $N \rightarrow \infty$ and in the massless case, WTi of the same form as those postulated in $[\mathrm{J}]$ :

$$
\begin{align*}
& \partial_{\mu}\left\langle\bar{\psi}_{\mathbf{z}} \gamma^{\mu} \psi_{\mathbf{z}} ; \psi_{\mathbf{x}} \bar{\psi}_{\mathbf{y}}\right\rangle=a[\delta(\mathbf{z}-\mathbf{x})-\delta(\mathbf{z}-\mathbf{y})]\left\langle\psi_{\mathbf{x}} \bar{\psi}_{\mathbf{y}}\right\rangle  \tag{1.6}\\
& \partial_{\mu}\left\langle\bar{\psi}_{\mathbf{z}} \gamma^{\mu} \gamma^{5} \psi_{\mathbf{z}} ; \psi_{\mathbf{x}} \bar{\psi}_{\mathbf{y}}\right\rangle=\bar{a}[\delta(\mathbf{z}-\mathbf{x})-\delta(\mathbf{z}-\mathbf{y})] \gamma^{5}\left\langle\psi_{\mathbf{x}} \bar{\psi}_{\mathbf{y}}\right\rangle,
\end{align*}
$$

where $\left\langle\psi_{\mathbf{x}} \bar{\psi}_{\mathbf{y}}\right\rangle=\left.\lim _{N \rightarrow \infty} \frac{\partial^{2}}{\partial \phi_{\mathbf{x}} \partial \phi_{\mathbf{y}}} \mathcal{W}\right|_{0}$ (similar definitions hold for the other averages); however the coefficients in (1.6) are given by the following expressions

$$
\begin{equation*}
a^{-1}=1-\frac{\lambda}{4 \pi}-c_{+} \lambda^{2}+O\left(\lambda^{3}\right) \quad, \quad \bar{a}^{-1}=1+\frac{\lambda}{4 \pi}-c_{+} \lambda^{2}+O\left(\lambda^{3}\right), \tag{1.7}
\end{equation*}
$$

where $c_{+}$is a non-vanishing constant, (its explicit value is calculated in Appendix B). The anomaly coefficients are not linear in the bare coupling (the anomaly non-renormalization is violated ), contrary to what happens for the values (1.3), found in the exact approach of [J]. In particular, the constant $c_{+}$not only is different from 0 , but even depends on the way the ultraviolet cutoff is realized.

The difference of (1.7) with respect to (1.3) also implies that the approximation in (1.4) of the determinant by a quadratic exponential does not lead to correct results, at least if a momentum regularization is used.

Note that the presence of nonlinear terms in the anomalies depends crucially from the fact that a local current-current interaction is assumed in the regularized Grassmann integral (1.5); if one starts from a non local interaction one gets values $a^{-1}-1$ and $\bar{a}^{-1}-1$ given by (1.3), see $[\mathrm{M}]$, that is the anomaly non-renormalization is verified; the same is true if the local limit is performed after the $N \rightarrow \infty$ limit.

In (1.5) a bare wave function $Z_{N}$ for the fermionic fields has been introduced, to be fixed so that the "physical" renormalization has a fixed value at the "laboratory scale"; analogously we can introduce a (finite) bare charge also for the current, defining it as $\xi \psi \gamma^{\mu} \psi$. A physically meaningful choice for $\xi$ could be $\xi=a^{-1}$, implying that the current has no anomalies; this choice fix the renormalization even of the pseudocurrent (remember that $\bar{\psi} \gamma^{\mu} \gamma^{5} \psi=i \varepsilon_{\mu, \nu} \bar{\psi} \gamma^{\mu} \psi$ ), which has then still anomalies.

Finally we will show that a closed equation for the 2-point function can be indeed obtained from the functional integral (1.5); it is however different with respect to the one postulated in [J] (which was the natural one obtained inserting the WTi in the Schwinger-Dyson equation) for the presence of additional anomalies. As a consequence, we get a relation between the critical index of the two point function and the anomalies different with respect to (1.2), namely

$$
\begin{equation*}
\eta_{z}=\frac{\lambda}{4 \pi}(a-\bar{a})\left[1+c_{0} \lambda^{2}+O\left(\lambda^{3}\right)\right] \tag{1.8}
\end{equation*}
$$

with $c_{0}>0$ nonvanishing. This additional anomaly says that the closed equation for the 2-point function is not simply obtained by inserting the WTi in the Schwinger-Dyson equation. In the case of local interaction, the additional anomaly is vanishing and (1.2) holds. Note that (1.8) is not in disagreement with $[\mathrm{K}]$, where it is found a one parameter family of relations between $\eta_{z}$ and $\lambda$ among which there is surely (1.8).

In the rest of this section we will define more precisely our regularized functional integral and we state our main results. We will find more convenient, from the point of view of the notation, to introduce the Weyl spinors $\psi_{\mathbf{x}, \omega}^{ \pm}$, with $\omega= \pm$, such that $\psi_{\mathbf{x}}=\left(\psi_{\mathbf{x},+}^{-}, \psi_{\mathbf{x},-}^{-}\right), \bar{\psi} \equiv \psi^{+} \gamma^{0}$ and $\psi_{\mathbf{x}}^{+}=\left(\psi_{\mathbf{x},+}^{+}, \psi_{\mathbf{x},-}^{+}\right)$; the $\gamma^{\prime}$ s matrices are explicitly given by

$$
\gamma^{0}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \gamma^{1}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \gamma^{5}=-i \gamma^{0} \gamma^{1}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

1.2. Massive Thirring model with cutoff. We introduce in $\Lambda=[-L / 2, L / 2] \times$ $[-L / 2, L / 2]$ a lattice $\Lambda_{a}$ whose sites are given by the space-time points $\mathbf{x}=$ $\left(x, x_{0}\right)=\left(n a, n_{0} a\right)$, with $L / 2 a$ integer and $n, n_{0}=-L / 2 a, \ldots, L / 2 a-1$. We also consider the set $\mathcal{D}_{a}$ of space-time momenta $\mathbf{k}=\left(k, k_{0}\right)$, with $k=\left(m+\frac{1}{2}\right) \frac{2 \pi}{L}$ and $k_{0}=\left(m_{0}+\frac{1}{2}\right) \frac{2 \pi}{L}$ and $m, m_{0}=-L / 2 a, \ldots, L / 2 a-1$. In order to introduce an ultraviolet and an infrared cutoff, we fix a number $\gamma>1$, a positive integer $N$ and a negative integer $h$; then we define the function $C_{h, N}^{-1}(\mathbf{k})$ in the following
way; let $\chi_{0} \in C^{\infty}\left(\mathbb{R}_{+}\right)$be a non-negative, non-increasing smooth function such that

$$
\chi_{0}(t) \stackrel{\text { def }}{=}\left\{\begin{array}{l}
1 \quad \text { if } 0 \leq t \leq 1  \tag{1.9}\\
0
\end{array} \quad \text { if } t \geq \gamma_{0},\right.
$$

for a fixed choice of $\gamma_{0}: 1<\gamma_{0} \leq \gamma$; then we define, for any $h \leq j \leq N$,

$$
\begin{equation*}
f_{j}(\mathbf{k}) \stackrel{\text { def }}{=} \chi_{0}\left(\gamma^{-j}|\mathbf{k}|\right)-\chi_{0}\left(\gamma^{-j+1}|\mathbf{k}|\right) \tag{1.10}
\end{equation*}
$$

and $C_{h, N}^{-1}(\mathbf{k})=\sum_{j=h}^{N} f_{j}(\mathbf{k})$; hence $C_{h, N}^{-1}(\mathbf{k})$ acts as a smooth cutoff for momenta $|\mathbf{k}| \geq \gamma^{N+1}$ (ultraviolet region) and $|\mathbf{k}| \leq \gamma^{h-1}$ (infrared region). It is useful for technical reasons to choose for $\chi_{0}(t)$ a Gevrey function, for example one of class 2 , that is a function such that, for any integer $n$,

$$
\begin{equation*}
\left|d^{n} \chi_{0}(t) / d t^{n}\right| \leq C^{n}(n!)^{2} \tag{1.11}
\end{equation*}
$$

where $C$ is a symbol we shall use regularly in the following to denote a generic constant. With each $\mathbf{k} \in \mathcal{D}_{a}$ we associate four Grassmann variables $\left\{\widehat{\psi}_{\mathbf{k}, \omega}^{[h, N] \sigma}, \sigma, \omega=\right.$ $\pm\}$, to be called field variables; we define $\mathcal{D}^{[h, N]} \stackrel{\text { def }}{=}\left\{\mathbf{k} \in \mathcal{D}_{a}: C_{h, N}^{-1}(\mathbf{k}) \neq 0\right\}$. On the finite Grassmannian algebra generated from these variables we define a linear functional $\mathrm{d} \widehat{\psi}^{[h, N]}$ (the Lebesgue measure), so that, given a monomial $\mathcal{Q}(\psi)$ in the field variables, $\int \mathrm{d} \widehat{\psi}^{[h, N]} \mathcal{Q}(\psi)=0$ except in the case $\mathcal{Q}(\psi)$ is equal to $\mathcal{Q}_{0}(\psi)=\prod_{\mathbf{k} \in \mathcal{D}^{[h, N]}} \prod_{\omega= \pm} \widehat{\psi}_{\mathbf{k}, \omega}^{[h, N]-} \widehat{\psi}_{\mathbf{k}, \omega}^{[h, N]+}$ or to one of the monomials obtained from $\mathcal{Q}_{0}(\psi)$ by a permutation of the field variables; in these cases the value of $\int \mathrm{d} \widehat{\psi}^{[h, N]} \mathcal{Q}(\psi)$ is determined by the condition $\int \mathrm{d} \widehat{\psi}^{[h, N]} \mathcal{Q}_{0}(\psi)=1$ and the anticommuting properties of the field variables.

We also define a Grassmann field on the lattice $\Lambda_{a}$ by Fourier transform, according to the following convention:

$$
\begin{equation*}
\psi_{\mathbf{x}, \omega}^{[h, N]} \stackrel{\text { def }}{=} \frac{1}{L^{2}} \sum_{\mathbf{k} \in \mathcal{D}_{a}} e^{i \sigma \mathbf{k} \mathbf{x}} \widehat{\psi}_{\mathbf{k}, \omega}^{[h, N] \sigma}, \quad \mathbf{x} \in \Lambda_{a} \tag{1.12}
\end{equation*}
$$

By the definition of $\mathcal{D}_{a}, \psi_{\mathbf{x}, \omega}^{[h, N] \sigma}$ is antiperiodic both in time and in space coordinate.

The Generating Functional of the Thirring model with cutoff is

$$
\begin{align*}
& \mathcal{W}(\varphi, J)=\log \int P_{Z_{N}}(d \psi) \exp \left\{-\lambda V\left(\sqrt{Z_{N}} \psi\right)+\right.  \tag{1.13}\\
& \left.+Z_{N} \sum_{\omega} \int d \mathbf{x} J_{\mathbf{x}, \omega} \psi_{\mathbf{x}, \omega}^{[h, N]+} \psi_{\mathbf{x}, \omega}^{[h, N]-}+\sum_{\omega} \int d \mathbf{x}\left[\varphi_{\mathbf{x}, \omega}^{+} \psi_{\mathbf{x}, \omega}^{[h, N]-}+\psi_{\mathbf{x}, \omega}^{[h, N]+} \varphi_{\mathbf{x}, \omega}^{-}\right]\right\}
\end{align*}
$$

where $\int d \mathbf{x}$ is a short hand notation for $a^{2} \sum_{\mathbf{x} \in \Lambda_{a}}$,

$$
\begin{align*}
& P_{Z_{N}}(d \psi) \stackrel{\text { def }}{=} \mathrm{d} \widehat{\psi}^{[h, N]} \cdot \prod_{\mathbf{k} \in \mathcal{D}^{[h, N]}}\left[L^{-4} Z_{N}^{2}\left(-|\mathbf{k}|^{2}-\mu_{N}^{2}\right) C_{h, N}^{2}(\mathbf{k})\right]^{-1} \\
& \exp \left\{-Z_{N} \frac{1}{L^{2}} \sum_{\omega, \omega^{\prime}= \pm} \sum_{\mathbf{k} \in \mathcal{D}^{[h, N]}} \frac{T_{\omega, \omega^{\prime}}(\mathbf{k})}{C_{h, N}^{-1}(\mathbf{k})} \widehat{\psi}_{\mathbf{k}, \omega}^{[h, N]+} \widehat{\psi}_{\mathbf{k}, \omega^{\prime}}^{[h, N]-}\right\} \tag{1.14}
\end{align*}
$$

$$
\begin{gather*}
T_{\omega, \omega^{\prime}}(k) \stackrel{\text { def }}{=}\left(\begin{array}{cc}
D_{+}(\mathbf{k}) & \mu_{N} \\
\mu_{N} & D_{-}(\mathbf{k})
\end{array}\right)_{\omega, \omega^{\prime}} ; \quad D_{\omega}(\mathbf{k}) \stackrel{\text { def }}{=}-i k_{0}+\omega k_{1}  \tag{1.15}\\
V(\psi) \stackrel{\operatorname{def}}{=} \frac{1}{2} \sum_{\omega= \pm} \int d \mathbf{x} \widehat{\psi}_{\mathbf{x}, \omega}^{[h, N]+} \widehat{\psi}_{\mathbf{x}, \omega}^{[h, N]-} \widehat{\psi}_{\mathbf{x},-\omega}^{[h, N]+} \widehat{\psi}_{\mathbf{x},-\omega}^{[h, N]-} \tag{1.16}
\end{gather*}
$$

and $\left\{J_{\mathbf{x}, \omega}\right\}_{\mathbf{x}, \omega}$ are commuting variables, while $\left\{\varphi_{\mathbf{x}, \omega}^{\sigma}\right\}_{\mathbf{x}, \omega, \sigma}$ are anticommuting. $\left\{J_{\mathbf{x}, \omega}\right\}_{\mathbf{x}, \omega}$ and $\left\{\varphi_{\mathbf{x}, \omega}^{\sigma}\right\}_{\mathbf{x}, \omega, \sigma}$ are the external field variables.

Remark. It is immediate to check that (1.13) coincides with (1.5), if the notational conventions adopted at the end of $\S 1.1$ are used and up to the trivial rescaling $\psi \rightarrow \sqrt{Z} \psi$ of the Grassmann variables. The above regularization is essentially a continuum one, as the lattice has been introduced just to give a meaning to the functional integral and the continuum limit is taken before the removal of the momentum cut-off. Such a regularization is very suitable to derive WTi and SDe ; its main disadvantage is that the positive definiteness property is not automatically ensured. Such a property will be recovered indirectly later on by introducing a different regularization preserving positive definiteness and such that, by a proper choice of the bare parameters, the Schwinger functions in the limit of removed cutoffs are coinciding.

Setting $\underline{\mathbf{x}} \stackrel{\text { def }}{=}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$, and $\underline{\mathbf{y}} \stackrel{\text { def }}{=}\left(\mathbf{y}_{1}, \ldots, \mathbf{y}_{m}\right)$, for any given choice of the labels $\underline{\sigma} \stackrel{\text { def }}{=}\left(\sigma_{1} \ldots, \sigma_{m}\right), \underline{\omega} \stackrel{\text { def }}{=}\left(\omega_{1} \ldots, \omega_{n}\right)$ and $\underline{\varepsilon} \stackrel{\text { def }}{=}\left(\varepsilon_{1} \ldots, \varepsilon_{n}\right)$, the Schwinger functions are defined as

$$
\begin{equation*}
S_{\underline{\sigma} ; \underline{\omega}, \underline{\underline{\omega}}}^{N,(m ; n)}(\underline{\mathbf{y}} ; \underline{\mathbf{x}})^{\text {def }}=\lim _{L \rightarrow \infty} \frac{\partial^{n+m} \mathcal{W}}{\partial J_{\mathbf{y}_{1}, \sigma_{1}} \cdots \partial J_{\mathbf{y}_{m}, \sigma_{m}} \partial \varphi_{\mathbf{x}_{1}, \omega_{1}}^{\varepsilon_{1}} \cdots \partial \varphi_{\mathbf{x}_{n}, \omega_{n}}^{\varepsilon_{n}}}(0,0) \tag{1.17}
\end{equation*}
$$

We will follow the convention that a missing label means that the corresponding limit has been performed, for instance $S_{\underline{\sigma} ; \underline{\omega}, \underline{\varepsilon}}^{N, h ;(m ; n)}=\lim _{a \rightarrow 0} S_{\underline{\sigma} ; \underline{\omega}, \underline{\xi}}^{N, h, a ;(m ; n)}$ In particular, in order to shorten the notation of the most used Schwinger functions, let:

$$
\begin{align*}
G_{\omega}^{2, N, h, a}(\mathbf{x}, \mathbf{y}) & \stackrel{\text { def }}{=} S_{\omega, \omega,(+,-)}^{N, h, a,(0 ; 2)}(\mathbf{x}, \mathbf{y})  \tag{1.18}\\
G_{\omega^{\prime}, \omega}^{2,1, N, h, a}(\mathbf{z} ; \mathbf{x}, \mathbf{y}) & \stackrel{\text { def }}{=} S_{\omega^{\prime} ; \omega, \omega,+,-}^{N, h, a,(1 ; 2)}(\mathbf{z} ; \mathbf{x}, \mathbf{y}) \tag{1.19}
\end{align*}
$$

We define the Fourier transforms so that, for example,

$$
\begin{align*}
G_{\omega}^{2}(\mathbf{x}, \mathbf{y}) & \stackrel{\text { def }}{=} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} e^{-i \mathbf{k}(\mathbf{x}-\mathbf{y})} \widehat{G}_{\omega}^{2}(\mathbf{k})  \tag{1.20}\\
G_{\omega^{\prime}, \omega}^{2,1}(\mathbf{z} ; \mathbf{x}, \mathbf{y}) & \stackrel{\text { def }}{=} \int \frac{d \mathbf{k} d \mathbf{p}}{(2 \pi)^{4}} e^{i \mathbf{p}(\mathbf{z}-\mathbf{y})} e^{-i \mathbf{k}(\mathbf{x}-\mathbf{y})} \widehat{G}_{\omega^{\prime}, \omega}^{2,1}(\mathbf{p}, \mathbf{k}) \tag{1.21}
\end{align*}
$$

The presence of the cutoffs makes the Schwinger functions $S_{\underline{\sigma} ; \underline{w},(\underline{\varepsilon})}^{N, h, a ;(m ; n)}(\underline{\mathbf{y}} ; \underline{\mathbf{x}})$ well defined, since the generating functional is simply a polynomial in the external field variables, for any finite $L$, and the limit $L \rightarrow \infty$ gives no problem, if $h$ is finite. Note that the lattice is introduced just to give a meaning to the Grassmann integral and it can be removed safely if $h, N$ are fixed. In $\S 2$ we will prove the following result.

Theorem 1.1. Given $\lambda$ small enough and $\mu>0$, there exist functions $Z_{N} \equiv$ $Z_{N}(\lambda) \mu_{N} \equiv \mu g_{N}(\lambda)$, such that

$$
\begin{equation*}
Z_{N}=\gamma^{-N \eta_{z}}\left(1+\mathrm{O}\left(\lambda^{2}\right)\right) \quad, \quad \mu_{N}=\mu \gamma^{-N \eta_{\mu}}(1+\mathrm{O}(\lambda)) \tag{1.22}
\end{equation*}
$$

with $\eta_{z}=a_{z} \lambda^{2}+\mathrm{O}\left(\lambda^{4}\right), \eta_{\mu}=-a_{\mu} \lambda+\mathrm{O}\left(\lambda^{2}\right), a_{z}, a_{\mu}>0$, and the following is true.

1. The limit

$$
\begin{equation*}
\lim _{N,-h, a^{-1} \rightarrow \infty} S_{\underline{\sigma} ; \underline{\omega}, \underline{\underline{c}}}^{N ; h, a ;(m ; n)}(\underline{\mathbf{y}} ; \underline{\mathbf{x}})=S_{\underline{\sigma} ; \underline{\omega}, \underline{\underline{E}}}^{(m ; \underline{\mathbf{y}} ; \underline{\mathbf{x}}),} \tag{1.23}
\end{equation*}
$$

exist at non coinciding points.
2. The family of functions $S_{2 n, \underline{\omega}}(\underline{\mathbf{x}})$, defined as equal to $S_{\underline{\omega}, \underline{\varepsilon}}^{(0 ; 2 n)}(\underline{\mathbf{x}})$, with $\varepsilon_{i}=+1$ for $i=1, \ldots, n$ and $\varepsilon_{i}=-1$ for $i=n+1, \ldots, 2 n$, fulf্̄ils the OSa.
3. The two point Schwinger function verifies the following bound

$$
\begin{equation*}
\left|G_{\omega}^{2}(\mathbf{x}, \mathbf{y})\right| \leq \frac{C}{|\mathbf{x}-\mathbf{y}|^{1+\eta_{z}}} e^{-c \sqrt{\kappa \mu^{1+\eta_{\mu}^{\prime}}|\mathbf{x}-\mathbf{y}|}} \tag{1.24}
\end{equation*}
$$

with $\eta_{\mu}^{\prime}=\left(1+\eta_{\mu}\right)^{-1}-1=a_{\mu} \lambda+O\left(\lambda^{2}\right)$. Moreover $G_{\omega}^{2}(\mathbf{x}, \mathbf{y})$ is singular for $\mathbf{x} \rightarrow \mathbf{y}$ and it diverges as $|\mathbf{x}-\mathbf{y}|^{-1-\eta_{z}}$.
4. In the massless case $(\mu=0)$ the two point Schwinger function can be written as

$$
\begin{equation*}
\widehat{G}_{\omega}^{2}(\mathbf{k})=(1+f(\lambda)) \frac{|\mathbf{k}|^{\eta_{z}}}{-i k_{0}+\omega k}, \tag{1.25}
\end{equation*}
$$

with $f(\lambda)=O(\lambda)$ and independent of $\mathbf{k}$.
Items 1., 2., except Reflection Positivity (RP), and 3. will be proved in $\S 2.3$, see Theorem 2.2 and the remark following it; item 4. is proved in $\S 4$. RP follows from Theorem 1.4 below and the remark at the beginning of $\S 1.5$.

Note the nontrivial dependence on the ultraviolet cut-off of the bare wave function and mass; the wave function is diverging when the ultraviolet cut-off is removed while the bare mass is vanishing or diverging depending if $\lambda<0$ or $\lambda>0$. The behavior of two point Schwinger function is deeply modified by the presence of the interaction; at small distances we find a power law divergence with a non trivial critical index $1+\eta_{z}$, with $\eta_{z}$ a non trivial function of $\lambda$. For large distances and for small masses $\mu$ ( $\mu$ is the mass at $O(1)$ momentum scales) one can distinguish two different regimes in the asymptotic behavior, discriminated by an intrinsic length $O\left(\mu^{-1-\eta_{\mu}^{\prime}}\right)$, with $\eta_{\mu}^{\prime}$ a non trivial critical index. For distances smaller than such scale we have a power law decay while for greater distances an exponential decay $O\left(e^{-c \sqrt{\kappa \mu^{1+\eta_{\mu}^{\prime}}|\mathbf{x}-\mathbf{y}|}}\right)$ is found; in this second regime our bound is of course not optimal.

Remark. It is an easy consequence of our proof that the Schwinger functions do not depend on the parameter $\gamma$, but are only functions of $\lambda$ and $\mu$.
1.3. WTi and chiral anomalies. Once that the model is constructed and the OSa are verified, we can compute the WTi in the massless limit. We will show that

$$
\begin{gather*}
D_{\omega}(\mathbf{p}) \widehat{G}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})= \\
=\delta_{\omega, \omega^{\prime}}\left[\widehat{G}_{\omega}^{2, N, h}(\mathbf{k}-\mathbf{p})-\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})\right]+\widehat{\Delta}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k}) \tag{1.26}
\end{gather*}
$$

where $\widehat{\Delta}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})$ is a correction term which is formally vanishing if we replace $C_{h, N}^{-1}(\mathbf{k})$ by 1 . The anomaly manifests itself in the fact that $\widehat{\Delta}_{\omega, \omega^{\prime}}^{2,1, N, h}$ is


Fig. 1.1. : Graphical representation of (1.26); the small circle in the last term represents the function in the r.h.s. of (3.3).
nonvanishing in the limit $N,-h \rightarrow \infty$; we will prove in fact the following Theorem.

Theorem 1.2. Under the same conditions of Theorem 1.1, in the massless limit, i.e. $\mu=0$, it holds that for finite nonvanishing $\mathbf{k}, \mathbf{k}-\mathbf{p}, \mathbf{p}$

$$
\begin{gather*}
\widehat{\Delta}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})=D_{\omega}(\mathbf{p}) \widehat{R}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})+  \tag{1.27}\\
+\nu_{h, N}^{+} D_{\omega}(\mathbf{p}) \widehat{G}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})+\nu_{h, N}^{-} D_{-\omega}(\mathbf{p}) \widehat{G}_{-\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})
\end{gather*}
$$

where all the quantities appearing in this identity admit a $N,-h \rightarrow \infty$-limit, such that

$$
\begin{equation*}
\nu_{-}=\frac{\lambda}{4 \pi}+O\left(\lambda^{2}\right), \quad \nu_{+}=c_{+} \lambda^{2}+O\left(\lambda^{3}\right) \tag{1.28}
\end{equation*}
$$

with $c_{+}<0,\left|\widehat{G}_{\omega, \omega^{\prime}}^{2,1}(\mathbf{p} ; \mathbf{k})\right|$ satisfies the bound (2.63) below, and

$$
\begin{equation*}
\widehat{R}_{\omega, \omega^{\prime}}^{2,1}(\mathbf{p} ; \mathbf{k})=0 \tag{1.29}
\end{equation*}
$$

It is immediate to check that the above result implies the WTi (1.6), with $a^{-1}=1-\nu^{-}-\nu^{+}$and $\bar{a}^{-1}=1+\nu^{-}-\nu^{+}$.

Remark. We could write Ward identities involving only the truncated current correlations and, by using the analogue of (1.27), it is possible to prove that all truncated correlations vanish, except that of order two, which is proportional to the free one; this means that the current is indeed gaussian when cut-offs are removed. We will not prove here in detail this statement which is a rather straightforward consequence of our results.
1.4. Closed equation and additional anomaly. It is easy to see (see for instance [BM4]) that the Schwinger functions of (1.13) in the massless limit verify the following SDe

$$
\begin{equation*}
\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})=\frac{\widehat{g}_{\omega}^{N, h}(\mathbf{k})}{Z_{N}}-\lambda \widehat{g}_{\omega}^{N, h}(\mathbf{k}) \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \bar{\chi}_{N}(\mathbf{p}) \widehat{G}_{-\omega, \omega}^{2,1, N, h}(\mathbf{p} ; \mathbf{k}) \tag{1.30}
\end{equation*}
$$

where $\widehat{g}_{\omega}^{N, h}(\mathbf{k})=C_{h, N}^{-1}(\mathbf{k}) D_{\omega}(\mathbf{k})^{-1}$ and $\bar{\chi}_{N}(\mathbf{p})$ is a smooth function with support in $|\mathbf{p}| \leq 3 \gamma^{N+1}$, equal to 1 if $|\mathbf{p}| \leq 2 \gamma^{N+1}$ (we can insert it freely in the SDe, thanks to the support properties of the propagator).


Fig. 1.2. : Graphical representation of (1.30); the wiggling line represents the function $\bar{\chi}_{N}(\mathbf{p})$.

Inserting the WTi (1.26) in SDe (1.30) and using (1.27), we get

$$
\begin{align*}
\widehat{G}_{\omega}^{2, N, h}(\mathbf{k}) & =\frac{\widehat{g}_{\omega}^{N, h}(\mathbf{k})}{Z_{N}}-\lambda \widehat{g}_{\omega}^{N, h}(\mathbf{k}) \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \bar{\chi}_{h}(\mathbf{p}) \widehat{G}_{-\omega, \omega}^{2,1, h, N}(\mathbf{p} ; \mathbf{k})- \\
& -\lambda A_{+, h, N} \widehat{g}_{\omega}^{N, h}(\mathbf{k}) \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \widetilde{\chi}(\mathbf{p}) \frac{\widehat{G}_{\omega}^{2, N, h}(\mathbf{k}-\mathbf{p})}{D_{-\omega}(\mathbf{p})}+  \tag{1.31}\\
& +\widehat{g}_{\omega}^{N, h}(\mathbf{k}) \sum_{\varepsilon} \lambda A_{\varepsilon, h, N} \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \widetilde{\chi}(\mathbf{p}) \frac{D_{\varepsilon \omega}(\mathbf{p})}{D_{-\omega}(\mathbf{p})} \widehat{R}_{\varepsilon \omega, \omega}^{2,1, N, h}(\mathbf{p} ; \mathbf{k}),
\end{align*}
$$

where

$$
\begin{gather*}
A_{\varepsilon, h, N} \stackrel{\text { def }}{=} \frac{a_{h, N}-\varepsilon \bar{a}_{h, N}}{2}  \tag{1.32}\\
a_{h, N}=\frac{1}{1-\nu_{h, N}^{-}-\nu_{h, N}^{+}} \quad, \quad \bar{a}_{h, N}=\frac{1}{1+\nu_{h, N}^{-}-\nu_{h, N}^{+}},
\end{gather*}
$$

$\bar{\chi}_{h}(\mathbf{p})$ is defined as $\bar{\chi}_{N}(\mathbf{p})$, with $h$ in place of $N$, and $\widetilde{\chi}(\mathbf{p})=\bar{\chi}_{N}(\mathbf{p})-\bar{\chi}_{h}(\mathbf{p})$ (so that the support of $\widetilde{\chi}(\mathbf{p})$ is only for $2 \gamma^{h+1} \leq|\mathbf{p}| \leq 3 \gamma^{N+1}$ ). The bound (2.63) below implies that, if $\mathbf{k}$ is fixed to a non vanishing value, $\widehat{G}_{-\omega, \omega}^{2,1, h, N}(\mathbf{p} ; \mathbf{k})$ diverges more slowly that $|\mathbf{p}|^{-1 / 8}$, as $\mathbf{p} \rightarrow 0$; hence the second addend in the r.h.s. of (1.31) is vanishing in the limit $h=-\infty$.

If the last term in (1.31) were vanishing for $-h, N \rightarrow \infty$ (as the second addend), one would get a closed equation for $\widehat{G}_{\omega}^{2}$ which is identical to the one postulated in $[\mathrm{J}]$; it is just the formal Schwinger-Dyson equation combined with the WTi in the limit of removed cutoffs.

However this is not what happens; despite both WTi and Schwinger-Dyson equation are true in the limit, one cannot simply insert one in the other to
obtain a closed equation. The last term is non vanishing and this is a additional anomaly effect which seems to be unnoticed in the literature.

Despite the presence of the additional anomaly, a closed equation (different with respect the one in $[\mathrm{J}]$ ) holds, as shown from the following theorem.

Theorem 1.3. Under the same conditions of Theorem 1.1, in the massless limit there exist functions $\alpha_{\varepsilon, h, N}, \rho_{\varepsilon, h, N}$ such that, for non vanishing $\mathbf{k}$,

$$
\begin{gather*}
\widehat{g}_{\omega}^{N, h}(\mathbf{k}) \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \widetilde{\chi}(\mathbf{p}) \frac{D_{\varepsilon \omega}(\mathbf{p})}{D_{-\omega}(\mathbf{p})} \widehat{R}_{\varepsilon \omega, \omega}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})= \\
=-\alpha_{\varepsilon, h, N} \frac{\widehat{g}_{\omega}^{N, h}(\mathbf{k})}{Z_{N}}+\left(\alpha_{\varepsilon, h, N}+\rho_{\varepsilon, h, N}\right) \widehat{G}_{\omega}^{2, N, h}(\mathbf{k})+\widehat{R}_{\varepsilon}^{4, N, h}(\mathbf{k}), \tag{1.33}
\end{gather*}
$$

with

$$
\begin{equation*}
\lim _{N,-h \rightarrow \infty} \widehat{R}_{\varepsilon}^{4, N, h}(\mathbf{k})=0, \tag{1.34}
\end{equation*}
$$

and, in the limit of removed cutoff,

$$
\begin{array}{rlrl}
\alpha_{-}=c_{1} \lambda+O\left(\lambda^{2}\right), & & \rho_{-}=c_{2} \lambda+O\left(\lambda^{2}\right), \\
\alpha_{+}=c_{3}+O(\lambda), & \rho_{+}=c_{4}+O(\lambda) . \tag{1.35}
\end{array}
$$

The above result says that, up to a vanishing term, the last addend in the r.h.s. of (1.31) can be written in terms of $g$ and $G^{2}$, so that a closed equation still holds in the limit, but different with respect to the one postulated in [J]; in particular one gets a relation between the critical index $\eta_{z}$ and the anomalies $a, \bar{a}$, which is different with respect to (1.2), that found in [J].

Corollary 1.1. The critical index of the massless two point Schwinger function (1.25) verifies

$$
\begin{equation*}
\eta_{z}=\frac{\lambda}{4 \pi} \frac{a-\bar{a}}{1-\lambda \sum_{\varepsilon} A_{\varepsilon}\left(\alpha_{\varepsilon}+\rho_{\varepsilon}\right)} . \tag{1.36}
\end{equation*}
$$

with $\sum_{\varepsilon} A_{\varepsilon}\left(\alpha_{\varepsilon}+\rho_{\varepsilon}\right)=c_{0} \lambda+O\left(\lambda^{2}\right)$ with $c_{0}>0$.
1.5. Lattice fermions and positive definiteness. The regularization adopted in (1.13), consisting in replacing the fermionic propagator $T_{\omega, \omega^{\prime}}^{-1}(\mathbf{k})$ with a regularized one $C_{h, N}(\mathbf{k}) T_{\omega, \omega^{\prime}}^{-1}(\mathbf{k})$, is the closest one to the formal continuum limit and preserves several properties valid in the formal theory. If the bare mass $\mu_{N}$ is vanishing, the regularized propagator in momentum space is odd under $\mathbf{k} \rightarrow-\mathbf{k}$ and the theory is invariant under the global symmetry $\psi_{\mathbf{x}, \omega}^{[h, N] \pm} \rightarrow e^{ \pm \alpha_{\omega}} \psi_{\mathbf{x}, \omega}^{[h, N] \pm}$; such properties imply that there is no generation through the interaction of a mass and produce many simplifications in the derivation of WTi and a closed equation for the two point Schwinger function.

On the other hand, such regularization does not preserve the Reflection Positivity (RP), which is one of the Osterwalder-Schrader axioms it is necessary to prove, and it is very difficult to prove it directly in the limit. Therefore we prove all the statements in Theorem 1.1 starting from (1.13), except RP; such a property will be instead proved starting from a different regularization, which preserves RP, and showing that in the limit of removed cutoffs the two different
regularizations of the Thirring model give the same Schwinger functions, if the "bare" parameters are suitably chosen.

The problem of regularizations preserving RP is extensively studied (for a review see $[\mathrm{MM}]$ ), and a very good solution is the one proposed by Wilson, consisting in approximating the continuum space-time by a lattice and adding a suitable term in the fermionic action to avoid the fermion doubling problem. Indeed, if one simply replaces $k, k_{0}$ in the propagator with $a^{-1} \sin (k a)$ and $a^{-1} \sin \left(k_{0} a\right)$, the well known fermion doubling problem is encountered, namely that the massless fermion propagator has four poles instead of a single one. In the continuum limit $a \rightarrow 0$ this means that there are four fermion states per field component and such extra unwanted fermions influence possibly the physical behavior in a non trivial way. In the Wilson formulation a term is added to the free action, called Wilson term, to cancel the unwanted poles. Then in the Wilson lattice regularization the fermionic integration is given by

$$
\begin{align*}
& P_{Z_{a}}(d \psi) \stackrel{\text { def }}{=} \exp \left\{-\frac{Z_{a}}{L^{2}} \sum_{\omega, \omega^{\prime}= \pm} \sum_{\mathbf{k} \in \mathcal{D}_{a}}\left(\widehat{r}^{-1}(\mathbf{k})\right)_{\omega^{\prime}, \omega} \widehat{\psi}_{\mathbf{k}, \omega^{\prime}}^{+} \widehat{\psi}_{\mathbf{k}, \omega}^{-}\right\} \\
& \cdot \prod_{\mathbf{k} \in \mathcal{D}_{a}} \prod_{\omega= \pm} \frac{\mathrm{d} \widehat{\psi}_{\mathbf{k}, \omega}^{+} \mathrm{d} \widehat{\psi}_{\mathbf{k}, \omega}^{-}}{\overline{\mathcal{N}}_{a}(\mathbf{k})} \tag{1.37}
\end{align*}
$$

where the covariance $\widehat{r}_{\omega, \omega^{\prime}}(k)$ is defined as

$$
\widehat{r}_{\omega, \omega^{\prime}}(\mathbf{k}) \stackrel{\text { def }}{=} \frac{1}{e_{+}(\mathbf{k}) e_{-}(\mathbf{k})-\mu_{a}^{2}(\mathbf{k})}\left(\begin{array}{cc}
e_{-}(\mathbf{k}) & -\mu_{a}(\mathbf{k})  \tag{1.38}\\
-\mu_{a}(\mathbf{k}) & e_{+}(\mathbf{k})
\end{array}\right)_{\omega, \omega^{\prime}}
$$

with $k_{0}=\left(m_{0}+1 / 2\right) 2 \pi / L, k=(m+1 / 2) 2 \pi / L, n, n_{0}=-L / 2 a, 1, \ldots, L / 2 a-1$,

$$
\begin{align*}
& e_{\omega}(\mathbf{k}) \stackrel{\text { def }}{=}-i \frac{\sin \left(k_{0} a\right)}{a}+\omega \frac{\sin (k a)}{a} \\
& \mu_{a}(\mathbf{k}) \stackrel{\text { def }}{=} \mu+\frac{1-\cos \left(k_{0} a\right)}{a}+\frac{1-\cos (k a)}{a} \tag{1.39}
\end{align*}
$$

and $\overline{\mathcal{N}}_{a}$ is the normalization. The generating functional is given by

$$
\begin{align*}
& \int P_{Z_{a}}(d \psi) \exp \left\{-\lambda_{a} Z_{a}^{2} V(\psi)+\nu_{a} Z_{a} N(\psi)\right\}  \tag{1.40}\\
& \cdot \exp \left\{Z_{a}^{(2)} \sum_{\omega} \int d \mathbf{x} J_{\mathbf{x}, \omega} \psi_{\mathbf{x}, \omega}^{+} \psi_{\mathbf{x}, \omega}^{-}+\sum_{\omega} \int d \mathbf{x}\left[\varphi_{\mathbf{x}, \omega}^{+} \psi_{\mathbf{x}, \omega}^{-}+\psi_{\mathbf{x}, \omega}^{+} \varphi_{\mathbf{x}, \omega}^{-}\right]\right\}
\end{align*}
$$

where $N(\psi)=\sum_{\omega= \pm} \int d \mathbf{x} \psi_{\mathbf{x}, \omega}^{+} \psi_{\mathbf{x},-\omega}^{-}$.
The regularization in (1.37) has the crucial property of preserving RP [OSe]; moreover, the fermion doubling problem is solved, as the term $\left(1-\cos \left(k_{0} a\right)\right) / a+$ $(1-\cos (k a)) / a$ has the effect that, in the massless case, only one pole is present. On the other hand, even if the bare mass is vanishing, both the oddness of the propagator and the global symmetry $\psi_{\mathbf{x}, \omega}^{[h, N] \pm} \rightarrow e^{ \pm \alpha_{\omega}} \psi_{\mathbf{x}, \omega}^{[h, N] \pm}$ are not true, and this leads to the generation through the interaction of a mass; to get an interacting massless theory, a mass counterterm $\nu_{a}$ has then to be introduced.

On the other hand the presence of the lattice and of the Wilson term poses no serious extra difficulties to our methods, which do not need any special symmetry and were just developed to study interacting fermions on a lattice [BM1]; in particular the fermionic action in (1.37) is essentially the one appearing in the fermionic representation of two interacting copies of $d=2$ classical Ising models, and it was extensively studied (at fixed lattice step) in $[\mathrm{M}]$ or $[\mathrm{GiM}]$. We will prove in $\S 5$ that the continuum limit in (1.37) can be taken.

We call $S_{\sigma ; \underline{\omega}, \underline{\varepsilon}}^{N ;(m ; n)}$ the Schwinger functions (1.17) (in the limit $a=0$ and $h=-\infty)$ and $\overline{S_{\underline{\sigma}, \underline{\omega}, \underline{\varepsilon}}^{a,(m ; n)}} \bar{a}$ the Schwinger functions corresponding to (1.40); in $\S 5$ we shall prove the following theorem.

Theorem 1.4. Given $\lambda$ small enough and $\mu>0$, there exist functions $\lambda_{a}(\lambda), \nu_{a}(\lambda)$, $\mu_{a} \equiv \mu g_{a}(\lambda), Z_{a} \equiv Z_{a}(\lambda)$ verifying

$$
\begin{equation*}
Z_{a}=a^{-\eta_{z}}\left(1+\mathrm{O}\left(\lambda^{2}\right)\right) \quad, \quad \mu_{a}=\mu a^{-\eta_{\mu}}(1+\mathrm{O}(\lambda)) \tag{1.41}
\end{equation*}
$$

with $\eta_{z}=a_{z} \lambda^{2}+\mathrm{O}\left(\lambda^{4}\right), \eta_{\mu}=-a_{\mu} \lambda+\mathrm{O}\left(\lambda^{2}\right), a_{z}, a_{\mu}>0$ such that the limit

$$
\begin{equation*}
\lim _{L, a^{-1} \rightarrow \infty} \bar{S}_{\underline{\sigma} ; \boldsymbol{\omega}, \underline{\underline{E}}}^{a,(m ; n)} \equiv \bar{S}_{\underline{\sigma} ; \underline{\omega}, \underline{\varepsilon}}^{(m ; n)} \tag{1.42}
\end{equation*}
$$

exist at non coinciding points.
Moreover, given $N>0$, let $a_{N}=\pi\left(4 \gamma^{N+1}\right)^{-1}$; then

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left[S_{\underline{\sigma} ; \underline{;}, \underline{\varepsilon}}^{N,(m ; n)}(\underline{\mathbf{z}} ; \underline{\mathbf{x}})-\bar{S}_{\underline{\sigma} ; \underline{\omega}, \underline{\varepsilon}}^{a_{N},(m ; n)}(\underline{\mathbf{z}} ; \underline{\mathbf{x}})\right]=0 \tag{1.43}
\end{equation*}
$$

The above result says that in the limit of removed cutoffs the two different regularizations of the Thirring model give the same Schwinger functions, if the "bare" parameters are suitably chosen.
1.6. Contents. The rest of the paper is organized in the following way. In $\S 2$ a multiscale analysis of the functional integral (1.13) is performed; in particular the marginal and relevant terms of the effective interaction are identified. In this way we find an expansion for the Schwinger functions in terms of running coupling constants, which is convergent uniformly in the infrared and ultraviolet cut-off and in the mass, provided that the mass and wave function renormalization are chosen properly and that the quartic running coupling constants are small enough for all scales; this last property follows from the asymptotic vanishing of the Beta function proved in [BM4]. In $\S 3$ we derive the Ward Identities (1.26) and we define a convergent expansion for the last addend in (1.26), from which Theorem 1.2 is derived. In $\S 4$ we analyze the Schwinger-Dyson equation and we define suitable convergent expansions for the last addend in (1.31), from which we derive Theorem 1.3 and Corollary 1.1. Finally in $\S 5$ the lattice construction is performed and the positivity property is achieved. The proof of the above results is based on many technical arguments, some of which were already proved in [BM1]-[BM4]; hence, in this paper we shall discuss in detail only the arguments not discussed in those papers.

## 2. Multiscale analysis for (1.13)

2.1. Renormalization Group analysis. The integration of the generating functional (1.13) is done almost exactly (essentially up to a trivial rescaling) as described in [BM1]-[BM4]; hence we briefly resume here such procedure to fix notations. It is possible to prove by induction that, for any $j: h \leq j \leq N$, there are a constant $E_{j}$, two positive functions $\tilde{Z}_{j}(\mathbf{k}), \tilde{\mu}_{j}(\mathbf{k})$ and two functionals $\mathcal{V}^{(j)}$ and $\mathcal{B}^{(j)}$, such that, if $Z_{j}=\max _{\mathbf{k}} \tilde{Z}_{j}(\mathbf{k})$,

$$
\begin{equation*}
e^{\mathcal{W}(\varphi, J)}=e^{-L^{2} E_{j}} \int P_{\tilde{Z}_{j}, \tilde{\mu}_{j}, C_{h, j}}\left(d \psi^{[h, j]}\right) e^{-\mathcal{V}^{(j)}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)+\mathcal{B}^{(j)}\left(\sqrt{Z_{j}} \psi^{[h, j]}, \varphi, J\right)} \tag{2.1}
\end{equation*}
$$

where:

1. $P_{\widetilde{Z}_{j}, \tilde{\mu}_{j}, C_{h, j}}\left(d \psi^{[h, j]}\right)$ is the effective Grassmannian measure at scale $j$, equal to

$$
\begin{align*}
& P_{\widetilde{Z}_{j}, \tilde{\mu}_{j}, C_{h, j}}\left(d \psi^{[h, j]}\right) \prod_{\mathbf{k}: C_{h, j}^{-1}(\mathbf{k})>0} \prod_{\omega, \omega^{\prime}= \pm 1} \frac{d \widehat{\psi}_{\mathbf{k}, \omega}^{[h, j]+} d \widehat{\psi}_{\mathbf{k}, \omega}^{[h, j]-}}{\mathcal{N}_{j}(\mathbf{k})} \cdot  \tag{2.2}\\
& \cdot \exp \left\{-\frac{1}{L^{2}} \sum_{\mathbf{k}: C_{h, j}^{-1}(\mathbf{k})>0} C_{h, j}(\mathbf{k}) \tilde{Z}_{j}(\mathbf{k}) \sum_{\omega \pm 1} \widehat{\psi}_{\mathbf{k}, \omega}^{[h, j]+} T_{\omega, \omega^{\prime}}^{(j)}(\mathbf{k}) \widehat{\psi}_{\mathbf{k}, \omega^{\prime}}^{[h, j]-}\right\},
\end{align*}
$$

with $T_{\omega, \omega^{\prime}}^{(j)}$ given by (1.15) with $\tilde{\mu}_{j}(\mathbf{k})$ replacing $\mu_{N}, C_{h, j}(\mathbf{k})^{-1}=\sum_{r=h}^{j} f_{r}(\mathbf{k})$ and $\mathcal{N}_{j}(\mathbf{k})$ a suitable normalization constant.
2. The effective potential on scale $j, \mathcal{V}^{(j)}(\psi)$, is a sum of monomial of Grassmannian variables multiplied by suitable kernels. i.e. it is of the form

$$
\begin{equation*}
\mathcal{V}^{(j)}(\psi)=\sum_{n=1}^{\infty} \frac{1}{L^{4 n}} \sum_{\substack{\mathbf{k}_{1}, \ldots, \mathbf{k}_{2 n} \\ \omega_{1}, \ldots, \omega_{2 n}}}\left[\prod_{i=1}^{2 n} \widehat{\psi}_{\mathbf{k}_{i}, \omega_{i}}^{\sigma_{i}}\right] \widehat{W}_{2 n, \underline{\underline{\omega}}}^{(j)}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{2 n-1}\right) \delta\left(\sum_{i=1}^{2 n} \sigma_{i} \mathbf{k}_{i}\right), \tag{2.3}
\end{equation*}
$$

where $\sigma_{i}=+$ for $i=1, \ldots, n, \sigma_{i}=-$ for $i=n+1, \ldots, 2 n$ and $\underline{\omega}=$ $\left(\omega_{1}, \ldots, \omega_{2 n}\right)$;
3. The effective source term at scale $j, \mathcal{B}^{(j)}\left(\sqrt{Z_{j}} \psi, \varphi, J\right)$, is a sum of monomials of Grassmannian variables and $\varphi^{ \pm}, J$ field, with at least one $\varphi^{ \pm}$or one $J$ field; we shall write it in the form

$$
\begin{equation*}
\mathcal{B}^{(j)}\left(\sqrt{Z_{j}} \psi, \varphi, J\right)=\mathcal{B}_{\varphi}^{(j)}\left(\sqrt{Z_{j}} \psi\right)+\mathcal{B}_{J}^{(j)}\left(\sqrt{Z_{j}} \psi\right)+W_{R}^{(j)}\left(\sqrt{Z_{j}} \psi, \varphi, J\right), \tag{2.4}
\end{equation*}
$$

where $\mathcal{B}_{\varphi}^{(j)}(\psi)$ and $\mathcal{B}_{J}^{(j)}(\psi)$ denote the sums over the terms containing only one $\varphi$ or $J$ field, respectively. $\mathcal{B}^{(j)}\left(\sqrt{Z_{j}} \psi, \varphi, J\right)$ can be written as sum over monomials of $\psi, \varphi, J$ multiplied by kernels $\widehat{W}_{2 n, n_{\varphi}, n_{J}, \underline{\omega}}^{(j)}$.
Of course (2.1) is true for $j=N$, with $\tilde{Z}_{N}(\mathbf{k})=Z_{N}, W_{R}^{(0)}=0$, and $\mathcal{V}^{(N)}(\psi), \mathcal{B}_{\varphi}^{(N)}, \mathcal{B}_{J}^{(N)}$ given implicitly by (1.13). The kernels in $\widehat{W}^{(j)}, \mathcal{V}^{(j)}$ and $\mathcal{B}^{(j)}, j<N$, are functions of $\mu_{k}, Z_{k}$ and the effective couplings $\lambda_{k}$ (to be defined later), with $k \geq j$; the iterative construction below will inductively implies that the dependence on these variables is well defined.

We now begin to describe the iterative construction leading to (2.1). We introduce two operators $\mathcal{P}_{r}, r=0,1$, acting on the kernels $\widehat{W}^{(j)}$ in the following way

$$
\begin{equation*}
\mathcal{P}_{0} \widehat{W}^{(j)}=\left.\widehat{W}^{(j)}\right|_{\tilde{\mu}_{j}, . . \mu_{N}=0}, \quad \mathcal{P}_{1} \widehat{W}^{(j)}=\left.\sum_{k \geq j, \mathbf{k}} \tilde{\mu}_{k}(\mathbf{k}) \frac{\partial \widehat{W}^{(j)}}{\partial \tilde{\mu}_{k}(\mathbf{k})}\right|_{\tilde{\mu}_{j}, . . \mu_{N}=0} \tag{2.5}
\end{equation*}
$$

We introduce also two operators $\mathcal{L}_{r}, r=0,1$, acting on the kernels $\widehat{W}^{(j)}$ in the following way:

1. If $n=1$,

$$
\begin{align*}
& \mathcal{L}_{0} \widehat{W}_{2, \underline{\omega}}^{(j)}(\mathbf{k}) \stackrel{\text { def }}{=} \frac{1}{4} \sum_{\eta, \eta^{\prime}= \pm 1} \widehat{W}_{2, \underline{\omega}}^{(j)}\left(\overline{\mathbf{k}}_{\eta \eta^{\prime}}\right) \\
& \mathcal{L}_{1} \widehat{W}_{2, \underline{\omega}}^{(j)}(\mathbf{k}) \stackrel{\text { def }}{=} \frac{1}{4} \sum_{\eta, \eta^{\prime}= \pm 1} \widehat{W}_{2, \underline{\underline{\omega}}}^{(j)}\left(\overline{\mathbf{k}}_{\eta \eta^{\prime}}\right)\left[\eta \frac{k_{0} L}{\pi}+\eta^{\prime} \frac{k L}{\pi}\right] \tag{2.6}
\end{align*}
$$

where $\overline{\mathbf{k}}_{\eta \eta^{\prime}}=\left(\eta \frac{\pi}{L}, \eta^{\prime} \frac{\pi}{L}\right)$.
2. If $n=2, \mathcal{L}_{1} \widehat{W}_{4, \underline{\omega}} \stackrel{\text { def }}{=} 0$ and

$$
\begin{equation*}
\mathcal{L}_{0} \widehat{W}_{4, \underline{\omega}}^{(j)}\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}\right) \stackrel{\text { def }}{=} \widehat{W}_{4, \underline{\omega}}^{(j)}\left(\overline{\mathbf{k}}_{++}, \overline{\mathbf{k}}_{++}, \overline{\mathbf{k}}_{++}\right) \tag{2.7}
\end{equation*}
$$

3. If $n>2, \mathcal{L}_{0} \widehat{W}_{2 n, \underline{\omega}}^{(j)} \stackrel{\text { def }}{=} \mathcal{L}_{1} \widehat{W}_{2 n, \underline{\omega}}^{(j)} \stackrel{\text { def }}{=} 0$.

Given $\mathcal{L}_{j}, \mathcal{P}_{j}, j=0,1$ as above, we define the action of $\mathcal{L}$ on the kernels $\widehat{W}_{2 n, \underline{\omega}}^{(j)}$ as follows.
4. If $n=1$, then

$$
\begin{equation*}
\mathcal{L} \widehat{W}_{2, \omega, \omega^{\prime}}^{(j)} \stackrel{\text { def }}{=}\left(\mathcal{L}_{0}+\mathcal{L}_{1}\right) \mathcal{P}_{0} \widehat{W}_{2, \omega, \omega^{\prime}}^{(j)}+\mathcal{L}_{0} \mathcal{P}_{1} \widehat{W}_{2, \omega, \omega^{\prime}}^{(j)} \tag{2.8}
\end{equation*}
$$

5. If $n=2$, then $\mathcal{L} \widehat{W}_{4, \underline{\omega}}^{(j)} \stackrel{\text { def }}{=} \mathcal{L}_{0} \mathcal{P}_{0} \widehat{W}_{4, \underline{\omega}}^{(j)}$.
6. If $n>2$, then $\mathcal{L} \widehat{W}_{2 n, \underline{\omega}}^{(j)}=0$.

Note that $\mathcal{L}_{0} \mathcal{P}_{0} \widehat{W}_{2, \omega, \omega}^{(j)}=0$, because of the parity properties (in the exchange $\mathbf{k} \rightarrow-\mathbf{k}$ ) of the diagonal propagators, whose number is surely odd in each Feynmann graph contributing to $W_{2, \omega, \omega}^{(j)} ; \mathcal{L}_{0} \mathcal{P}_{1} \widehat{W}_{2, \omega, \omega}^{(j)}=0$, because there are no contributions of first order in $\mu_{k} ; \mathcal{P}_{0} \widehat{W}_{2, \omega,-\omega}^{(j)}=0$, since the only way to get a contribution to $\widehat{W}_{2, \omega,-\omega}^{(j)}$ is to use at least one antidiagonal propagator. Therefore (2.8) reads

$$
\begin{equation*}
\mathcal{L} \widehat{W}_{2, \omega, \omega}^{(j)}=\mathcal{L}_{1} \mathcal{P}_{0} \widehat{W}_{2, \omega, \omega}^{(j)}, \quad \mathcal{L} \widehat{W}_{2, \omega,-\omega}^{(j)}=\mathcal{L}_{0} \mathcal{P}_{1} \widehat{W}_{2, \omega,-\omega}^{(j)} . \tag{2.9}
\end{equation*}
$$

Note also that $\mathcal{L}^{2} \mathcal{V}^{(j)}=\mathcal{L} \mathcal{V}^{(j)}$. The effect of $\mathcal{L}$ on $\mathcal{V}^{(j)}$ is, by definition, to replace on the r.h.s. of (2.3) $\widehat{W}_{2 n, \underline{\omega}}^{(j)}$ with $\mathcal{L} \widehat{W}_{2 n, \underline{\omega}}^{(j)}$; we get

$$
\begin{equation*}
\mathcal{L} \mathcal{V}^{(j)}\left(\psi^{[h, j]}\right)=z_{j} F_{\zeta}^{[h, j]}+s_{j} F_{\sigma}^{[h, j]}+l_{j} F_{\lambda}^{[h, j]}, \tag{2.10}
\end{equation*}
$$

where $z_{j}, a_{j}$ and $l_{j}$ are real numbers and

$$
\begin{align*}
& F_{\zeta}^{[h, j]}=\frac{1}{L^{2}} \sum_{\omega} \sum_{\mathbf{k}: C_{h, j}^{-1}(\mathbf{k})>0} D_{\omega}(\mathbf{k}) \widehat{\psi}_{\mathbf{k}, \omega}^{[h, j]+} \widehat{\psi}_{\mathbf{k}, \omega}^{[h, j]-}, \\
& F_{\sigma}^{[h, j]}=\frac{1}{L^{2}} \sum_{\omega} \sum_{\mathbf{k}: C_{h, j}^{-1}(\mathbf{k})>0} \widehat{\psi}_{\mathbf{k}, \omega}^{[h, j]+} \widehat{\psi}_{\mathbf{k},-\omega}^{[h, j]-},  \tag{2.11}\\
& F_{\lambda}^{[h, j]}=\frac{1}{L^{8}} \sum_{\mathbf{k}_{1}, \ldots, \mathbf{k}_{4}: C_{h, j}^{-1}\left(\mathbf{k}_{i}\right)>0} \widehat{\psi}_{\mathbf{k}_{1},+}^{[h, j]+} \widehat{\psi}_{\mathbf{k}_{2},+}^{[h, j]-} \widehat{\psi}_{\mathbf{k}_{3},-}^{[h, j]+} \widehat{\psi}_{\mathbf{k}_{4},-}^{[h, j]-} \delta\left(\mathbf{k}_{1}-\mathbf{k}_{2}+\mathbf{k}_{3}-\mathbf{k}_{4}\right) .
\end{align*}
$$

Remark. According to dimensional power counting considerations, the quartic terms in the effective interaction are marginal and the quadratic terms are relevant in the RG sense. However we can further split the kernels in a part independent of the mass and a rest which can be proved, by an improvement of the naive dimensional bounds, irrelevant in the RG sense; hence it is sufficient to include in $\mathcal{L} \widehat{W}_{2 n, \underline{\omega}}^{(j)}$ only the part of the kernels independent from the mass.

Analogously, we write $\mathcal{B}^{(j)}=\mathcal{L B}^{(j)}+\mathcal{R B} \mathcal{B}^{(j)}, \mathcal{R}=1-\mathcal{L}$, according to the following definition. First of all, we put $\mathcal{L} W_{R}^{(j)}=0$. Let us consider now $\mathcal{B}_{J}^{(j)}\left(\sqrt{Z_{j}} \psi\right)$. It is easy to see that the field $J$ is equivalent, from the point of view of dimensional considerations, to two $\psi$ fields. Hence, the only terms which need to be renormalized are those of second order in $\psi$, which are indeed marginal. We shall use for them the definition

$$
\begin{equation*}
\mathcal{B}_{J}^{(j, 2)}\left(\sqrt{Z_{j}} \psi\right)=\sum_{\omega, \tilde{\omega}} \frac{1}{L^{4}} \sum_{\mathbf{p}, \mathbf{k}} \widehat{B}_{\omega, \tilde{\omega}}^{(j)}(\mathbf{p}, \mathbf{k}) \widehat{J}_{\mathbf{p}, \omega}\left(\sqrt{Z_{j}} \widehat{\psi}_{\mathbf{p}+\mathbf{k}, \tilde{\omega}}^{[h, j]+}\right)\left(\sqrt{Z_{j}} \widehat{\psi}_{\mathbf{k}, \tilde{\omega}}^{[h, j]-}\right) \tag{2.12}
\end{equation*}
$$

We regularize $\mathcal{B}_{J}^{(j, 2)}\left(\sqrt{Z_{j}} \psi\right)$, in analogy to what we did for the effective potential, by decomposing it as the sum of $\mathcal{L B}_{J}^{(j, 2)}\left(\sqrt{Z_{j}} \psi\right)$ and $\mathcal{R} \mathcal{B}_{J}^{(j, 2)}\left(\sqrt{Z_{j}} \psi\right)$, where $\mathcal{L}$ is defined through its action on $\widehat{B}_{\omega, \tilde{\omega}}^{(j)}(\mathbf{p}, \mathbf{k})$ in the following way:

$$
\begin{equation*}
\mathcal{L} \widehat{B}_{\omega, \tilde{\omega}}^{(j)}(\mathbf{p}, \mathbf{k})=\frac{1}{4} \delta_{\omega, \tilde{\omega}} \sum_{\eta, \eta^{\prime}= \pm 1} \mathcal{P}_{0} \widehat{B}_{\omega, \tilde{\omega}}^{(j)}\left(0, \overline{\mathbf{k}}_{\eta, \eta^{\prime}}\right) ; \tag{2.13}
\end{equation*}
$$

note that $\mathcal{L} \widehat{B}_{\omega,-\omega}^{(j)}=0$ because of the symmetry property

$$
\begin{equation*}
\widehat{g}_{\omega}^{(j)}(\mathbf{k}) \equiv f_{j}(\mathbf{k}) D_{\omega}(\mathbf{k})^{-1}=-i \omega \widehat{g}_{\omega}^{(j)}\left(\mathbf{k}^{*}\right), \quad \mathbf{k}=\left(k, k_{0}\right), \quad \mathbf{k}^{*}=\left(-k_{0}, k\right) \tag{2.14}
\end{equation*}
$$

We get

$$
\begin{equation*}
\mathcal{L B}_{J}^{(j, 2)}\left(\sqrt{Z_{j}} \psi\right)=\sum_{\omega} \frac{Z_{j}^{(2)}}{Z_{j}} \int \mathrm{~d} \mathbf{x} J_{\mathbf{x}, \omega}\left(\sqrt{Z_{j}} \psi_{\mathbf{x}, \omega}^{+}\right)\left(\sqrt{Z_{j}} \psi_{\mathbf{x}, \omega}^{-}\right) \tag{2.15}
\end{equation*}
$$

which defines the renormalization constant $Z_{j}^{(2)}$; we shall extend this definition to $j=N$ by putting, in agreement with (1.13), $Z_{N}^{(2)}=Z_{N}$.

Finally we have to define $\mathcal{L}$ for $\mathcal{B}_{\varphi}^{(j)}\left(\sqrt{Z_{j}} \psi\right)$; we want to show that, by a suitable choice of the localization procedure, if $j \leq N-1$, it can be written in the form

$$
\begin{align*}
& \mathcal{B}_{\varphi}^{(j)}\left(\sqrt{Z_{j}} \psi\right)=\sum_{\omega, \omega^{\prime}} \sum_{i=j+1}^{N} \int d \mathbf{x} d \mathbf{y}\left[\varphi_{\mathbf{x}, \omega}^{+} g_{\omega, \omega^{\prime}}^{Q,(i)}(\mathbf{x}-\mathbf{y}) \frac{\partial}{\partial \psi_{\mathbf{y}, \omega^{\prime}}^{+}} \mathcal{V}^{(j)}\left(\sqrt{Z_{j}} \psi\right)+\right. \\
& \left.+\frac{\partial}{\partial \psi_{\mathbf{y}, \omega}^{-}} \mathcal{V}^{(j)}\left(\sqrt{Z_{j}} \psi\right) g_{\omega, \omega^{\prime}}^{Q,(i)}(\mathbf{y}-\mathbf{x}) \varphi_{\mathbf{x}, \omega^{\prime}}^{-}\right]+  \tag{2.16}\\
& +\sum_{\omega, \omega^{\prime}} \frac{1}{L^{2}} \sum_{\mathbf{k}: C_{h, j}^{-1}(\mathbf{k})>0}\left[\widehat{\psi}_{\mathbf{k}, \omega}^{[h, j]+} \widehat{Q}_{\omega, \omega^{\prime}}^{(j+1)}(\mathbf{k}) \widehat{\varphi}_{\mathbf{k}, \omega^{\prime}}^{-}+\widehat{\varphi}_{\mathbf{k}, \omega}^{+} \widehat{Q}_{\omega, \omega^{\prime}}^{(j+1)}(\mathbf{k}) \widehat{\psi}_{\mathbf{k}, \omega^{\prime}}^{[h, j]-}\right]
\end{align*}
$$

where $\widehat{g}_{\omega^{\prime}, \omega^{\prime}}^{Q,(i)}(\mathbf{k})=\sum_{\omega^{\prime \prime}} \widehat{g}_{\omega, \omega^{\prime \prime}}^{(i)}(\mathbf{k}) \widehat{Q}_{\omega^{\prime \prime}, \omega^{\prime}}^{(i)}(\mathbf{k}), g_{\omega, \omega^{\prime \prime}}^{(i)}$ is the renormalized propagator of the field on scale $j$ (see (2.22) below for a precise definition) and $\widehat{Q}_{\omega, \omega^{\prime}}^{(j)}(\mathbf{k})$ is defined inductively by the relations

$$
\begin{align*}
& \widehat{Q}_{\omega, \omega^{\prime}}^{(j)}(\mathbf{k})=\widehat{Q}_{\omega, \omega^{\prime}}^{(j+1)}(\mathbf{k})-z_{j} Z_{j} D_{\omega}(\mathbf{k}) \sum_{i=j+1}^{N} \widehat{g}_{\omega, \omega^{\prime}}^{Q,(i)}(\mathbf{k})-s_{j} Z_{j} \sum_{i=j+1}^{N} \widehat{g}_{\omega,-\omega^{\prime}}^{Q,(i)}(\mathbf{k}), \\
& \widehat{Q}_{\omega, \omega^{\prime}}^{(0)}(\mathbf{k})=1 \tag{2.17}
\end{align*}
$$

The $\mathcal{L}$ operation for $\mathcal{B}_{\varphi}^{(j)}$ is defined by decomposing $\mathcal{V}^{(j)}$ in the r.h.s. of (2.16)


After writing $\mathcal{V}^{(j)}=\mathcal{L} \mathcal{V}^{(j)}+\mathcal{R} \mathcal{V}^{(j)}$ and $\mathcal{B}^{(j)}=\mathcal{L B}^{(j)}+\mathcal{R} \mathcal{B}^{(j)}$, the next step is to renormalize the free measure $P_{\tilde{Z}_{j}, \tilde{\mu}_{j}, C_{h, j}}\left(d \psi^{[h, j]}\right)$, by adding to it part of the r.h.s. of (2.10). We get that (2.1) can be written as

$$
\begin{equation*}
e^{-L^{2} t_{j}} \int P_{\tilde{Z}_{j-1}, \tilde{\mu}_{j-1}, C_{h, j}}\left(d \psi^{[h, j]}\right) e^{-\tilde{\mathcal{V}}^{(j)}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)+\tilde{\mathcal{B}}^{(j)}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)} \tag{2.18}
\end{equation*}
$$

where, since $\tilde{Z}_{j}(\mathbf{k})=Z_{j} \equiv \max _{\mathbf{k}} \tilde{Z}_{j}(\mathbf{k})$ and $\tilde{\mu}_{j}(\mathbf{k})=\mu_{j} \equiv\left(Z_{j+1} / Z_{j}\right)\left(\mu_{j+1}+\right.$ $\left.s_{j+1}\right)$, if $C_{h, j}^{-1}(\mathbf{k})=1$, then

$$
\begin{gather*}
\tilde{Z}_{j-1}(\mathbf{k})=Z_{j}\left[1+C_{h, j}^{-1}(\mathbf{k}) z_{j}\right], \quad \tilde{\mu}_{j-1}(\mathbf{k})=\frac{Z_{j}}{\tilde{Z}_{j-1}(\mathbf{k})}\left[\mu_{j}+C_{h, j}^{-1}(\mathbf{k}) s_{j}\right]  \tag{2.19}\\
\tilde{\mathcal{V}}^{(j)}\left(\psi^{[h, j]}\right)=\mathcal{V}^{(j)}\left(\psi^{[h, j]}\right)-z_{j} F_{\zeta}^{[h, j]}-s_{j} F_{\sigma}^{[h, j]} \tag{2.20}
\end{gather*}
$$

and the factor $\exp \left(-L^{2} t_{j}\right)$ in (2.18) takes into account the different normalization of the two measures. Moreover

$$
\begin{equation*}
\tilde{\mathcal{B}}^{(j)}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)=\tilde{\mathcal{B}}_{\varphi}^{(j)}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)+\mathcal{B}_{J}^{(j)}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)+W_{R}^{(j)}, \tag{2.21}
\end{equation*}
$$

where $\tilde{\mathcal{B}}_{\varphi}^{(j)}$ is obtained from $\mathcal{B}_{\varphi}^{(j)}$ by inserting (2.21) in the second line of (2.16) and by absorbing the terms proportional to $z_{j}, s_{j}$ in the terms in the third line of (2.16).

If $j>h$, the r.h.s of (2.18) can be written as

$$
\begin{align*}
& e^{-L^{2} t_{j}} \int P_{\tilde{Z}_{j-1}, \mu_{j-1}, C_{h, j-1}}\left(d \psi^{[h, j-1]}\right) \int P_{Z_{j-1}, \mu_{j-1}, \tilde{f}_{j}^{-1}}\left(d \psi^{(j)}\right) . \\
& \cdot e^{-l_{j} F_{\lambda}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)-\mathcal{R V}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)+\tilde{\mathcal{B}}^{(j)}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)}, \tag{2.22}
\end{align*}
$$

where $\tilde{f}_{j}(\mathbf{k})=f_{j}(\mathbf{k}) Z_{j-1}\left[\tilde{Z}_{j-1}(\mathbf{k})\right]^{-1}$.
The above integration procedure is done till the scale $h^{*}=\max \left\{h, \bar{h}^{*}\right\}$, where $\bar{h}^{*}$ is the maximal $j$ such that $\gamma^{j} \leq \mu_{j}$. If $\bar{h}^{*}<j \leq N$, by using the Gevray property (1.11) of $\chi_{0}$, see $[\mathrm{DR}]$, we get

$$
\begin{align*}
\left|g_{\omega, \omega}^{(j)}(\mathbf{x}, \mathbf{y})\right| & \leq \frac{C}{Z_{j-1}} \gamma^{j} e^{-c \sqrt{\gamma^{j}|\mathbf{x}-\mathbf{y}|}} \\
\left|g_{\omega,-\omega}^{(j)}(\mathbf{x}, \mathbf{y})\right| & \leq \frac{C}{Z_{j-1}}\left(\frac{\mu_{j}}{\gamma^{j}}\right) \gamma^{j} e^{-c \sqrt{\gamma^{j}|\mathbf{x}-\mathbf{y}|}} \tag{2.23}
\end{align*}
$$

where $C$ and $c$ are suitable constants; moreover,

$$
\begin{align*}
& \left|g_{\omega, \omega}^{\left(\leq \bar{h}^{*}\right)}(\mathbf{x}, \mathbf{y})\right| \leq \frac{C}{Z_{\bar{h}^{*}-1}} \gamma^{\bar{h}^{*}} e^{-c \sqrt{\gamma^{\bar{h}^{*}}|\mathbf{x}-\mathbf{y}|}} \\
& \left|g_{\omega,-\omega}^{\left(\leq \bar{h}^{*}\right)}(\mathbf{x}, \mathbf{y})\right| \leq \frac{C}{Z_{\bar{h}^{*}-1}}\left(\frac{\mu_{\bar{h}^{*}}}{\bar{h}^{\bar{h}^{*}}}\right) \gamma^{\bar{h}^{*}} e^{-c \sqrt{\gamma^{h^{*}}|\mathbf{x}-\mathbf{y}|}} \tag{2.24}
\end{align*}
$$

Note that the propagator $\widehat{g}_{\omega}^{Q,(i)}(\mathbf{k})$ is equivalent to $\widehat{g}_{\omega}^{(i)}(\mathbf{k})$, as concerns the dimensional bounds, since the sum in the r.h.s. of (2.17) contains at most two nonvanishing terms. We now rescale the field so that

$$
\begin{align*}
& l_{j} F_{\lambda}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)+\mathcal{R} \mathcal{V}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)=\widehat{\mathcal{V}}^{(j)}\left(\sqrt{Z_{j-1}} \psi^{[h, j]}\right), \\
& \tilde{\mathcal{B}}^{(j)}\left(\sqrt{Z_{j}} \psi^{[h, j]}\right)=\widehat{\mathcal{B}}^{(j)}\left(\sqrt{Z_{j-1}} \psi^{[h, j]}\right) \tag{2.25}
\end{align*}
$$

it follows that $\mathcal{L} \widehat{\mathcal{V}}^{(j)}\left(\psi^{[h, j]}\right)=\lambda_{j} F_{\lambda}^{[h, j]}$ where $\lambda_{j}=\left(Z_{j} Z_{j-1}^{-1}\right)^{2} l_{j}$; we shall extend this definition to $j=N$ by putting, in agreement with (1.13), $\lambda_{N}=\lambda$. If we now define

$$
\begin{align*}
& e^{-\mathcal{V}^{(j-1)}\left(\sqrt{Z_{j-1}} \psi^{[h, j-1]}\right)+\mathcal{B}^{(j-1)}\left(\sqrt{Z_{j-1}} \psi^{[h, j-1]}\right)-L^{2} E_{j}}=  \tag{2.26}\\
& =\int P_{Z_{j-1}, \mu_{j-1}, \tilde{f}_{j}^{-1}}\left(d \psi^{(j)}\right) e^{-\widehat{\mathcal{V}}^{(j)}\left(\sqrt{Z_{j-1}}\left[\psi^{[h, j-1]}+\psi^{(j)}\right]\right)+\widehat{\mathcal{B}}^{(j)}\left(\sqrt{Z_{j-1}}\left[\psi^{[h, j-1]}+\psi^{(j)}\right]\right)},
\end{align*}
$$

it is easy to see that $\mathcal{V}^{(j-1)}$ and $\mathcal{B}^{(j-1)}$ are of the same form of $\mathcal{V}^{(j)}$ and $\mathcal{B}^{(j)}$ and that the procedure can be iterated. Note that the above procedure allows, in particular, to write $\lambda_{j}, Z_{j}, \mu_{j}$, for any $j$ such that $N>j \geq h^{*}$, in terms of $\lambda_{j^{\prime}}, Z_{j^{\prime}}, \mu_{j^{\prime}}, j^{\prime}>j$.

At the end of the iterative integration procedure, we get

$$
\begin{equation*}
\mathcal{W}(\varphi, J)=-L^{2} E_{L}+\sum_{m^{\varphi}+n^{J} \geq 1} S_{2 m^{\varphi}, n^{J}}^{(h)}(\varphi, J), \tag{2.27}
\end{equation*}
$$

where $E_{L}$ is the free energy and $S_{2 m^{\varphi}, n^{J}}^{(h)}(\varphi, J)$ are suitable functionals, which can be expanded, as well as $E_{L}$, the effective potentials and the various terms in
the r.h.s. of (2.4) and (2.3), in terms of trees. We do not repeat here the analysis leading to the tree expansion, as it is essentially identical to the one for instance in $\S 3$ of [BM1], and we quote the results; it turns out the kernels $S_{2 m^{\varphi}, n^{J}}^{(h)}(\varphi, J)$ can be written as in formula (102) of [BM2]:

$$
\begin{align*}
& S_{2 m^{\varphi}, n^{J}}^{(h)}(\varphi, J)=\sum_{n=0}^{\infty} \sum_{j_{0}=h^{*}-1}^{N-1} \sum_{\underline{\omega}} \sum_{\tau \in \mathcal{T}_{j_{0}, n, 2 m \varphi, n^{J}}} \sum_{\substack{\mathbf{P} \in \mathcal{P} \\
\left|P_{v_{0}}\right|=2 m \varphi}} \\
& \int d \underline{\mathbf{x}} \prod_{i=1}^{2 m^{\varphi}} \varphi_{\mathbf{x}_{i}, \omega_{i}}^{\sigma_{i}} \prod_{r=1}^{n^{J}} J_{\mathbf{x}_{2 m}{ }^{J}+r, \omega_{2 m} \varphi+r} S_{2 m^{\varphi}, n^{J}, \tau, \underline{\omega}}(\underline{\mathbf{x}}), \tag{2.28}
\end{align*}
$$

where we refer to $\S 3.4$ of [BM2] for the notation. In particular,

- $\mathcal{T}_{j_{0}, n, 2 m^{\varphi}, n^{J}}$ is a family of trees (identical to the those defined in $\S 3.2$ of [BM2], up to the (trivial) difference that the maximum scale of the vertices is $N+1$ instead of +1 ), with root at scale $j_{0}, n$ normal endpoints (i.e. endpoints not associated to $\varphi$ or $J$ fields), $n^{\varphi}=2 m^{\varphi}$ endpoints of type $\varphi$ and $n^{J}$ endpoints of type $J$.
- If $v$ is a vertex of the tree $\tau, P_{v}$ is a set of labels which distinguish the external fields of $v$, that is the field variables of type $\psi$ which belong to one of the endpoints following $v$ and either are not yet contracted in the vertex $v$ (we shall call $P_{v}^{(n)}$ the set of these variables) or are contracted with the $\psi$ variable of an endpoint of type $\varphi$ through a propagator $g^{Q\left(h_{v}\right)}$; note that $\left|P_{v}\right|=\left|P_{v}^{(n)}\right|+n_{v}^{\varphi}$, if $n_{v}^{\varphi}$ is the number of endpoints of type $\varphi$ following $v$.
- $\mathbf{x}_{v}$, if $v$ is not an endpoint, is the family of all space-time points associated with one of the endpoints following $v$.
2.2. Convergence of the $R G$ expansion. In order to control the RG expansion, it is sufficient to show that $\bar{\lambda}_{h} \equiv \max _{h \leq j \leq N}\left|\lambda_{j}\right|$ stays small if $\lambda=\lambda_{N}$ is small enough. This property is surely true if $|h-N|$ is at most of order $\lambda^{-1}$, but to prove that it is true for any $h, N$ is quite nontrivial. In §4.3, by using WTi and SDe, we shall prove the following Theorem, essentially taken from [BM4].

Theorem 2.1. There exists a constant $\varepsilon_{1}$, independent of $N$, such that, if $|\lambda| \leq$ $\varepsilon_{1}$, the constants $\lambda_{j}, Z_{j}, Z_{j}^{(2)}$ and $\mu_{j}$ are well defined for any $j \leq N$; moreover there exist suitable sequences $\widehat{\lambda}_{j}, \widehat{Z}_{j}, \widehat{Z}_{j}^{(2)}$ and $\widehat{\mu}_{j}$, defined for $j \leq 0$ and independent of $N$, such that $\lambda_{j}=\widehat{\lambda}_{j-N}, Z_{j}=\widehat{Z}_{j-N}, Z_{j}^{(2)}=\widehat{Z}_{j-N}^{(2)}$ and $\mu_{j}=\widehat{\mu}_{j-N}$. The sequence $\widehat{\lambda}_{j}$ converges, as $j \rightarrow-\infty$, to a function $\lambda_{-\infty}(\lambda)=\lambda+O\left(\lambda^{2}\right)$, such that

$$
\begin{equation*}
\left|\widehat{\lambda}_{j}-\lambda_{-\infty}\right| \leq C \lambda^{2} \gamma^{j / 4} \tag{2.29}
\end{equation*}
$$

Finally, there exist $\eta_{\mu}=-a_{\mu} \lambda+O\left(\lambda^{2}\right)$ and $\eta_{z}=a_{z} \lambda^{2}+O\left(\lambda^{3}\right)$, with $a_{\mu}$ and $a_{z}$ strictly positive, such that, for any $j \leq 0,\left|\log _{\gamma}\left(\widehat{Z}_{j-1} / \widehat{Z}_{j}\right)-\eta_{z}\right| \leq C \lambda^{2} \gamma^{j / 4}$, $\left|\log _{\gamma}\left(\widehat{Z}_{j-1}^{(2)} / \widehat{Z}_{j}^{(2)}\right)-\eta_{z}\right| \leq C \lambda^{2} \gamma^{j / 4}$ and $\left|\log _{\gamma}\left(\widehat{\mu}_{j-1} / \widehat{\mu}_{j}\right)-\eta_{\mu}\right| \leq C|\lambda| \gamma^{j / 4}$.

Remark. Note that the definitions of $\lambda_{j}, \mu_{j}, Z_{j}$ and $Z_{j}^{(2)}$ are independent of the $\mu$ value; however, in the theory with $\mu \neq 0$, there appear only their values with $j \geq \bar{h}^{*}$.
Remark. From (2.29) we see that $\lambda_{j}=\lambda_{-\infty}+O\left(\lambda^{2} \gamma^{-(N-j) / 4}\right)$, which means that, at any fixed scale $j$, the running coupling constant $\lambda_{j}$ has no flow (it is a constant in $j$ ) when the ultraviolet cut-off is removed $(N \rightarrow \infty)$. On the other hand $\lambda_{j}$ has a bounded but non trivial flow from the cut-off scale $N$ to $O(1)$ scales, so that $\lambda_{-\infty} \neq \lambda_{N}$. Once the dressed coupling $\lambda_{-\infty}$ is fixed to some value, the bare coupling is a complicate function of $\lambda_{-\infty}$, quite sensitive to the details of the regularization; this is in perfect agreement with the general QFT philosophy, in which the bare couplings are unobservable, while the dressed one are fixed by the experiments.

The above result implies that we can remove the cutoffs and take the limit $N,-h \rightarrow \infty$, by choosing the normalization conditions

$$
\begin{equation*}
Z_{0}=1, \quad \mu_{0}=\mu \tag{2.30}
\end{equation*}
$$

In fact, by using (2.30), it is easy to prove that, if $Z_{N}=Z_{N}^{(2)}=\left[\prod_{i=1}^{N}\left(Z_{j-1} / Z_{j}\right)\right]^{-1}$ and $\mu_{N}=\left[\prod_{i=1}^{N}\left(\mu_{j-1} / \mu_{j}\right)\right]^{-1}$, then

$$
\begin{equation*}
\mu_{j}=\mu \gamma^{-\eta_{\mu} j} F_{1, j, N}(\lambda), \quad Z_{j}=\gamma^{-\eta_{z} j} F_{2, j, N}(\lambda), \quad Z_{j}^{(2)}=\zeta(\lambda) \gamma^{-\eta_{z} j} F_{3, j, N}(\lambda), \tag{2.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta(\lambda)=\prod_{j=-\infty}^{0} \frac{\widehat{Z}_{j-1}^{(2)} \widehat{Z}_{j}}{\widehat{Z}_{j}^{(2)} \widehat{Z}_{j-1}} \tag{2.32}
\end{equation*}
$$

and $F_{i, j, N}(\lambda), i=1,2,3$, satisfy the conditions

$$
\begin{equation*}
F_{i, 0, N}(\lambda)=1, \quad\left|F_{i, j, N}(\lambda)-1\right| \leq C|\lambda|^{2} \gamma^{-[N-\max \{j, 0\}] / 4} \tag{2.33}
\end{equation*}
$$

Note also that the first of (2.31) implies that, in the limit $N,-h \rightarrow \infty$, if $[x]$ denotes the largest integer $\leq x$,

$$
\begin{equation*}
\bar{h}^{*}=\left[\frac{\log _{\gamma}|\mu|}{1+\eta_{\mu}}\right] . \tag{2.34}
\end{equation*}
$$

Moreover, the proof of Theorem 2.1 implies that the critical indices $\eta_{z}$ and $\eta_{\mu}$ are given by tree expansions, such that everywhere the constants $\lambda_{j}$ and $Z_{j}$ are substituted with $\lambda_{-\infty}$ and $\gamma^{-\eta_{z} j}$. In particular $\eta_{z}$ is the solution of an equation of the form

$$
\begin{equation*}
\eta_{z}=a_{z} \lambda_{-\infty}^{2}+\lambda_{-\infty}^{4} H\left(\lambda_{-\infty}, \eta_{z}\right), \tag{2.35}
\end{equation*}
$$

which allows to explicitly calculate the perturbative expansion of $\eta_{z}$ through an iteratively procedure.
Remark. The normalization conditions (2.30) could also include the value of $Z_{j}^{(2)}$ for $j=0$, but we have chosen to fix the value of $Z_{j}^{(2)}$ for $j=N$, by putting it equal to $Z_{N}$. A different choice would only change the value of $\zeta(\lambda)$ by an arbitrary finite constant.
2.3. The Schwinger functions. Theorem 2.1 allows us to control the expansion of the Schwinger functions, by using the following bound for the kernels appearing in the expansion (2.28):

$$
\begin{align*}
& \int d \underline{\mathbf{x}}\left|S_{2 m^{\varphi}, n^{J}, \tau, \underline{\omega}}(\underline{\mathbf{x}})\right| \leq L^{2} C^{2 m_{\varphi}+n_{J}}\left(C \bar{\lambda}_{j_{0}}\right)^{n} \gamma^{-j_{0}\left(-2+m^{\varphi}+n^{J}\right)} \\
& \cdot \prod_{i=1}^{2 m^{\varphi}} \frac{\gamma^{-h_{i}}}{\left(Z_{h_{i}}\right)^{1 / 2}} \prod_{r=1}^{n^{J}} \frac{Z_{\bar{h}_{r}}^{(2)}}{Z_{\bar{h}_{r}}} \prod_{\text {v not e.p. }}\left(\frac{Z_{h_{v}}}{Z_{h_{v}-1}}\right)^{\left|P_{v}\right| / 2} \gamma^{-d_{v}} \tag{2.36}
\end{align*}
$$

where $h_{i}$ is the scale of the propagator linking the $i$-th endpoint of type $\varphi$ to the tree, $\bar{h}_{r}$ is the scale of the $r$-th endpoint of type $J$ and

$$
\begin{equation*}
d_{v}=-2+\left|P_{v}\right| / 2+n_{v}^{J}+\tilde{z}\left(P_{v}\right) \tag{2.37}
\end{equation*}
$$

with

$$
\tilde{z}\left(P_{v}\right)= \begin{cases}3 / 4 & \text { if }\left|P_{v}\right|=4, n_{v}^{\varphi}=0,1, n_{v}^{J}=0  \tag{2.38}\\ 3 / 2 & \text { if }\left|P_{v}\right|=2, n_{v}^{\varphi}=0,1, n_{v}^{J}=0 \\ 3 / 4 & \text { if }\left|P_{v}\right|=2, n_{v}^{\varphi}=0, n_{v}^{J}=1 \\ 0 & \text { otherwise }\end{cases}
$$

The above bound has a simple dimensional interpretation; how to prove it rigorously has been explained in detail in the very similar model studied in [BM1] (see also $\S 3$ of [BM2]). We simply remark here that, had we defined $\mathcal{L}=0$, we would have obtained a bound similar to (2.36) with $\tilde{z}\left(P_{v}\right)=0$ in (2.38). The regularization procedure has the effect that the vertex dimension $d_{v}$ gets an extra $\tilde{z}\left(P_{v}\right)$, whose value can be understood in the following way. If we apply the regularizing operator $1-\mathcal{L}_{0}$ to the kernel associated with the vertex $v$, the bound improves by a dimensional factor $\gamma^{h_{v^{\prime}}-h_{v}}$, if $v^{\prime}$ is the first non trivial vertex preceding $v$; if we apply $1-\mathcal{L}_{0}-\mathcal{L}_{1}$, the bound improves by a factor $\gamma^{2\left(h_{v^{\prime}}-h_{v}\right)}$. Moreover, if to a kernel associated with the vertex $v$ the operator $1-\mathcal{P}_{0}$ is applied, the bound improves by a factor

$$
\begin{align*}
& \left|\mu_{h_{v}}\right| \gamma^{-h_{v}} \leq\left|\mu_{h^{*}}\right|\left|\mu_{h_{v}} / \mu_{h^{*}}\right| \gamma^{-h_{v}} \leq \gamma^{h^{*}} \gamma^{c \bar{\lambda}_{j_{0}}\left(h_{v}-h^{*}\right)} \gamma^{-h_{v}}=  \tag{2.39}\\
& =\gamma^{\left(1-c \bar{\lambda}_{j_{0}}\right)\left(h^{*}-h_{v}\right)} \leq \gamma^{\frac{3}{4}\left(h_{v^{\prime}}-h_{v}\right)} ;
\end{align*}
$$

if $1-\mathcal{P}_{0}-\mathcal{P}_{1}$ is applied, the bound improves by a factor $\left(\left|\mu_{h_{v}}\right| \gamma^{-h_{v}}\right)^{2} \leq$ $\gamma^{\frac{3}{2}\left(h_{v^{\prime}}-h_{v}\right)}$.

By suitably modifying the analysis leading to the bound (2.36), we can derive a bound for all the Schwinger functions and get a relatively simple tree expansion for their removed cutoffs limit. We shall here consider in detail the Schwinger functions with $n^{J}=0$, at fixed non coinciding points; we shall get a bound sufficient to prove two of the OSa, the boundedness and the cluster property. Since relativistic invariance is obvious by construction, to complete the proof of OSa there will remain to prove only positive definiteness.

Given a set $\underline{\mathbf{x}}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right\}$ of $k$ (an even integer) space-time points, such that $\delta \equiv \min _{\mathbf{x} \neq \mathbf{y} \in \underline{x}}|\mathbf{x}-\mathbf{y}|>0$, and a set $\underline{\omega}=\left\{\omega_{1}, \ldots, \omega_{k}\right\}$ of $\omega$-indices, the $k$ points Schwinger function $S_{k, \underline{\omega}}(\underline{\mathbf{x}})$ is defined as the $k$-th order functional derivative of the generating function $(2.28)$ with respect to $\varphi_{\mathbf{x}_{1}, \omega_{1}}^{+}, \ldots, \varphi_{\mathbf{x}_{k / 2}, \omega_{k / 2}}^{+}$and
$\varphi_{\mathbf{x}_{k / 2+1}, \omega_{k / 2+1}}^{-}, \ldots, \varphi_{\mathbf{x}_{k}, \omega_{k}}^{-}$at $J=\varphi=0$, see (1.17) and item 2) in Theorem 1.1. By using (2.28), we can write

$$
\begin{equation*}
S_{k, \underline{\omega}}(\underline{\mathbf{x}})=\lim _{|h|, N \rightarrow \infty} \sum_{\pi(\underline{\mathbf{x}}, \underline{\omega})} \sum_{n=0}^{\infty} \sum_{j_{0}=h^{*}-1}^{N-1} \sum_{\underline{\omega}} \sum_{\tau \in \mathcal{T}_{j_{0}, n, k, 0}} \sum_{\substack{\mathbf{P} \in \mathcal{P} \\\left|P_{v_{0}}\right|=k}} S_{k, 0, \tau, \underline{\omega}}(\underline{\mathbf{x}}) \tag{2.40}
\end{equation*}
$$

where $\sum_{\pi(\underline{\mathbf{x}}, \underline{\omega})}$ denotes the sum over the permutations of the $\mathbf{x}$ and $\omega$ labels associated with the $k / 2$ endpoints of type $\varphi^{+}$, as well as those associated with the $k / 2$ endpoints of type $\varphi^{-}$.

We need some extra definitions. Given a tree $\tau$ contributing to the r.h.s. of (2.40), we call $\tau^{*}$ the tree which is obtained from $\tau$ by erasing all the vertices which are not needed to connect the $k$ special endpoints (all of type $\varphi$ ). The endpoints of $\tau^{*}$ are the $k$ special endpoints of $\tau$, which we denote $v_{i}^{*}, i=1, \ldots, k$; with each of them a space-time point $\mathbf{x}_{i}$ is associated. Given a vertex $v \in \tau^{*}$, we shall call $\mathbf{x}_{v}^{*}$ the subset of $\underline{\mathbf{x}}$ made of all points associated with the endpoints following $v$ in $\tau^{*}$; we shall use also the definition $D_{v}=\max _{\mathbf{x}, \mathbf{y} \in \mathbf{x}_{v}^{*}}|\mathbf{x}-\mathbf{y}|$. Moreover, we shall call $s_{v}^{*}$ the number of branches following $v$ in $\tau^{*}, s_{v}^{*, 1}$ the number of branches containing only one endpoint and $s_{v}^{*, 2}=s_{v}^{*}-s_{v}^{*, 1}$. Note that $\mathbf{x}_{v}^{*} \subset \mathbf{x}_{v}$ and $s_{v}^{*} \leq s_{v}$.

The bound of $S_{k, 0, \tau, \underline{\omega}}(\underline{\mathbf{x}})$ can be obtained by slightly modifying the procedure described in detail in $\S 3$ of [BM1], which allowed us to prove the integral estimate (2.36), in order to take into account the fact that the points in $\underline{x}$ are not integrated. First of all, we note that it is possible to extract a factor $e^{-c^{\prime}} \sqrt{\gamma^{h_{v} D_{v}}}$ for each non trivial (that is with $s_{v}^{*} \geq 2$, n.t. in the following) vertex $v \in \tau^{*}$, by partially using the decaying factors $e^{-c \sqrt{\gamma^{j}|\mathbf{x}-\mathbf{y}|}}$ appearing in the bounds (2.23), which are used for the propagators of the spanning tree $T_{\tau}=\bigcup_{v} T_{v}$ of $\tau$ (see (3.81) of [BM1]); we can indeed use the bound

$$
\begin{equation*}
e^{-c \sqrt{\gamma^{h}|\mathbf{x}|}} \leq e^{-\frac{c}{2} \sqrt{\gamma^{h}|\mathbf{x}|}} \cdot e^{-c^{\prime} \sum_{j=-\infty}^{h} \sqrt{\gamma^{j}|\mathbf{x}|}} \quad, \quad c^{\prime}=\frac{c}{2 \sum_{j=0}^{\infty} \gamma^{-j / 2}} \tag{2.41}
\end{equation*}
$$

and the remark that, given a n.t. $v \in \tau^{*}$, there is a subtree $T_{v}^{*}$ of $T_{\tau}$, connecting the points in $\mathbf{x}_{v}^{*}$ (together with a subset of the internal points in $\mathbf{x}_{v}$ ), made of propagators of scale $j \geq h_{v}$. It follows that, given two points $\mathbf{x}, \mathbf{y} \in \mathbf{x}_{v}^{*}$, such that $D_{v}=|\mathbf{x}-\mathbf{y}|$, there is a path connecting $\mathbf{x}$ and $\mathbf{y}$, made of propagators in $T_{v}^{*}$, whose length is at least $D_{v}$; the decomposition of the decaying factors in the r.h.s. of (2.41) allows us to extract, for each of these propagators, a factor


Note that, after this operation, there will remain a factor $e^{-(c / 2) \sqrt{\gamma^{j}|\mathbf{x}-\mathbf{y}|}}$ for each propagator of $T_{\tau}$, to be used for the integration over the internal vertices. Moreover, there will be $1+\sum_{v \in \tau^{*}}\left(s_{v}^{*}-1\right)=k$ integrations less to do; by suitably choosing them, the lacking integrations produce in the bound an extra factor $\prod_{v \in \tau^{*}} \gamma^{2 h_{v}\left(s_{v}^{*}-1\right)} L^{-2}$ so that we get

$$
\left|S_{k, 0, \tau, \underline{\omega}}(\underline{\mathbf{x}})\right| \leq C^{k}\left(C \bar{\lambda}_{j_{0}}\right)^{n} \gamma^{-j_{0}(-2+k / 2)}\left[\prod_{n . t . v \in \tau^{*}} \gamma^{2 h_{v}\left(s_{v}^{*}-1\right)} e^{-c^{\prime} \sqrt{\gamma^{h v} D_{v}}}\right]
$$

$$
\begin{equation*}
\cdot \prod_{i=1}^{k} \frac{\gamma^{-h_{i}}}{\left(Z_{h_{i}}\right)^{1 / 2}} \prod_{\text {v not e.p. }}\left(\frac{Z_{h_{v}}}{Z_{h_{v}-1}}\right)^{\left|P_{v}\right| / 2} \gamma^{-d_{v}} . \tag{2.42}
\end{equation*}
$$

Let $E_{i}$ be the family of trivial vertices belonging to the branch of $\tau^{*}$ which connects $v_{i}^{*}$ with the higher non trivial vertex of $\tau^{*}$ preceding it; the definition of $s_{v}^{*, 1}$ and the fact that, by assumption, $1 / Z_{h_{i}} \leq \gamma^{h_{i} \eta}$, with $\eta \leq c \bar{\lambda}_{j_{0}}^{2}$, imply that, if $E=\cup_{i} E_{i}$,

$$
\begin{equation*}
\prod_{i=1}^{k} \frac{\gamma^{-h_{i}}}{\left(Z_{h_{i}}\right)^{1 / 2}} \leq \prod_{v \in E} \gamma^{-(1-\eta / 2)} \prod_{n . t . v \in \tau^{*}} \gamma^{-h_{v}(1-\eta / 2) s_{v}^{*, 1}} \tag{2.43}
\end{equation*}
$$

Let $v_{0}^{*}$ the first vertex following $v_{0}$ (the vertex immediately following the root of $\tau$, of scale $j_{0}+1$ ) with $s_{v}^{*} \geq 2$; then we have, if $k_{v}$ denotes the number of elements in $\mathbf{x}_{v}^{*}$ (hence $k_{v}=k$, if $v_{0} \leq v \leq v_{0}^{*}$ ),

$$
\begin{equation*}
\left.\gamma^{-j_{0}(-2+k / 2}\right) \prod_{v_{0} \leq v<v_{0}^{*}} \gamma^{-d_{v}}=\gamma^{-h_{v_{0}^{*}}\left(-2+k_{v_{0}^{*}} / 2\right)} \prod_{v_{0} \leq v<v_{0}^{*}} \gamma^{-\tilde{d}_{v}}, \tag{2.44}
\end{equation*}
$$

where we used the definition,

$$
\begin{equation*}
\tilde{d}_{v}=d_{v}-\left(-2+\frac{k_{v}}{2}\right)=\frac{\left|P_{v}\right|-k_{v}}{2} \tag{2.45}
\end{equation*}
$$

note that $\tilde{d}_{v} \geq 1 / 2$, for any $v \in \tau^{*}$.
By inserting (2.43) and (2.44) in the r.h.s. of (2.42), we get

$$
\begin{align*}
& \left.\left\lvert\, S_{k, 0, \tau, \underline{,}(\underline{\mathbf{x}}) \mid \leq C^{k}\left(C \bar{\lambda}_{j_{0}}\right)^{n}\left[\prod_{n . t . v \in \tau^{*}} e^{-c^{\prime} \sqrt{\gamma^{h_{v} D_{v}}}}\right]\left[\prod_{v}^{n o t}\right. \text { e.p. }}\left(\frac{Z_{h_{v}}}{Z_{h_{v}-1}}\right)^{\left|P_{v}\right| / 2}\right.\right] . \\
& \cdot\left[\prod_{\substack{v \notin \tau^{*} \\
v \text { not e.p. }}} \gamma^{-d_{v}}\right]\left[\prod_{v \in E} \gamma^{-d_{v}-1+\eta / 2}\right]\left[\prod_{v_{0} \leq v<v_{0}^{*}} \gamma^{-\tilde{d}_{v}}\right] \cdot F_{\tau}, \tag{2.46}
\end{align*}
$$

where

$$
\begin{equation*}
F_{\tau}=\gamma^{-h_{v_{0}^{*}}\left(-2+k_{v_{0}^{*}} / 2\right)} \prod_{n . t . v \in \tau^{*}} \gamma^{h_{v}\left[2\left(s_{v}^{*}-1\right)-(1-\eta / 2) s_{v}^{*, 1}\right]}\left[\prod_{\substack{v_{0}^{*} \leq v \in \tau^{*} \\ v \notin E}} \gamma^{-d_{v}}\right] \tag{2.47}
\end{equation*}
$$

Given a n.t. vertex $v \in \tau^{*}$, let $s=s_{v}^{*}, s_{1}=s_{v}^{*, 1}, \tilde{s}=s-s_{1}$ and $v_{1}, \ldots, v_{\tilde{s}}$ the n.t. vertices immediately following $v$ in $\tau^{*}$. Note that $k_{v}=s_{1}+\sum_{i=1}^{\tilde{s}} k_{v_{i}}$; hence, given $\varepsilon>0$, we can write

$$
\begin{align*}
& -\left(-2+\varepsilon+k_{v} / 2\right)+\left[2(s-1)-(1-\eta / 2) s_{1}\right]= \\
& =2-\varepsilon-k_{v} / 2+\varepsilon(s-1)+(2-\varepsilon)\left(s_{1}+\tilde{s}-1\right)-(1-\eta / 2) s_{1}= \\
& =-\frac{1}{2}\left(s_{1}+\sum_{i=1}^{\tilde{s}} k_{v_{i}}\right)+\varepsilon(s-1)+(2-\varepsilon) \tilde{s}+s_{1}(2-\varepsilon-1+\eta / 2)= \\
& =\varepsilon(s-1)+s_{1}(1 / 2-\varepsilon+\eta / 2)-\sum_{i=1}^{\tilde{s}}\left(-2+\varepsilon+k_{v_{i}} / 2\right) \tag{2.48}
\end{align*}
$$

This identity, applied to the vertex $v_{0}^{*}$, implies that, if $v_{1}, \ldots, v_{\tilde{s}}, \tilde{s}=s_{v_{0}^{*}}^{*}-s_{v_{0}^{*}}^{*,}$, are the n.t. vertices immediately following $v_{0}^{*}$ in $\tau^{*}$, then

$$
\begin{align*}
& \gamma^{-h_{v_{0}^{*}}^{*}\left(-2+k_{v_{0}^{*}}^{*} / 2\right)} \gamma^{h_{v_{0}^{*}}\left[2\left(s_{v_{0}^{*}}^{*}-1\right)-(1-\eta / 2) s_{v_{0}^{*}, 1}^{*}\right]}= \\
& =\gamma^{\varepsilon h_{v_{0}^{*}}} \gamma^{\alpha_{v_{0}^{*}} h_{v_{0}^{*}}} \prod_{i=1}^{\tilde{s}}\left[\gamma^{-h_{v_{i}}\left(-2+\varepsilon+k_{v_{i}} / 2\right)} \cdot \prod_{v \in \mathcal{C}_{i}} \gamma^{-2+\varepsilon+k_{v} / 2}\right], \tag{2.49}
\end{align*}
$$

where $\mathcal{C}_{i}$ is the path connecting $v_{0}^{*}$ with $v_{i}$ in $\tau^{*}$ (not including $v_{i}$ ) and we used the definition

$$
\begin{equation*}
\alpha_{v}=\varepsilon\left(s_{v}^{*}-1\right)+s_{v}^{*, 1}(1 / 2-\varepsilon+\eta / 2) . \tag{2.50}
\end{equation*}
$$

The presence of the factor $\gamma^{-h_{v_{i}}\left(-2+\varepsilon+k_{v_{i}} / 2\right)}$ for each vertex $v_{i}$ in the r.h.s. of (2.49) implies that an identity similar to (2.49) can be used for each n.t. vertex $v \in \tau^{*}$. It is then easy to show that

$$
\begin{equation*}
F_{\tau}=\gamma^{\varepsilon h_{v_{0}^{*}}}\left[\prod_{n . t . v \in \tau^{*}} \gamma^{\alpha_{v} h_{v}}\right]\left[\prod_{v \in \tau^{*}, v \notin E} \gamma^{-\tilde{d}_{v}+\varepsilon}\right] \tag{2.51}
\end{equation*}
$$

By inserting this equation in (2.46), we get

$$
\begin{align*}
& \left|S_{k, 0, \tau, \underline{\omega}}(\underline{\mathbf{x}})\right| \leq C^{k}\left(C \bar{\lambda}_{j_{0}}\right)^{n} \gamma^{\varepsilon h_{v_{0}^{*}}}\left[\prod_{n . t . v \in \tau^{*}} \gamma^{\alpha_{v} h_{v}} e^{\left.-c^{\prime} \sqrt{\gamma^{h_{v} D_{v}}}\right]}\right. \\
& \cdot\left[\prod_{v \text { not e.p. }}\left(\frac{Z_{h_{v}}}{Z_{h_{v}-1}}\right)^{\left|P_{v}\right| / 2} \gamma^{-\bar{d}_{v}}\right] \tag{2.52}
\end{align*}
$$

where

$$
\bar{d}_{v}= \begin{cases}\tilde{d}_{v} & \text { if } v_{0} \leq v<v_{0}^{*}  \tag{2.53}\\ \tilde{d}_{v}-\varepsilon & \text { if } v \in \tau^{*}, v_{0}^{*} \leq v \notin E \\ d_{v}+1-\eta / 2 & \text { if } v \in E \\ d_{v} & \text { otherwise }\end{cases}
$$

Note that $\bar{d}_{v}>0$ for any $v \in \tau$, if $\varepsilon<1 / 2$; moreover, if this condition is satisfied, $\alpha_{v} \geq \varepsilon>0$, for any n.t. vertex $v \in \tau^{*}$, uniformly in $\bar{\lambda}_{j_{0}}$. Moreover, since by hypothesis $D_{v} \geq \delta>0$, there is $c_{0}$ such that

$$
\begin{equation*}
\gamma^{\alpha_{v} h_{v}} e^{-c^{\prime} \sqrt{\gamma^{h_{v} D_{v}}} \leq \sup _{x>0} x^{2 \alpha_{v}} e^{-c^{\prime} x \sqrt{\delta}} \leq\left(\frac{c_{0}}{\delta}\right)^{\alpha_{v}} \alpha_{v}^{2 \alpha_{v}} . . . . . .} \tag{2.54}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\sum_{n . t . v \in \tau^{*}} \alpha_{v}=\frac{1}{2} k(1+\eta)-\varepsilon \leq \frac{1}{2} k(1+\eta) . \tag{2.55}
\end{equation*}
$$

Hence, by using (2.52) and (2.55), we get

$$
\begin{align*}
& \left|S_{k, 0, \tau, \underline{\omega}}(\underline{\mathbf{x}})\right| \leq C^{k}(k!)^{1+\eta}\left(C \bar{\lambda}_{j_{0}}\right)^{n} \delta^{-[k(1+\eta) / 2-\varepsilon]+\alpha_{v_{0}^{*}}} . \\
& \cdot \gamma^{\left(\alpha_{v_{0}^{*}}+\varepsilon\right) h_{v_{0}^{*}}} e^{-c^{\prime}} \sqrt{\gamma^{h v_{0}^{*} D_{\underline{\mathbf{x}}}}}\left[\prod_{v} \prod_{\text {not e.p. }}\left(\frac{Z_{h_{v}}}{Z_{h_{v}-1}}\right)^{\left|P_{v}\right| / 2} \gamma^{-\bar{d}_{v}}\right], \tag{2.56}
\end{align*}
$$

where $D_{\underline{\mathbf{x}}}$ denotes the diameter of the set $\underline{\mathbf{x}}$.
Let us now observe that, since the vertex dimensions $\bar{d}_{v}$ are all strictly positive, if we insert the bound (2.56) in the r.h.s of (2.40), we can easily perform all the sums (by using the arguments explained, for instance, in [BM1]), once we have fixed the scale of the vertex $v_{0}^{*}$ and the values of $s_{v_{0}^{*}}^{*}$ and $s_{v_{0}^{*}}^{*, 1}$ (so that the value of $\alpha_{v_{0}^{*}}$ is fixed) and we can take the limit $-h, N \rightarrow \infty$. By using Theorem 2.1 and the remark that the bound (2.56) implies that the trees giving the main contribution to $S_{k, \underline{\omega}}(\underline{\mathbf{x}})$ are those with $\gamma^{h_{v_{0}^{*}}} D_{\underline{\mathbf{x}}}$ of order 1 , it is easy to prove that the limit can be expressed as an expansion similar to (2.40), with the sum over $j_{0}$ going from $-\infty$ to $+\infty$, the sum over $\tau$ including trees with endpoints of arbitrary scale (satisfying the usual constraints) and the values of $S_{k, 0, \tau, \underline{\omega}}(\underline{\mathbf{x}})$ modified in the following way:

1) in every endpoint there is the same constant $\lambda_{-\infty}$ in place of $\lambda_{h_{v}}$;
2) the constants $Z_{j}$, and $\mu_{j}$ are substituted everywhere by $\gamma^{-\eta_{z} j}$ and $\mu \gamma^{-\eta_{\mu} j}$, respectively, see (2.31);
3) in the expansion which defines the constants $z_{j}$ and $s_{j}$ needed, respectively, in the definition of $\tilde{Z}_{j-1}(\mathbf{k})$ and $\mu_{j-1}(\mathbf{k})$, see (2.19), one has to make the same substitutions of items 1) and 2).

The bound (2.56) also implies the following one (valid for $C_{\varepsilon}|\lambda| \leq 1$, with $C_{\varepsilon} \rightarrow \infty$ as $\left.\varepsilon \rightarrow 1 / 2\right)$ :

$$
\begin{align*}
& \left|S_{k, \underline{\omega}}(\underline{\mathbf{x}})\right| \leq C^{k}\left(C_{\varepsilon}|\lambda|\right)^{k / 2-1}(k!)^{2+\eta} \delta^{-[k(1+\eta) / 2-\varepsilon]} \sum_{s=2}^{k} \sum_{s_{1}=0}^{s} \delta^{\varepsilon(s-1)+s_{1}(1-2 \varepsilon+\eta) / 2} . \\
& \cdot \sum_{h=-\infty}^{+\infty} \gamma^{\left[\varepsilon s+s_{1}(1-2 \varepsilon+\eta) / 2\right] h} e^{-c^{\prime} \sqrt{\gamma^{h} D_{\underline{\mathbf{x}}}} \leq} \\
& \leq C^{k}\left(C_{\varepsilon}|\lambda|\right)^{k / 2-1}(k!)^{3+2 \eta} \delta^{-k(1+\eta) / 2} \sum_{s=2}^{k} \sum_{s_{1}=0}^{s}\left(\frac{\delta}{D_{\underline{\mathbf{x}}}}\right)^{\varepsilon s+s_{1}(1-2 \varepsilon+\eta) / 2} \tag{2.57}
\end{align*}
$$

Since $\delta / D_{\mathbf{x}} \leq 1$, the sum over $s$ and $s_{1}$ is bounded by $C k^{2}\left(\delta / D_{\mathbf{x}}\right)^{2 \varepsilon}$; hence we get the bound

$$
\begin{equation*}
\left|S_{k, \underline{\omega}}(\underline{\mathbf{x}})\right| \leq C^{k}\left(C_{\varepsilon}|\lambda|\right)^{k / 2-1}(k!)^{3+2 \eta} \delta^{-[k(1+\eta) / 2-2 \varepsilon]} \frac{1}{1+D_{\underline{\mathbf{x}}}^{2 \varepsilon}}, \tag{2.58}
\end{equation*}
$$

which proves both the boundedness and the cluster property, see Appendix A.
In conclusion, we have proved the following result.
Theorem 2.2. If $\varepsilon_{1}$ is defined as in Theorem 2.1, there exists $\varepsilon_{2} \leq \varepsilon_{1}$ such that, if the normalization conditions (2.30) are satisfied and $|\lambda| \leq \varepsilon_{2}$, then the Schwinger functions $S_{k, \underline{\omega}}(\underline{\mathbf{x}})$ are well defined at non coinciding points and verify all the $O S$ axioms, possibly except $R P$.

The Reflection Positivity is a consequence of Theorem 1.4, to be proved in $\S 5$. Moreover, it is easy to derive from the previous bounds and (2.34) (see for
instance [BM4] for the case $\mu=0$ ) the bound for the two point Schwinger functions (1.24). The previous arguments can be extended to prove that also the Schwinger functions with $n_{J}>0$ are well defined in the limit of removed cutoffs, so completing the proof of Theorem 1.1, except for eq. (1.25), which will be proved in $\S 2.5$ below. Finally, note that our results are uniform in the mass $\mu$; the radius of convergence of the expansion as function of the running coupling constants can be chosen independent of the mass and the running coupling constants are independent of the mass by construction.
2.4. Bounds for the Fourier transform of the Schwinger functions. The main bound (2.36) can be also used to get bounds on the Fourier transform of the Schwinger functions at non zero external momenta; these bounds are uniform in the cutoffs and allow, in particular, to prove (by some obvious technicality, that we shall skip) that the removed cutoffs limit is well defined. Here we shall only consider, as an example, the function $\widehat{G}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})$ in the massless case.

By using (2.28), we can write

$$
\begin{equation*}
\widehat{G}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})=\sum_{n=0}^{\infty} \sum_{j_{0}=h-1}^{N-1} \sum_{\tau \in \mathcal{T}_{j_{0}, n, 2,1}} \sum_{\substack{\mathrm{P} \in \mathcal{P} \\\left|P_{v_{0}}\right|=2}} \widehat{G}_{\tau}^{2,1}(\mathbf{p}, \mathbf{k}) \tag{2.59}
\end{equation*}
$$

with an obvious definition of $\widehat{G}_{\tau}^{2,1}(\mathbf{p}, \mathbf{k})$. Let us define, for any $\mathbf{k} \neq 0, h_{\mathbf{k}}=$ $\min \left\{j: f_{j}(\mathbf{k}) \neq 0\right\}$ and suppose that $\mathbf{p}, \mathbf{k}, \mathbf{p}-\mathbf{k}$ are all different from 0 . It follows that, given $\tau$, if $h_{-}$and $h_{+}$are the scale indices of the $\psi$ fields belonging to the endpoints associated with $\varphi^{+}$and $\varphi^{-}$, while $h_{J}$ denotes the scale of the endpoint of type $J, \widehat{G}_{\tau}^{2,1}(\mathbf{p}, \mathbf{k})$ can be different from 0 only if $h_{-}=h_{\mathbf{k}}, h_{\mathbf{k}}+1$, $h_{+}=h_{\mathbf{k}-\mathbf{p}}, h_{\mathbf{k}-\mathbf{p}}+1$ and $h_{J} \geq h_{\mathbf{p}}-\log _{\gamma} 2$. Moreover, if $\mathcal{T}_{j_{0}, n, \mathbf{p}, \mathbf{k}}$ denotes the set of trees satisfying the previous conditions and $\tau \in \mathcal{T}_{j_{0}, n, \mathbf{p}, \mathbf{k}},\left|\widehat{G}_{\tau}^{2,1}(\mathbf{p}, \mathbf{k})\right|$ can be bounded by $\int d \mathbf{z} d \mathbf{x}\left|G_{\tau}^{2,1}(\mathbf{z} ; \mathbf{x}, \mathbf{y})\right|$. Hence, by using (2.36) and (2.31), we get

$$
\begin{align*}
& \left|\widehat{G}_{\omega, \omega^{\prime}}^{2,1, N}(\mathbf{p} ; \mathbf{k})\right| \leq C \gamma^{-h_{\mathbf{k}}\left(1-\eta_{z} / 2\right)} \gamma^{-h_{\mathbf{k}-\mathbf{p}}\left(1-\eta_{z} / 2\right)} . \\
& \cdot \sum_{n=0}^{\infty} \sum_{j_{0}=h-1}^{N-1} \sum_{\tau \in \mathcal{T}_{j_{0}, n, \mathbf{p}, \mathbf{k}}} \sum_{\substack{\mathbf{P} \in \mathcal{P} \\
\mid P_{v_{0}}=2}}(C|\lambda|)^{n} \prod_{\mathrm{v} \text { not e.p. }} \gamma^{-d_{v}} . \tag{2.60}
\end{align*}
$$

The bound of the r.h.s. of (2.60) could be easily performed by using the procedure described in $\S 3$ of [BM1], if $d_{v}$ were greater than 0 for any $v$; however, by looking at (2.37), one sees that this is not true. Given $\tau \in \mathcal{T}_{j_{0}, n, \mathbf{p}, \mathbf{k}}$, let $v_{0}^{*}$ the higher vertex preceding all three special endpoints and $v_{1}^{*} \geq v_{0}^{*}$ the higher vertex preceding either the two endpoints of type $\varphi$ (to be called $v_{\varphi,+}$ and $v_{\varphi,-}$ ) or one endpoint of type $\varphi$ and the endpoint of type $J$ (to be called $v_{J}$ ). It turns out that $d_{v}>0$, except for the vertices belonging to the path $\mathcal{C}^{*}$ connecting $v_{1}^{*}$ with $v_{0}^{*}$, where, if $\left|P_{v}\right|=4$ and $n_{v}^{J}=0$ or $\left|P_{v}\right|=2$ and $n_{v}^{J}=1, d_{v}=0$. Hence, we can perform as in $\S 3$ of [BM1] the sums over the scale and $P_{v}$ labels of $\tau$, only if we fix the scale indices $h_{0}^{*}$ and $h_{1}^{*}$ of $v_{0}^{*}$ and $v_{1}^{*}$, after multiplying by $\gamma^{-\delta\left(h_{1}^{*}-h_{0}^{*}\right)}$ the r.h.s. of (2.60) , $\delta$ being any positive number. Of course, we have also to perform
the sum over $h_{0}^{*}$, $h_{1}^{*}$ of $\gamma^{\delta\left(h_{1}^{*}-h_{0}^{*}\right)}$, which is divergent, if we proceed exactly in this way.

In order to solve this problem, we note that, if $v \notin \mathcal{C}^{*}, d_{v}-1 / 4>0$. Hence, before performing the sums over the scale and $P_{v}$ labels, we can extract from each $\gamma^{-d_{v}}$ factor associated with the vertices belonging to the paths connecting the three special endpoints with $v_{0}^{*}$ or $v_{1}^{*}$, a $\gamma^{-1 / 4}$ piece, to be used to perform safely the sums over $h_{0}^{*}, h_{1}^{*}$ in the following way.

Let us consider first the family $\mathcal{T}_{j_{0}, n, \mathbf{p}, \mathbf{k}}^{(1)}$ of trees such that the two special endpoints following $v_{1}^{*}$ are $v_{\varphi,+}$ and $v_{\varphi,-}$ and let us suppose that $|\mathbf{k}| \geq|\mathbf{k}-\mathbf{p}|$. In this case, before doing the sums over the the scale and $P_{v}$ labels, we fix also the scale $h_{J}$ of $v_{J}$. We get, if $h_{J}^{*} \equiv \max \left\{h_{\mathbf{p}}+2, h_{0}^{*}+1\right\}$ :

$$
\begin{align*}
& \sum_{n=0}^{\infty} \sum_{j_{0}=h-1}^{N-1} \sum_{\tau \in \mathcal{T}_{j_{0}, n, \mathbf{p}, \mathbf{k}}^{(1)}} \sum_{\substack{\mathbf{P} \in \mathcal{P} \\
P_{v_{0}} \mid=2}}(C|\lambda|)^{n} \prod_{\text {v not e.p. }} \gamma^{-d_{v}} \leq  \tag{2.61}\\
& \leq C \sum_{h_{1}^{*}=-\infty}^{h_{h_{0}}^{*}=-\infty} \sum_{h_{J}=h_{J}^{*}}^{h_{1}^{*}} \gamma^{\delta\left(h_{1}^{*}-h_{0}^{*}\right)} \gamma^{-\frac{1}{4}\left[\left(h_{\mathbf{k}}-h_{1}^{*}\right)+\left(h_{\mathbf{k}-\mathbf{p}}-h_{1}^{*}\right)+\left(h_{J}-h_{0}^{*}\right)\right]}
\end{align*}
$$

and it is easy to prove that the r.h.s. of (2.61) is bounded by $C \gamma^{\delta\left(h_{\mathbf{k}}-h_{\mathbf{p}}\right)}$, if $\delta \leq 1 / 8$. If $|\mathbf{k}-\mathbf{p}| \geq|\mathbf{k}|$, we get a similar result, with $h_{\mathbf{k}-\mathbf{p}}$ in place of $h_{\mathbf{k}}$.

Let us consider now the family $\mathcal{T}_{j_{0}, n, \mathbf{p}, \mathbf{k}}^{(2,+)}$ of trees such that the two special endpoints following $v_{1}^{*}$ are $v_{J}$ and $v_{\varphi,+}$. We get, if $h_{J}^{*} \equiv \max \left\{h_{\mathbf{p}}+2, h_{1}^{*}+1\right\}$ and $\bar{h}_{0}=\min \left\{h_{\mathbf{k}-\mathbf{p}}, h_{1}^{*}\right\}:$

$$
\begin{align*}
& \sum_{n=0}^{\infty} \sum_{j_{0}=h-1}^{N-1} \sum_{\tau \in \mathcal{T}_{j_{0}, n, \mathbf{p}, \mathbf{k}}^{(1,+)}} \sum_{\substack{\mathbf{P} \in \mathcal{P} \\
P_{v_{0}} \mid=2}}(C|\lambda|)^{n} \prod_{\text {v not e.p. }} \gamma^{-d_{v}} \leq  \tag{2.62}\\
& \leq C \sum_{h_{1}^{*}=-\infty}^{h_{\mathbf{k}}} \sum_{h_{0}^{*}=-\infty}^{\bar{h}_{0}} \sum_{h_{J}=h_{J}^{*}}^{+\infty} \gamma^{\delta\left(h_{1}^{*}-h_{0}^{*}\right)} \gamma^{-\frac{1}{4}\left[\left(h_{\mathbf{k}}-h_{1}^{*}\right)+\left(h_{\mathbf{k}-\mathbf{p}}-h_{0}^{*}\right)+\left(h_{J}-h_{1}^{*}\right)\right]}
\end{align*}
$$

and it is easy to prove that, if $\delta \leq 1 / 8$, the r.h.s. of (2.62) is bounded by $C \gamma^{\delta\left(h_{\mathbf{k}}-h_{\mathbf{k}-\mathbf{p}}\right)}$, if $|\mathbf{k}| \geq|\mathbf{k}-\mathbf{p}|$, by a constant, otherwise. The family $\mathcal{T}_{j_{0}, n, \mathbf{p}, \mathbf{k}}^{(2,-)}$ of trees such that the two special endpoints following $v_{1}^{*}$ are $v_{J}$ and $v_{\varphi,-}$ can be treated in a similar way and one obtains a bound $C \gamma^{\delta\left(h_{\mathbf{k}-\mathbf{p}}-h_{\mathbf{k}}\right)}$, if $|\mathbf{k}-\mathbf{p}| \geq|\mathbf{k}|$, or a constant, otherwise.

By putting together all these bounds, we get, for any positive $\delta \leq 1 / 8$ :

$$
\begin{align*}
& \left|\widehat{G}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})\right| \leq \frac{C_{\delta}}{|\mathbf{k}|^{1-\eta_{z}|\mathbf{k}-\mathbf{p}|^{1-\eta_{z}}}}  \tag{2.63}\\
& {\left[\left(\frac{|\mathbf{k}|}{|\mathbf{p}|}\right)^{\delta}+\left(\frac{|\mathbf{k}-\mathbf{p}|}{|\mathbf{p}|}\right)^{\delta}+\left(\frac{|\mathbf{k}|}{|\mathbf{k}-\mathbf{p}|}\right)^{\delta}+\left(\frac{|\mathbf{k}-\mathbf{p}|}{|\mathbf{k}|}\right)^{\delta}\right]}
\end{align*}
$$

with $C_{\delta} \rightarrow \infty$ as $\delta \rightarrow 0$.
2.5. Calculation of $\widehat{G}_{\omega}^{2}(\mathbf{k})$ in the massless case. We want now to discuss the structure of the limit $-h, N \rightarrow \infty$ of the interacting propagator $\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})$ for $\mu=0$.

By using (2.28), we can write

$$
\begin{equation*}
\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})=\sum_{n=0}^{\infty} \sum_{j_{0}=h-1}^{N-1} \sum_{\tau \in \mathcal{T}_{j_{0}, n, 2,0}} \sum_{\substack{\mathbf{P} \in \mathcal{P} \\\left|P_{v_{0}}\right|=2}} \widehat{G}_{\tau}^{2}(\mathbf{k}) \tag{2.64}
\end{equation*}
$$

with an obvious definition of $\widehat{G}_{\tau}^{2}(\mathbf{k})$.
Let us define $h_{\mathbf{k}}$ as in $\S 2.4$ and suppose that $\mathbf{k} \neq 0$. It follows that, given $\tau$, if $h_{-}$and $h_{+}$are the scale indices of the $\psi$ fields belonging to the endpoints associated with $\varphi^{+}$and $\varphi^{-}, \widehat{G}_{\tau}^{2}(\mathbf{k})$ can be different from 0 only if $h_{ \pm}=h_{\mathbf{k}}, h_{\mathbf{k}}+1$. Moreover, if $\mathcal{T}_{j_{0}, n, \mathbf{k}}$ denotes the set of trees satisfying the previous conditions and $\tau \in \mathcal{T}_{j_{0}, n, \mathbf{k}},\left|\widehat{G}_{\tau}^{2}(\mathbf{k})\right|$ can be bounded by $\int d \mathbf{x}\left|G_{\tau}^{2}(\mathbf{x}, \mathbf{y})\right|$. Hence, by using (2.36) and (2.31), we get

$$
\begin{align*}
& \left|\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})\right| \leq C \gamma^{-\left(h_{\mathbf{k}}-j_{0}\right)} \frac{\gamma^{-h_{\mathbf{k}}}}{Z_{h_{\mathbf{k}}}} \\
& \cdot \sum_{n=0}^{\infty} \sum_{j_{0}=h-1}^{N-1} \sum_{\tau \in \mathcal{T}_{j_{0}, n, \mathbf{k}}} \sum_{\substack{\mathrm{P} \in \mathcal{P} \\
\left|P_{v_{0}}\right|=2}}(C|\lambda|)^{n} \prod_{\text {v not e.p. }} \gamma^{-d_{v}}, \tag{2.65}
\end{align*}
$$

where $d_{v}>0$, except for the vertices belonging to the path connecting the root with $v^{*}$, the higher vertex preceding both the two special endpoints, where $d_{v}$ can be equal to 0 . These vertices can be regularized by using the factor $\gamma^{-\left(h_{\mathbf{k}}-j_{0}\right)}$ in the r.h.s. of (2.65); hence, by proceeding as in $\S 2.4$, we can easily perform the sum over the trees with a fixed value of the scale label $h^{*}$ of $v^{*}$ and we get the bound

$$
\begin{equation*}
\left|\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})\right| \leq C \frac{\gamma^{-h_{\mathbf{k}}}}{Z_{h_{\mathbf{k}}}} \sum_{h^{*}=-\infty}^{h_{\mathbf{k}}} \gamma^{-\left(h_{\mathbf{k}}-h^{*}\right) / 2} \leq C \frac{\gamma^{-h_{\mathbf{k}}}}{Z_{h_{\mathbf{k}}}} \tag{2.66}
\end{equation*}
$$

By using Theorem 2.1, it is not hard to argue, as in $\S 2.3$, that the removed cutoffs limit $\widehat{G}_{\omega}^{2}(\mathbf{k})$ is well defined and is given by an expansion similar to (2.64), with the sum over $j_{0}$ going from $-\infty$ to $+\infty$ and the quantity $\widehat{G}_{\tau}^{2}(\mathbf{k})$ modified by substituting, in every endpoint, $\lambda_{j}$ with $\lambda_{-\infty}$, and, in every propagator, $Z_{j}$ with $\gamma^{-\eta j}, \eta \equiv \eta_{z}$; this property easily implies that $\widehat{G}_{\omega}^{2}(\gamma \mathbf{k})=\gamma^{\eta-1} \widehat{G}_{\omega}^{2}(\mathbf{k})$. On the other hand, the symmetries of the model imply that there is a function $g(x, \lambda)$, defined for $x>0$ and $\lambda$ small enough, such that $\widehat{G}_{\omega}^{2}(\mathbf{k})=D_{\omega}^{-1}(\mathbf{k}) g(|\mathbf{k}|, \lambda)$; by the previous scaling property, $g(\gamma x, \lambda)=\gamma^{\eta} g(x, \lambda)$. We want to show that $g(x, \lambda)=x^{\eta} f(\lambda)$, with $f(\lambda)$ independent of $x$.

To prove this claim, first of all note that $\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})$ is independent of $\gamma$, since the cutoff function $C_{h, N}^{-1}(\mathbf{k})$ only depends on $\gamma_{0}$ and $\gamma \geq \gamma_{0}$, see $\S 1.2$. This property is then valid also for $\widehat{G}_{\omega}^{2}(\mathbf{k})$, hence for $g(x, \lambda)$. However, since the expansion heavily depends on $\gamma$, the value of $\eta$ is apparently a function of $\gamma$; we want to show that this is not true.

Note that, for any $\gamma$ and any integer $j, g\left(\gamma^{j}, \lambda\right)=\gamma^{j \eta(\gamma)} g(1, \lambda)$; it follows that, if there exist, given $\gamma_{1}$ and $\gamma_{2}$, two integers $j_{1}, j_{2}$, such that $\gamma_{1}^{j_{1}}=\gamma_{2}^{j_{2}}$, then $\eta\left(\gamma_{1}\right)=\eta\left(\gamma_{2}\right)$. Hence, given an interval $I=\left[\gamma_{0}, \bar{\gamma}\right]$ and $\gamma \in I$, the set $\left\{\gamma^{\prime} \in I: \eta\left(\gamma^{\prime}\right)=\eta(\gamma)\right\}$ is dense in $I$, as the set of rational numbers is dense in the interval $\left[\log _{\gamma} \gamma_{0}, \log _{\gamma} \bar{\gamma}\right]$. Since $\eta(\gamma)$ is obviously continuous in $\gamma$, it follows that it is constant.

Let us now put $g(x, \lambda)=x^{\eta} f(x, \lambda)$; we see immediately that $f(\gamma x, \lambda)=$ $f(x, \lambda)$. Hence, by varying $\gamma$ in the interval $[2,4]$ and by choosing $x=1 / \gamma$, we see that $f(1, \lambda)=f(x, \lambda)$, if $x \in[1 / 4,1 / 2]$. By using this equation, by varying $x$ in the interval $[1 / 4,1 / 2]$ and by choosing $\gamma=2$, we get also $f(1, \lambda)=f(x, \lambda)$, if $x \in[1 / 2,1]$. By proceeding in this way, it is easy to show that $f(1, \lambda)=f(x, \lambda)$, for any $x>0$.

The previous discussion and the fact that, in the expansion (2.65), $d_{v}>1 / 4$ for any $v>v^{*}$, imply also that

$$
\begin{equation*}
\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})=\frac{|\mathbf{k}|^{\eta}}{D_{\omega}(\mathbf{k})}\left[f(\lambda)+O\left(|\mathbf{k}| \gamma^{-N}\right)^{1 / 4}\right] \tag{2.67}
\end{equation*}
$$

## 3. Ward-Takahashi Identities

3.1. Proof of Theorem 1.2. In order to derive WTi in the massless case $\mu=0$ from the generating functional (1.13) (in the continuum limit $a=0$ ), it is convenient to introduce a cutoff function $\left[C_{h, N}^{\varepsilon}(\mathbf{k})\right]^{-1}$ equivalent to $\left[C_{h, N}(\mathbf{k})\right]^{-1}$ as far as the scaling features are concerned, but such that the support of $\left[C_{h, N}^{\varepsilon}(\mathbf{k})\right]^{-1}$ is the whole set $\mathcal{D}_{0}$ and $\lim _{\varepsilon \rightarrow 0}\left[C_{h, N}^{\varepsilon}(\mathbf{k})\right]^{-1}=\left[C_{h, N}(\mathbf{k})\right]^{-1}$; we refer to $[\mathrm{BM} 2] \S 2.2$ for its exact definition. We then substitute $\left[C_{h, N}(\mathbf{k})\right]^{-1}$ with $\left[C_{h, N}^{\varepsilon}(\mathbf{k})\right]^{-1}$ in the r.h.s. of (1.13) and perform the gauge transformation $\psi_{\mathbf{x}, \omega}^{ \pm} \rightarrow e^{ \pm \alpha_{\mathbf{x}, \omega}} \psi_{\mathbf{x}, \omega}^{ \pm}$(equivalent to the usual phase and chiral transformations). The change in the cutoff function has the effect that the Lebesgue measure $d \widehat{\psi}^{[h, N]}$ is invariant under this transformation and we get the $\mathrm{WTi}(1.26)$, where, if $<.>_{h, N}$ denotes the expectation with respect to measure $\mathcal{N}^{-1} P_{Z_{N}}(d \psi) e^{-\lambda_{N} Z_{N}^{2} V(\psi)}$ (see (1.14)-(1.16) for the definitions), $\widehat{\Delta}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p}, \mathbf{k})$ is the Fourier transform of

$$
\begin{equation*}
\Delta_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{x} ; \mathbf{y}, \mathbf{z}) \stackrel{\text { def }}{=}\left\langle\psi_{\mathbf{y}, \omega^{\prime}}^{-} ; \psi_{\mathbf{z}, \omega^{\prime}}^{+} ; \delta T_{\mathbf{x}, \omega}\right\rangle_{h, N} \tag{3.1}
\end{equation*}
$$

where $\langle-;-;-\rangle_{h, n}$ denotes the truncated expectation with respect to the measure (1.14),

$$
\begin{equation*}
\delta T_{\mathbf{x}, \omega} \stackrel{\text { def }}{=} \frac{Z_{N}}{L^{4}} \sum_{\substack{\mathbf{k}^{+}, \mathbf{k}^{-} \\ \mathbf{k}^{+} \neq \mathbf{k}^{-}}} e^{i\left(\mathbf{k}^{+}-\mathbf{k}^{-}\right) \mathbf{x}} C_{h, N ; \omega}^{\varepsilon}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right) \widehat{\psi}_{\mathbf{k}^{+}, \omega}^{+} \widehat{\psi}_{\mathbf{k}^{-}, \omega}^{-} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{h, N ; \omega}^{\varepsilon}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)=\left[C_{h, N}^{\varepsilon}\left(\mathbf{k}^{-}\right)-1\right] D_{\omega}\left(\mathbf{k}^{-}\right)-\left[C_{h, N}^{\varepsilon}\left(\mathbf{k}^{+}\right)-1\right] D_{\omega}\left(\mathbf{k}^{+}\right) . \tag{3.3}
\end{equation*}
$$

Let us now suppose that $\mathbf{p}$ is fixed independently of $h$ and $N$, as well as $\mathbf{k}$, and that $\mathbf{p}, \mathbf{k}$ and $\mathbf{k}-\mathbf{p}$ are all different from 0 . This implies, in particular, that the condition $\widetilde{\chi}(\mathbf{p})=1$ is satisfied if $|h|$ and $N$ are large enough and $\tilde{\chi}(\mathbf{p})$ is the
function appearing in (1.31). Hence we can prove Theorem 1.2 by substituting in (1.27) $\widehat{R}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p}, \mathbf{k})$ with $\widetilde{\chi}(\mathbf{p}) \widehat{R}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p}, \mathbf{k})$, which is the Fourier transform of

$$
\begin{equation*}
\left.\frac{\partial}{\partial J_{\mathbf{x}, \omega}} \frac{\partial^{2}}{\partial \varphi_{\mathbf{y}, \omega^{\prime}}^{+} \partial \varphi_{\mathbf{z}, \omega^{\prime}}^{-}} \mathcal{W}_{\Delta}\right|_{J=\varphi=0} \tag{3.4}
\end{equation*}
$$

where

$$
\begin{align*}
e^{\mathcal{W}_{\Delta}(J, \varphi)} \stackrel{\text { def }}{=} & \int \mathrm{d} P^{[h, N]}(\psi) \exp \left\{-\lambda_{N} V\left(\sqrt{Z_{N}} \psi\right)+\right. \\
& \left.+\sum_{\omega} \int d \mathbf{x}\left[\varphi_{\mathbf{x}, \omega}^{+} \psi_{\mathbf{x}, \omega}^{-}+\psi_{\mathbf{x}, \omega}^{+} \varphi_{\mathbf{x}, \omega}^{-}\right]\right\}  \tag{3.5}\\
& \cdot \exp \left\{\sum_{\omega}\left[\bar{T}_{0, \omega}-\nu_{+, N} \bar{T}_{+, \omega}-\nu_{-, N} \bar{T}_{-, \omega}\right]\left(J, \sqrt{Z_{N}} \psi\right)\right\}
\end{align*}
$$

with
$\bar{T}_{0, \omega}(J, \psi)=\frac{1}{L^{4}} \sum_{\mathbf{k}, \mathbf{p}} J_{\mathbf{p}, \omega} \widetilde{\chi}(\mathbf{p}) \frac{C_{h, N ; \omega}^{\varepsilon}(\mathbf{k}, \mathbf{k}-\mathbf{p})}{D_{\omega}(\mathbf{p})} \widehat{\psi}_{\mathbf{k}, \omega}^{+} \widehat{\psi}_{\mathbf{k}-\mathbf{p}, \omega}^{-} \equiv \frac{1}{L^{2}} \sum_{\mathbf{p} \neq 0} J_{\mathbf{p}, \omega} \delta \rho_{\mathbf{p}, \omega}$,
$\bar{T}_{ \pm, \omega}(J, \psi)=\frac{1}{L^{4}} \sum_{\mathbf{k}, \mathbf{p}} J_{\mathbf{p}, \omega} \widetilde{\chi}(\mathbf{p}) \frac{D_{ \pm \omega}(\mathbf{p})}{D_{\omega}(\mathbf{p})} \widehat{\psi}_{\mathbf{k}, \pm \omega}^{+} \widehat{\psi}_{\mathbf{k}-\mathbf{p}, \pm \omega}^{-}$.
The coefficients $\nu_{ \pm, N}$ will be fixed by the requirement that (1.29) holds. A crucial role in the analysis is played by the function

$$
\begin{equation*}
\Delta_{\omega}^{(i, j)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)=\frac{C_{h, N ; \omega}^{\varepsilon}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)}{D_{\omega}\left(\mathbf{k}^{+}-\mathbf{k}^{-}\right)} \widehat{g}_{\omega}^{(i)}\left(\mathbf{k}^{+}\right) \widehat{g}_{\omega}^{(j)}\left(\mathbf{k}^{-}\right) \tag{3.7}
\end{equation*}
$$

where $\widehat{g}_{\omega}^{(j)} \equiv \widehat{g}_{\omega, \omega}^{(j)}$. By proceeding as in $\S(4.2$.) of [BM2] (where only the case $N=0$ is considered), one can show that, if $\mathbf{p}=\mathbf{k}^{+}-\mathbf{k}^{-} \neq 0$ and $|\mathbf{p}| \geq 2 \gamma^{h+1}$ (which is true since $\widetilde{\chi}(\mathbf{p})=1$ ):

1. if $h<i, j<N$, since $\left[C_{h, N}^{\varepsilon}\left(\mathbf{k}^{ \pm}\right)\right]^{-1}=1$,

$$
\begin{equation*}
\Delta_{\omega}^{(i, j)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)=0 \tag{3.8}
\end{equation*}
$$

2. if $h<j \leq N$,

$$
\begin{equation*}
\Delta_{\omega}^{(N, j)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)=\frac{\mathbf{p}}{D_{\omega}(\mathbf{p})} \mathbf{S}_{\omega}^{(j)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right) \tag{3.9}
\end{equation*}
$$

where $\mathbf{S}_{\omega}^{(j)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right) \stackrel{\text { def }}{=}\left(S_{\omega, 0}^{(j)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right), S_{\omega, 1}^{(j)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)\right)$is a vector of smooth functions such that

$$
\begin{equation*}
\left|\partial_{\mathbf{k}^{+}}^{m_{+}} \partial_{\mathbf{k}^{-}}^{m_{-}} S_{\omega, i}^{(j)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)\right| \leq C_{m_{+}+m_{-}} \frac{\gamma^{-N\left(1+m_{+}\right)} \gamma^{-j\left(1+m_{-}\right)}}{Z_{N} Z_{j-1}} \tag{3.10}
\end{equation*}
$$

3. if $h \leq i \leq N$,

$$
\begin{equation*}
\left|\Delta_{\omega}^{(i, h)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)\right| \leq C \gamma^{-(i-h)} \frac{\gamma^{-h-i}}{Z_{i-1} Z_{N}} \tag{3.11}
\end{equation*}
$$

4. if $i=j=h$,

$$
\begin{equation*}
\Delta_{\omega}^{(h, h)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)=0 \tag{3.12}
\end{equation*}
$$

Note that, in the r.h.s. of (3.11), there is apparently a $Z_{N} / Z_{h-1}$ factor missing, but the bound can not be improved; this is a consequence of the fact that $\tilde{Z}_{h-1}(\mathbf{k})=0$ for $|\mathbf{k}| \leq \gamma^{h-1}$, see eq. (63) of [BM2].
Remark. Equations (3.1) and (3.4) say that the correction to the formal WI can be written as a functional integral very similar to the one for $G_{\omega}^{2,1, N, h}$, except that the corresponding generating function is replaced by the more complicated expression appearing in (3.5). Hence, we can evaluate (3.1) via a multiscale integration similar to the one for $G_{\omega}^{2,1, N, h}$, but we have to discuss the effect of the new term appearing in (3.5). The idea is that the operator $\bar{T}_{0, \omega}$ can generate, during the multiscale integration, dimensionally marginal terms of the form $J \psi^{+} \psi^{-}$, whose flow can be controlled by choosing properly the counterterms $\nu_{+, N}$ and $\nu_{-, N}$. As regards the dimensionally irrelevant terms, by (3.8) they contain at least a nontrivial integration at the ultraviolet or infrared scale and this implies, as we will see, that such contributions vanish when the cutoffs are removed.

The multiscale integration of $\mathcal{W}_{\Delta}$ has been described in detail in $\S 4$ of [BM2] (of course the scale 0 has to be replaced with the scale $N$ ). After the integration of $\psi^{(N)}$ we get an expression like (2.1) and the terms linear in $J$ and quadratic in $\psi$ in the exponent will be denoted by $K_{J}^{(N-1)}\left(\sqrt{Z_{N-1}} \psi^{[h, N-1]}\right)$; we write $K_{J}^{(N-1)}=K_{J}^{(a, N-1)}+K_{J}^{(b, N-1)}$, where $K_{J}^{(a, N-1)}$ was obtained by the integration of $\bar{T}_{0}$ and $K_{J}^{(b, N-1)}$ from the integration of $\bar{T}_{ \pm}$. We can write $K_{J}^{(a, N-1)}$ as

$$
\begin{align*}
& K_{J}^{(a, N-1)}\left(\sqrt{Z_{N-1}} \psi\right)=\sum_{\omega} Z_{N} \int d \mathbf{x} J_{\mathbf{x}, \omega}\left\{\bar{T}_{0, \omega}(J, \psi)+\right.  \tag{3.13}\\
& \left.+\sum_{\tilde{\omega}} \int d \mathbf{y} d \mathbf{z}\left[F_{2, \omega, \tilde{\omega}}^{(N-1)}(\mathbf{x}, \mathbf{y}, \mathbf{z})+F_{1, \omega}^{(N-1)}(\mathbf{x}, \mathbf{y}, \mathbf{z}) \delta_{\omega, \tilde{\omega}}\right]\left[\psi_{\mathbf{y}, \tilde{\omega}}^{+} \psi_{\mathbf{z}, \tilde{\omega}}^{-}\right]\right\}
\end{align*}
$$

where $F_{2, \omega, \tilde{\omega}}^{(N-1)}$ and $F_{1, \omega}^{(N-1)}$ are the analogous of eq. (132) of [BM2]; they represent the terms in which both or only one of the fields in $\delta \rho_{\mathbf{p},+}$, respectively, are contracted. Both contributions to the r.h.s. of (3.13) are dimensionally marginal; however, the regularization of $F_{1, \omega}^{(N-1)}$ is trivial, as it is of the form

$$
\begin{equation*}
F_{1, \omega}^{(N-1)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)=\frac{\left[C_{h, N}\left(\mathbf{k}^{-}\right)-1\right] D_{\omega}\left(\mathbf{k}^{-}\right) Z_{N} \widehat{g}_{\omega}^{(N)}\left(\mathbf{k}^{+}\right)-u_{N}\left(\mathbf{k}^{+}\right)}{D_{\omega}\left(\mathbf{k}^{+}-\mathbf{k}^{-}\right)} G_{\omega}^{(2)}\left(\mathbf{k}^{+}\right) \tag{3.14}
\end{equation*}
$$

or the similar one, obtained exchanging $\mathbf{k}^{+}$with $\mathbf{k}^{-} ; u_{N}(\mathbf{k})=0$ if $|\mathbf{k}| \leq \gamma^{N}$ and $u_{N}(\mathbf{k})=1-f_{N}(\mathbf{k})$ for $|\mathbf{k}| \geq \gamma^{N}$. By the oddness of the propagator in the momentum, $G_{\omega}^{(2)}(0)=0$, hence we can regularize such term without introducing any local term, by simply rewriting it as

$$
\begin{gather*}
F_{1, \omega}^{(N-1)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)=\left[G_{\omega}^{(2)}\left(\mathbf{k}^{+}\right)-G_{\omega}^{(2)}(0)\right] \\
\frac{\left[C_{h, N}\left(\mathbf{k}^{-}\right)-1\right] D_{\omega}\left(\mathbf{k}^{-}\right) Z_{N} \widehat{g}_{\omega}^{(N)}\left(\mathbf{k}^{+}\right)-u_{N}\left(\mathbf{k}^{+}\right)}{D_{\omega}\left(\mathbf{k}^{+}-\mathbf{k}^{-}\right)} . \tag{3.15}
\end{gather*}
$$

By using the symmetry property $(2.14), F_{2, \omega, \tilde{\omega}}^{(N-1)}$ can be written as

$$
\begin{equation*}
F_{2, \omega, \tilde{\omega}}^{(N-1)}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)=\frac{1}{D_{\omega}(\mathbf{p})}\left[p_{0} A_{0, \omega, \tilde{\omega}}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)+p_{1} A_{1, \omega, \tilde{\omega}}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)\right] \tag{3.16}
\end{equation*}
$$

where $A_{i, \omega, \tilde{\omega}}\left(\mathbf{k}^{+}, \mathbf{k}^{-}\right)$are functions such that, if we define

$$
\begin{equation*}
\mathcal{L} F_{2, \omega, \tilde{\omega}}^{(N-1)}=\frac{1}{D_{\omega}(\mathbf{p})}\left[p_{0} A_{0, \omega, \tilde{\omega}}(0,0)+p_{1} A_{1, \omega, \tilde{\omega}}(0,0)\right] \tag{3.17}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathcal{L} F_{2, \omega, \omega}^{(N-1)}=Z_{N-1}^{3,+} \quad, \quad \mathcal{L} F_{2, \omega,-\omega}^{(N-1)}=\frac{D_{-\omega}(\mathbf{p})}{D_{\omega}(\mathbf{p})} Z_{N-1}^{3,-}, \tag{3.18}
\end{equation*}
$$

where $Z_{N-1}^{3,+}$ and $Z_{N-1}^{3,-}$ are suitable real constants. Hence the local part of the marginal term in the second line of (3.13) is, by definition, equal to

$$
\begin{equation*}
\sum_{\omega}\left[Z_{N} Z_{N-1}^{3,+} \bar{T}_{+, \omega}\left(J, \psi^{[h, N-1]}\right)+Z_{N} Z_{N-1}^{3,-} \bar{T}_{-, \omega}\left(J, \psi^{[h, N-1]}\right)\right] . \tag{3.19}
\end{equation*}
$$

The terms linear in $J$ and quadratic in $\psi$ obtained by the integration of $\bar{T}_{ \pm}$have the form

$$
\begin{align*}
& K_{J}^{(b, N-1)}\left(\sqrt{Z_{N-1}} \psi\right)=Z_{N} \frac{1}{L^{4}} \sum_{\mathbf{k}^{+}, \mathbf{p}} \widetilde{\chi}(\mathbf{p}) J_{\mathbf{p}, \omega} \sum_{\omega, \tilde{\omega}} \widehat{\psi}_{\mathbf{k}^{+}, \tilde{\omega}}^{+} \widehat{\psi}_{\mathbf{k}^{+}-\mathbf{p}, \tilde{\omega}}^{-} \\
& \cdot\left[-\nu_{+, N} G_{\omega, \tilde{\omega}}^{(N)}\left(\mathbf{k}^{+}, \mathbf{k}^{+}-\mathbf{p}\right)-\nu_{-, N} \frac{D_{-\omega}(\mathbf{p})}{D_{\omega}(\mathbf{p})} G_{-\omega, \tilde{\omega}}^{(N)}\left(\mathbf{k}^{+}, \mathbf{k}^{+}-\mathbf{p}\right)\right] \tag{3.20}
\end{align*}
$$

By using the symmetry property of the propagators, it is easy to show that $G_{\omega,-\omega}^{(N)}(0,0)=0$. Hence, if we regularize (3.20) by subtracting $G_{\omega, \tilde{\omega}}^{(N)}(0,0)$ to $G_{\omega, \omega}^{(N)}\left(\mathbf{k}^{+}, \mathbf{k}^{+}-\mathbf{p}\right)$, we still get a local term of the form (3.19). Finally by collecting all the local term linear in $J$ we can write

$$
\begin{gather*}
\mathcal{L} K_{J}^{N-1}\left(\sqrt{Z_{N-1}} \psi^{[h, N-1]}\right)=\sum_{\omega}\left[Z_{N} \bar{T}_{0, \omega}\left(J, \psi^{[h, N-1]}\right)-\right.  \tag{3.21}\\
\left.-\nu_{+, N-1} \bar{T}_{+, \omega}\left(J, \sqrt{Z_{N-2}} \psi^{[h, N-1]}\right)-\nu_{-, N-1} \bar{T}_{-, \omega}\left(J, \sqrt{Z_{N-2}} \psi^{[h, N-1]}\right)\right]
\end{gather*}
$$

where $Z_{N-2} \nu_{ \pm, N-1}=Z_{N-1}\left[\nu_{ \pm, N}-Z_{N-1}^{3, \pm}+\nu_{ \pm, N} G_{ \pm \omega, \pm \omega}^{(N)}(0,0)\right]$ (our definitions imply that $Z_{N-1}=Z_{N}$ ). The above integration procedure can be iterated with no important differences up to scale $h+1$. In particular, for all the marginal terms such that one of the fields in $\bar{T}_{0, \omega}$ in (3.13) is contracted at scale $j$, we put $\mathcal{R}=1$; in fact the second field has to be contracted at scale $h$ and, by (3.11), the extra factor $\gamma^{h-j}$ has the effect of automatically regularizing such contributions.

The above analysis implies that $\nu_{+, j}$ gets no contributions from trees with an endpoint of type $\nu_{-, k}, k>j$, and viceversa; moreover, if a tree has an endpoint corresponding to $\bar{T}_{0, \omega}$, this endpoint has scale index $N+1$. Hence we can write, for $h+1 \leq j \leq N-1$,

$$
\begin{equation*}
\nu_{ \pm, j-1}=\nu_{ \pm, j}+\beta_{ \pm, \nu}^{j}\left(\lambda_{j}, \nu_{j} . ., \lambda_{N}, \nu_{N}\right) \tag{3.22}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta_{ \pm, \nu}^{j}\left(\lambda_{j}, \nu_{j} . ., \lambda_{N}, \nu_{N}\right)=\beta_{ \pm, \nu}^{j}\left(\lambda_{j}, . ., \lambda_{N}\right)+\sum_{j^{\prime}=j}^{N} \nu_{ \pm, j^{\prime}} \beta_{ \pm, \nu}^{j, j^{\prime}}\left(\lambda_{j}, . ., \lambda_{N}\right) \tag{3.23}
\end{equation*}
$$

and, given a positive $\vartheta<1 / 4$,

$$
\begin{equation*}
\left|\beta_{ \pm, \nu}^{j}\left(\lambda_{j}, . ., \lambda_{N}\right)\right| \leq C \bar{\lambda}_{j} \gamma^{-2 \vartheta(N-j)} \quad,\left|\beta_{ \pm, \nu}^{j, j^{\prime}}\left(\lambda_{j}, . ., \lambda_{N}\right)\right| \leq C \bar{\lambda}_{j}^{2} \gamma^{-2 \vartheta\left|j-j^{\prime}\right|} \tag{3.24}
\end{equation*}
$$

We fix $\nu_{ \pm, N}$ so that

$$
\begin{equation*}
\nu_{ \pm, N}=-\sum_{j=h+1}^{N} \beta_{ \pm, \nu}^{j}\left(\lambda_{j}, \nu_{j} . ., \lambda_{N}, \nu_{N}\right) . \tag{3.25}
\end{equation*}
$$

By a fixed point argument (see $\S 4.6$ of [BM4]), one can show that, if $\bar{\lambda}_{h}$ is small enough, it is possible to choose $\nu_{ \pm, N}$ so that

$$
\begin{equation*}
\left|\nu_{\omega, j}\right| \leq c_{0} \bar{\lambda}_{h} \gamma^{-\vartheta(N-j)} \tag{3.26}
\end{equation*}
$$

for any $h+1 \leq j \leq N$.
The convergence of $\nu_{ \pm, N}$ as $|h|, N \rightarrow \infty$ is an easy consequence of the previous considerations. Moreover, from an explicit computation of (3.22), we get $\nu_{-}=$ $\frac{\lambda}{4 \pi}+O\left(\lambda^{2}\right)$ and $\nu_{+}=c_{+} \lambda^{2}+O\left(\lambda^{3}\right)$ with $c_{+}<0$.


Fig. 3.1. : Graphical representation of the lowest order contribution to $\nu^{-}$and to $\nu^{+}$; the small circle represent the function in the r.h.s. of (3.3).

The convergence of $\widehat{G}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})$ was discussed in $\S 2.4$. Hence, to complete the proof of Theorem 1.2, we have to prove that $\widetilde{\chi}(\mathbf{p}) \widehat{R}_{\omega, \omega^{\prime}}^{2,1, N}(\mathbf{p}, \mathbf{k}) \rightarrow 0$, if $\mathbf{p}$, $\mathbf{k}$ and $\mathbf{k}-\mathbf{p}$ are all different from 0 . In fact, since $\widetilde{\chi}(\mathbf{p})=1$ for $\mathbf{p} \neq 0$ and $|h|, N$ large enough, this implies (1.29).

This result can be obtained by a simple extension of the arguments given in $\S 2.4$ to prove that $\widehat{G}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p} ; \mathbf{k})$ is bounded uniformly in $h$ and $N$. In fact, $\widetilde{\chi}(\mathbf{p}) \widehat{R}_{\omega, \omega^{\prime}}^{2,1, N, h}(\mathbf{p}, \mathbf{k})$ can be written by a sum of trees essentially identical to the ones for $\widehat{G}_{\omega, \omega^{\prime}}^{2,1, N, h}$, with the only important difference that there are three different special endpoints associated to the field $J$, corresponding to the three different terms in (3.21); we call these endpoints of type $T_{0}, T_{+}, T_{-}$respectively.

The sum over the trees such that the endpoint is of type $T_{ \pm}$can be bounded as in (2.60), the only difference being that, thanks to the bound (3.26), one has to multiply the r.h.s. by a factor $|\lambda| \gamma^{-\vartheta\left(N-h_{J}\right)}$, which has to be inserted also
in the r.h.s. of the bounds (2.61) and (2.62). Hence, it is easy to see that the contributions of these trees vanishes as $N \rightarrow \infty$.

Let us now consider the trees with an endpoint of type $T_{0}$. In this case there are two possibilities. The first is that the fields of the $T_{0}$ endpoint are contracted at scale $j, N$; this implies that the sum over $h_{J}$ is missing in the r.h.s. of the bounds (2.61) and (2.62) and $h_{J}=N$. Hence it is easy to see that the sum over such trees goes to 0 as $N \rightarrow \infty$. The second possibility is that the fields of the $T_{0}$ endpoint are contracted at scale $j, h$; this implies that the sum over $j_{0}$ is missing in the r.h.s. of $(2.60)$ and $j_{0}=h$. Since $d_{v}-1 / 4>0$ for all vertices belonging to the path connecting the root to the vertex $v_{0}^{*}$, we can add a factor $\gamma^{\left.-\left(j_{0}-h\right)\right) / 4}$ to the r.h.s. of the bounds (2.61) and (2.62), which then go to 0 as $h \rightarrow-\infty$.

## 4. Schwinger-Dyson equations and new anomalies

4.1. Proof of Theorem 1.3. In this section we study the last addend of the Schwinger-Dyson equation (1.31), so proving Theorem 1.3; the analysis rests heavily on $\S 4$ of [BM4].

Let us consider a fixed finite $\mathbf{k}$ and let us define its scale $h_{\mathbf{k}}$ as in $\S 2.4$; then, if $-h$ and $N$ are large enough, $\widehat{g}_{\omega}^{N, h}(\mathbf{k})=\widehat{g}_{\omega}(\mathbf{k})$. We start by putting (see $\S 4.1$ of [BM4]):

$$
\begin{equation*}
\widetilde{G}_{\varepsilon, \omega}^{2, N, h}(\mathbf{k}) \stackrel{d e f}{=} \widehat{g}_{\omega}(\mathbf{k}) \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \widetilde{\chi}(\mathbf{p}) \frac{D_{\varepsilon \omega}(\mathbf{p})}{D_{-\omega}(\mathbf{p})} \widehat{R}_{\varepsilon \omega ; \omega}^{2,1, N, h}(\mathbf{p}, \mathbf{k})=\frac{\partial \mathcal{W}_{T, \varepsilon}}{\partial \widehat{\varphi}_{\mathbf{k}, \omega}^{+} \partial \widehat{J}_{\mathbf{k}, \omega}} \tag{4.1}
\end{equation*}
$$

where $\varepsilon= \pm$ and $\mathcal{W}_{T, \varepsilon}$ is defined (in the infinite volume limit) by the equation:

$$
\begin{align*}
& e^{\mathcal{W}_{T, \varepsilon}(J, \varphi)} \stackrel{\text { def }}{=} \int \mathrm{d} P_{Z_{N}}(\psi) \exp \left\{-\lambda_{N} Z_{N}^{2} V(\psi) \int d \mathbf{x}\left[\varphi_{\mathbf{x}, \omega}^{+} \psi_{\mathbf{x}, \omega}^{[h, N]-}+\right.\right. \\
& \left.\left.+\psi_{\mathbf{x}, \omega}^{[h, N]+} \varphi_{\mathbf{x}, \omega}^{-}\right]+Z_{N}\left[T_{1}^{(\varepsilon)}-\nu_{+, N} T_{-\varepsilon}-\nu_{-, N} T_{\varepsilon}\right](\psi, J)\right\} \tag{4.2}
\end{align*}
$$

with

$$
\begin{align*}
& T_{1}^{(\varepsilon)}(\psi, J) \stackrel{\text { def }}{=} \int \frac{d \mathbf{p} d \mathbf{k}^{\prime}}{(2 \pi)^{4}} \widetilde{\chi}(\mathbf{p}) \widehat{J}_{\mathbf{k}, \omega} \widehat{g}_{\omega}(\mathbf{k}) \frac{C_{\varepsilon \omega}\left(\mathbf{k}^{\prime}, \mathbf{k}^{\prime}-\mathbf{p}\right)}{D_{-\omega}(\mathbf{p})} \\
& \cdot \widehat{\psi}_{\mathbf{k}-\mathbf{p}, \omega}^{+} \widehat{\psi}_{\mathbf{k}^{\prime}, \varepsilon \omega}^{+} \widehat{\psi}_{\mathbf{k}^{\prime}-\mathbf{p}, \varepsilon \omega}^{-}  \tag{4.3}\\
& T_{+}(\psi, J) \stackrel{\text { def }}{=} \int \frac{d \mathbf{p} d \mathbf{k}^{\prime}}{(2 \pi)^{4}} \widetilde{\chi}(\mathbf{p}) \widehat{J}_{\mathbf{k}, \omega} \widehat{g}_{\omega}(\mathbf{k}) \widehat{\psi}_{\mathbf{k}-\mathbf{p}, \omega}^{+} \widehat{\psi}_{\mathbf{k}^{\prime},-\omega}^{+} \widehat{\psi}_{\mathbf{k}^{\prime}-\mathbf{p},-\omega}^{-} \\
& T_{-}(\psi, J) \stackrel{\text { def }}{=} \int \frac{d \mathbf{p} d \mathbf{k}^{\prime}}{(2 \pi)^{4}} \widetilde{\chi}(\mathbf{p}) \widehat{J}_{\mathbf{k}, \omega} \widehat{g}_{\omega}(\mathbf{k}) \frac{D_{\omega}(\mathbf{p})}{D_{-\omega}(\mathbf{p})} \widehat{\psi}_{\mathbf{k}-\mathbf{p}, \omega}^{+} \widehat{\psi}_{\mathbf{k}^{\prime}, \omega}^{+} \widehat{\psi}_{\mathbf{k}^{\prime}-\mathbf{p}, \omega}^{-},
\end{align*}
$$

and $\nu_{ \pm, N}$ are defined as in (3.25).
Remark. Equation (4.1) essentially says that the last term in the SchwingerDyson equation (1.31) can be written as a functional integral very similar to the one for $G_{\omega}^{2, N, h}$ (proceeding as in the derivation of the Schwinger-Dyson equation in the opposite direction), except that the corresponding generating functional is replaced by the more complicated expression appearing in (4.2). We can then
evaluate $\widetilde{G}_{\varepsilon, \omega}^{2, N, h}(\mathbf{k})$ via a multiscale integration similar to the one for $G_{\omega}^{2, N, h}$, and in the new expansions additional running coupling constants will appear. The expansion is convergent if such new running coupling constants will remain small uniformly in the cut-offs, and this will be proved by showing that they are close to the ones appearing in the expansion for $G_{\omega}^{2, N, h}$.

The calculation of $\widetilde{G}_{\varepsilon, \omega}^{2, N, h}(\mathbf{k})$ is done again via a multiscale expansion, very similar to the one described in $\S 4$ of [BM4]. The main differences are that here we are considering a quantity with two external lines, instead of four, and that the external momenta are on the scale $h_{\mathbf{k}}$, instead of the infrared cutoff scale $h$. However, the last remark implies that the integration of the fields of scale $j>h_{\mathbf{k}}+1$ differs from that discussed in [BM4] only for trivial scaling factors; in particular, there is no contribution to $\widetilde{G}_{\varepsilon, \omega}^{2, N, h}(\mathbf{k})$ associated with a tree, whose root has scale higher than $h_{\mathbf{k}}$.

Let us call $\overline{\mathcal{V}}^{(N-1)}\left(\psi^{[h, N-1]}\right)$ the sum over the terms linear in $J$, obtained after the integration of the field $\psi^{(N)}$; we put:

$$
\begin{align*}
& \overline{\mathcal{V}}^{(N-1)}\left(\psi^{[h, N-1]}\right)=\overline{\mathcal{V}}_{a, 1}^{(N-1)}\left(\psi^{[h, N-1]}\right)+\overline{\mathcal{V}}_{a, 2}^{(N-1)}\left(\psi^{[h, N-1]}\right)+ \\
& \overline{\mathcal{V}}_{b, 1}^{(N-1)}\left(\psi^{[h, N-1]}\right)+\overline{\mathcal{V}}_{b, 2}^{(N-1)^{(N-1)}\left(\psi^{[h, N-1]}\right),} \tag{4.4}
\end{align*}
$$

where $\overline{\mathcal{V}}_{a, 1}^{(N-1)}+\overline{\mathcal{V}}_{a, 2}^{(N-1)}$ is the sum of the terms in which the field $\widehat{\psi}_{\mathbf{k}-\mathbf{p}, \omega}^{+}$appearing in the definition of $T_{1}^{(\varepsilon)}(\psi)$ or $T_{ \pm}(\psi)$ is contracted, $\overline{\mathcal{V}}_{a, 1}^{(N-1)}$ and $\overline{\mathcal{V}}_{a, 2}^{(N-1)}$ denoting the sum over the terms of this type containing a $T_{1}$ or a $T_{ \pm}$vertex, respectively; $\overline{\mathcal{V}}_{b, 1}^{(N-1)}+\overline{\mathcal{V}}_{b, 2}^{(N-1)}$ is the sum of the other terms, that is those where the field $\widehat{\psi}_{\mathbf{k}-\mathbf{p}, \omega}^{+}$is an external field, the index $i=1,2$ having the same meaning as before.

Let us consider first $\overline{\mathcal{V}}_{a, 1}^{(N-1)}$; we shall still distinguish different group of terms, those where both fields $\widehat{\psi_{\mathbf{k}^{\prime}, \varepsilon \omega}^{+}}$and $\widehat{\psi}_{\mathbf{k}^{\prime}-\mathbf{p}, \varepsilon \omega}^{-}$are contracted, those where only one among them is contracted and those where no one is contracted. If no one of the fields $\widehat{\psi}_{\mathbf{k}^{\prime}, \varepsilon \omega}^{+}$and $\widehat{\psi}_{\mathbf{k}^{\prime}-\mathbf{p}, \varepsilon \omega}^{-}$is contracted, we can only have terms with at least four external lines; for the properties of $\Delta_{\varepsilon \omega}^{(i, j)}$ (see (3.7)), at least one of the fields $\widehat{\psi}_{\mathbf{k}^{\prime}, \varepsilon \omega}^{+}$and $\widehat{\psi}_{\mathbf{k}^{\prime}-\mathbf{p}, \varepsilon \omega}^{-}$must be contracted at scale $h$. If one of these terms has four external lines, hence it is marginal, it has the following form

$$
\begin{align*}
& Z_{N} \int \frac{d \mathbf{p} d \mathbf{k}^{\prime}}{(2 \pi)^{4}} \widehat{\psi}_{\omega, \mathbf{k}-\mathbf{p}}^{+} G_{2}^{(N)}(\mathbf{k}-\mathbf{p}) \widehat{g}_{\omega}^{N, h}(\mathbf{k}-\mathbf{p}) . \\
& . \widehat{J}_{\mathbf{k}, \omega} \widehat{g}_{\omega}(\mathbf{k}) \widetilde{\chi}(\mathbf{p}) \frac{C_{\varepsilon \omega}\left(\mathbf{k}^{\prime}, \mathbf{k}^{\prime}-\mathbf{p}\right)}{D_{-\omega}(\mathbf{p})} \widehat{\psi}_{\mathbf{k}^{\prime}, \varepsilon \omega}^{+} \widehat{\psi}_{\mathbf{k}^{\prime}-\mathbf{p}, \varepsilon \omega}^{-} \tag{4.5}
\end{align*}
$$

where $G_{2}^{(N)}(\mathbf{k})$ is a suitable function which can be expressed as a sum of graphs with an odd number of propagators, hence it vanishes at $\mathbf{k}=0$. This implies that $G_{2}^{(N)}(0)=0$, so that we can regularize it without introducing any running coupling.


Fig. 4.1. : Graphical representation of (4.5).

If both $\widehat{\psi}_{\mathbf{k}^{\prime}, \varepsilon \omega}^{+}$and $\widehat{\psi}_{\mathbf{k}^{\prime}-\mathbf{p}, \varepsilon \omega}^{-}$in $T_{1}^{(\varepsilon)}(\psi)$ are contracted, we get terms of the form (up to an integral over the external momenta)

$$
\begin{equation*}
\widehat{J}_{\mathbf{k}, \omega} g_{\omega}(\mathbf{k}) \tilde{W}_{n+1}^{(N-1)}\left(\mathbf{k}, \mathbf{k}_{1}, . ., \mathbf{k}_{n}\right)\left(\sqrt{Z_{N}}\right)^{n-1} \prod_{i=1}^{n} \widehat{\psi}_{\mathbf{k}_{i}}^{\varepsilon_{i}} \tag{4.6}
\end{equation*}
$$

where $n$ is an odd integer. We want to define an $\mathcal{R}$ operation for such terms. There is apparently a problem, as the $\mathcal{R}$ operation involves derivatives and any term contributing to $\tilde{W}_{n+1}^{(N-1)}$ contains the $\Delta_{\varepsilon \omega}^{(N, N)}$ and the cutoff function $\widetilde{\chi}(\mathbf{p})$. Hence one can worry about the derivatives of the factor $\widetilde{\chi}(\mathbf{p}) \mathbf{p} D_{-\omega}(\mathbf{p})^{-1}$. However, as $\mathbf{k}$ is fixed independently from $N$ (and far enough from $\gamma^{N}$ ) and $\mathbf{k}-\mathbf{p}$ is fixed at scale $N$, then $|\mathbf{p}| \geq \gamma^{N-1} / 2$, so that we can freely multiply by a smooth cutoff function $\bar{\chi}(\mathbf{p})$ restricting $\mathbf{p}$ to the allowed region; this allows us to pass to coordinate space and shows that the $\mathcal{R}$ operation can be defined in the usual way. We define

$$
\begin{gather*}
\mathcal{L} \tilde{W}_{4}^{(N-1)}\left(\mathbf{k}, \mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}\right)=\tilde{W}_{4}^{(N-1)}(0, . ., 0)  \tag{4.7}\\
\mathcal{L} \tilde{W}_{2}^{(N-1)}(\mathbf{k})=\tilde{W}_{2}^{(N-1)}(0)+\mathbf{k} \partial_{\mathbf{k}} \tilde{W}_{2}^{(N-1)}(0) \tag{4.8}
\end{gather*}
$$

Note that by parity the first term in (4.8) is vanishing; this means that there are only marginal terms.


Fig. 4.2. : Graphical representation of $\tilde{W}_{4}^{(-1)}$ and $\tilde{W}_{2}^{(-1)}$.

If only one among the fields $\widehat{\psi}_{\mathbf{k}^{\prime}, \varepsilon \omega}^{+}$and $\widehat{\psi}_{\mathbf{k}^{\prime}-\mathbf{p}, \varepsilon \omega}^{-}$in $T_{1}(\psi)$ is contracted, we get terms with four external lines of the form (up to an integral over the external
momenta):

$$
\begin{align*}
& Z_{N} \widehat{g}_{\omega}(\mathbf{k}) \widehat{J}_{\mathbf{k}, \omega} \widehat{\psi}_{\mathbf{k}_{1}, \omega_{1}}^{+} \widehat{\psi}_{\mathbf{k}^{-}, \varepsilon \omega}^{-} \widehat{\psi}_{\mathbf{k}}++\mathbf{k}-\mathbf{k}_{1, \omega_{2}} \int d \mathbf{k}^{+} \tilde{\chi}\left(\mathbf{k}^{+}-\mathbf{k}^{-}\right) \cdot \\
& \cdot \widehat{g}_{\omega}^{N, h}\left(\mathbf{k}-\mathbf{k}^{+}+\mathbf{k}^{-}\right) G_{4}^{(N)}\left(\mathbf{k}^{+}, \mathbf{k}_{1}, \mathbf{k}+\mathbf{k}_{-}-\mathbf{k}_{1}\right) \\
& \cdot\left\{\frac{\left[C_{h, N}\left(\mathbf{k}^{-}\right)-1\right] D_{\varepsilon \omega}\left(\mathbf{k}^{-}\right) \widehat{g}_{\varepsilon \omega}^{N, h}\left(\mathbf{k}^{+}\right)}{D_{-\omega}\left(\mathbf{k}^{+}-\mathbf{k}^{-}\right)}-\frac{u_{N}\left(\mathbf{k}^{+}\right)}{D_{-\omega}\left(\mathbf{k}^{+}-\mathbf{k}^{-}\right)}\right\}, \tag{4.9}
\end{align*}
$$

or the similar one with the roles of $\mathbf{k}^{+}$and $\mathbf{k}^{-}$exchanged. Note that the indices $\omega_{1}$ and $\omega_{2}$ must satisfy the constraint $\omega_{1} \omega_{2}=\varepsilon$.


Fig. 4.3. : Graphical representation of a single addend in (4.9).

The two terms in (4.9) must be treated differently, as concerns the regularization procedure. The first term is such that one of the external lines is associated with the operator $\left[C_{h, N}\left(\mathbf{k}^{-}\right)-1\right] D_{\varepsilon \omega}\left(\mathbf{k}^{-}\right) D_{-\omega}(\mathbf{p})^{-1}$. We define $\mathcal{R}=1$ for such terms; in fact, when such external line is contracted (and this can happen only at scale $h$ ), the factor $D_{\varepsilon \omega}\left(\mathbf{k}^{-}\right) D_{-\omega}(\mathbf{p})^{-1}$ produces an extra factor $\gamma^{h-N}$ in the bound, with respect to the dimensional one. The second term in (4.9) can be regularized as above, by subtracting the value of the kernel computed at zero external momenta, i.e. for $\mathbf{k}^{-}=\mathbf{k}=\mathbf{k}_{1}=0$. Note that such quantity vanishes, if the four $\omega$-indices are all equal, otherwise it is given by the product of the field variables times

$$
\begin{equation*}
-Z_{N} \widehat{g}_{\omega}(\mathbf{k}) \widehat{J}_{\mathbf{k}, \omega} \int d \mathbf{k}^{+} \tilde{\chi}\left(\mathbf{k}^{+}\right) \widehat{g}_{\omega}^{N, h}\left(\mathbf{k}^{+}\right) G_{4}^{(N)}\left(\mathbf{k}^{+}, 0,0\right) \frac{u_{N}\left(\mathbf{k}^{+}\right)}{D_{-\omega}\left(\mathbf{k}^{+}\right)}, \tag{4.10}
\end{equation*}
$$

and there is no singularity associated with the factor $D_{-\omega}\left(\mathbf{k}^{+}\right)^{-1}$, thanks to the support on scale $N$ of the propagator $\widehat{g}_{\omega}^{N, h}\left(\mathbf{k}^{+}\right)$. The terms with two external lines can be produced only if $\varepsilon=+1$ and can be treated in a similar way; they have the form

$$
\begin{align*}
& \widehat{\psi}_{\mathbf{k}, \omega}^{-} \widehat{g}_{\omega}(\mathbf{k}) \widehat{J}_{\mathbf{k}, \omega} \int d \mathbf{k}^{+} \tilde{\chi}\left(\mathbf{k}^{+}-\mathbf{k}\right) G_{1}^{(N)}\left(\mathbf{k}_{+}\right) \\
& \cdot\left\{\frac{\left[C_{h, N}^{\varepsilon}(\mathbf{k})-1\right] D_{\varepsilon \omega}(\mathbf{k}) \widehat{g}_{\omega}^{(N)}\left(\mathbf{k}^{+}\right)}{D_{-\omega}\left(\mathbf{k}^{+}-\mathbf{k}\right)}-\frac{u_{N}\left(\mathbf{k}^{+}\right)}{D_{-\omega}\left(\mathbf{k}^{+}-\mathbf{k}\right)}\right\} \tag{4.11}
\end{align*}
$$

where $G_{1}^{(N)}\left(\mathbf{k}_{+}\right)$is a smooth function of order 0 in $\lambda$. However, the first term in the braces is equal to 0 , since we keep $\mathbf{k}$ fixed and far from the cutoffs, hence $C_{h, N}^{\varepsilon}(\mathbf{k})-1=0$, and the second term can be regularized as above.

A similar (but simpler) analysis holds for the terms contributing to $\overline{\mathcal{V}}_{a, 2}^{(N-1)}$, which contain a vertex of type $T_{+}$or $T_{-}$and are of order $\lambda \nu_{ \pm}$. Now, the only
thing to analyze carefully is the possible singularities associated with the factors $\tilde{\chi}(\mathbf{p})$ and $\mathbf{p} D_{-\omega}(\mathbf{p})^{-1}$. However, since in these terms the field $\widehat{\psi}_{\mathbf{k}-\mathbf{p}, \omega}^{+}$is contracted, $|\mathbf{p}| \geq \gamma^{N-1} / 2$; hence the regularization procedure can not produce bad dimensional bounds.

We will define $\tilde{z}_{N-1}^{(\dot{\varepsilon})}$ and $\tilde{\lambda}_{N-1}^{(\varepsilon)}$, so that (recall that $Z_{N-1}=Z_{N}$ )

$$
\begin{align*}
& \mathcal{L}\left[\overline{\mathcal{V}}_{a, 1}^{(N-1)}+\overline{\mathcal{V}}_{a, 2}^{(N-1)}\right]\left(\psi^{[h, N-1]}\right)=-\tilde{\lambda}_{N-1}^{(\varepsilon)} \frac{Z_{N-2}^{2}}{Z_{N}} \bar{F}_{\lambda}^{[h, N-1]}\left(\psi^{[h, N-1]}, J\right)- \\
& -\tilde{z}_{N-1}^{(\varepsilon)} \frac{Z_{N-1}}{Z_{N}} \widehat{\psi}_{\mathbf{k}, \omega}^{[h, N-1]+} D_{\omega}(\mathbf{k}) \widehat{g}_{\omega}(\mathbf{k}) \widehat{J}_{\mathbf{k}, \omega} \tag{4.12}
\end{align*}
$$

where we used the definition

$$
\begin{equation*}
\bar{F}_{\lambda}\left(\psi^{[h, N-1]}, J\right)=\int \frac{d \mathbf{k}_{1} d \mathbf{k}_{2}}{(2 \pi)^{4}} \widehat{J}_{\mathbf{k}, \omega} \widehat{g}_{\omega}(\mathbf{k}) \widehat{\psi}_{\mathbf{k}_{2}, \omega}^{+} \widehat{\psi}_{\mathbf{k}+\mathbf{k}_{1}-\mathbf{k}_{2},-\omega}^{+} \widehat{\psi}_{\mathbf{k}_{1},-\omega}^{-} . \tag{4.13}
\end{equation*}
$$

Let us consider now the terms contributing to $\overline{\mathcal{V}}_{b, i}^{(N-1)}$, that is those where $\widehat{\psi}_{\mathbf{k}-\mathbf{p}, \omega}^{+}$is not contracted. Such terms can be analyzed exactly as in $\S 4.3$ of [BM4]; it turns out that

$$
\begin{align*}
& \mathcal{L}\left[\overline{\mathcal{V}}_{b, 1}^{(N-1)}+\overline{\mathcal{V}}_{b, 2}^{(N-1)}\right]\left(\psi^{[h, N-1]}\right)=-\nu_{+, N-1} Z_{N-2} T_{-\varepsilon}\left(\psi^{[h, N-1]}, J\right)- \\
& -\nu_{-, N-1} Z_{N-2} T_{\varepsilon}\left(\psi^{[h, N-1]}, J\right), \tag{4.14}
\end{align*}
$$

$\nu_{ \pm, N-1}$ being exactly the same constants appearing in (3.21).
The integration over subsequent scales is performed in a similar way; as described in more details in $\S 4.4$ of [BM4], it turns out that, if $j \geq h_{\mathbf{k}}$, the local part of the terms linear in $J$ has the form (coinciding with eq. (131) of [BM4] for $Z_{N}=1$ and $\omega=\varepsilon=-1$ ):

$$
\begin{align*}
& \mathcal{L} \overline{\mathcal{V}}^{(j)}\left(\psi^{[h, j]}\right)=Z_{N} T_{1}^{(\varepsilon)}\left(\psi^{[h, j]}, J\right)-\nu_{+, j} Z_{j-1} T_{-\varepsilon}\left(\psi^{[h, j]}, J\right)- \\
& -\nu_{-, j} Z_{j-1} T_{\varepsilon}\left(\left(\psi^{[h, j]}, J\right)-\tilde{\lambda}_{j}^{(\varepsilon)} \frac{Z_{j-1}^{2}}{Z_{N}} \bar{F}_{\lambda}^{[h, j]}\left(\psi^{[h, j]}, J\right)-\right. \\
& -\sum_{i=j}^{N-1} \tilde{z}_{i}^{(\varepsilon)} \frac{Z_{i}}{Z_{N}} \widehat{\psi}_{\mathbf{k}, \omega}^{[h, j]+} D_{\omega}(\mathbf{k}) \widehat{g}_{\omega}(\mathbf{k}) \widehat{J}_{\mathbf{k}, \omega} . \tag{4.15}
\end{align*}
$$

If $j<h_{\mathbf{k}}, \mathcal{L} \overline{\mathcal{V}}^{(j)}$ has the same structure, but there is indeed no term with two external legs, since $\widehat{\psi}_{\mathbf{k}, \omega}^{[h, j]+}=0$; for a similar reason the term with four external legs is different from 0 only if $3 \gamma^{j-1}>\gamma^{h_{\mathbf{k}}}$. However, the constants $\tilde{\lambda}_{j}^{(\varepsilon)}$ and $\tilde{z}_{i}^{(\varepsilon)}$ are defined for any $j>h$ and their value is independent of $\mathbf{k}$. Note also that, as in the expansion of a normal Schwinger function, we do not localize the terms with four external legs, containing both a $J$ vertex and a $\varphi$ vertex.

It follows that we can write $\widetilde{G}_{\varepsilon, \omega}^{2, N, h}(\mathbf{k})$ as a sum of trees with two special endpoints, similar to those described in detail in $\S 4.5$ of [BM4]; they differ from those present in the expansion of the function $\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})$, see $\S 2.5$, since one of the special endpoints corresponds to one of the addenda in (4.15), to be called of type $T, T_{+}, T_{-}, \widetilde{\lambda}^{(\varepsilon)}, \widetilde{z}^{(\varepsilon)}$. By construction the constants $\nu_{ \pm, j}$ coincide with
those introduced in §3.1, hence they verify (3.26). Moreover, it was shown in $\S 4.6$ ) of [BM4], by a fixed point argument, that, if $\bar{\lambda}_{h}$ is small enough, it is possible to choose $\alpha_{-, h, N}=c_{1} \lambda+O\left(\lambda^{2}\right)$ and $\alpha_{+, h, N}=c_{3}+O(\lambda)$ so that there exist two positive constant, $C$ and $\vartheta$, independent of $h$ and $N$, such that, if $h+1 \leq j \leq N-1$,

$$
\begin{equation*}
\left|z_{i} \alpha_{\varepsilon, h, N}-\widetilde{z}_{i}^{(\varepsilon)}\right| \leq C \bar{\lambda}_{h} \gamma^{-\vartheta(N-i)}, \quad\left|\lambda_{i} \alpha_{\varepsilon, h, N}-\widetilde{\lambda}_{i}^{(\varepsilon)}\right| \leq C \bar{\lambda}_{h} \gamma^{-\vartheta(N-i)} . \tag{4.16}
\end{equation*}
$$



Fig. 4.4. : Graphical representation of the leading terms contributing to $c_{1} \lambda$; other four graphs contributing to $c_{1} \lambda$, as well as the graph contributing to $c_{3}$, are vanishing in the limit of short tail $\left(\gamma_{0} \rightarrow 1\right)$ of the cutoff function (see definition (1.9)). The two graphs giving the 0 -th order expansion in $\lambda$ of $\alpha_{-, h, N}$ cancel each other by symmetry.

Then we can write

$$
\begin{equation*}
\widetilde{G}_{\varepsilon, \omega}^{2, N, h}(\mathbf{k}) \stackrel{\text { def }}{=} A_{\varepsilon, \omega}^{\widetilde{\lambda}, N, h}(\mathbf{k})+A_{\varepsilon, \omega}^{\widetilde{z}, N, h}(\mathbf{k})+A_{\varepsilon, \omega}^{T_{ \pm}, N, h}(\mathbf{k})+A_{\varepsilon, \omega}^{T, N, h}(\mathbf{k}), \tag{4.17}
\end{equation*}
$$

where $A_{\varepsilon, \omega}^{\widetilde{\lambda}, N, h}, A_{\varepsilon, \omega}^{\widetilde{z}, N, h}, A_{\varepsilon, \omega}^{T_{ \pm}, N, h}$ and $A_{\varepsilon, \omega}^{T, N, h}$ contain respectively one endpoint of type $\widetilde{\lambda}^{(\varepsilon)}, \widetilde{z}^{(\varepsilon)}, T_{ \pm}, T$.

In order to bound $A_{\varepsilon, \omega}^{T, N, h}$, we repeat the analysis in $\S 4.8$ in [BM4]. It follows that it is bounded by an expression similar to the r.h.s. of (2.65), with the following differences. Given a tree $\tau$ contributing to $A_{\varepsilon, \omega}^{T, N, h}$, the dimensional bound differs from that of a tree contributing to $\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})$ for the following reasons:
(1) there is an extra factor $Z_{h_{\mathbf{k}}} / Z_{N}$, because one external propagator is substituted by the free one, $Z_{N}^{-1} \widehat{g}_{\omega}(\mathbf{k})$ (see the definition of $T_{1}^{(\varepsilon)}$ );
(2) since there is no external field renormalization for $T_{1}^{(\varepsilon)}$ (which is dimensionally equivalent to a term with four external fields), there is an extra factor $\left(Z_{N} / Z_{j_{T}}\right)^{2}$, if $j_{T}$ is the scale of the endpoint of type $T$;
(3) if at least one of fields in $T_{1}^{(\varepsilon)}$ ) is contracted on scale $h$, there is an extra factor $Z_{h} / Z_{N}$, because of the bound (3.11);
(4) because of (3.8), either $j_{T}=N+1$ or the root of $\tau$ has scale $h-1$.

Hence, $A_{\varepsilon, \omega}^{T, N, h}$ can be bounded by an expression equal to the r.h.s. of (2.65), multiplied by a factor $Z_{h} Z_{h_{\mathbf{k}}} / Z_{j_{T}}^{2} \leq \gamma^{C \lambda^{2}\left[\left(j_{T}-h\right)+\left|j_{T}-h_{\mathbf{k}}\right|\right]}$, which takes into account the items (1)-(3) above. This factor can be absorbed in the sum over the scale labels, since all vertices have an "effective" positive dimension (see remark
before (2.66)). Then, by taking into account the remark in item (4) above, it is easy to show that

$$
\begin{equation*}
\left|A_{\varepsilon, \omega}^{T, N, h}(\mathbf{k})\right| \leq C \frac{\gamma^{-h_{\mathbf{k}}}}{Z_{h_{\mathbf{k}}}}\left(\gamma^{-\left(N-h_{\mathbf{k}}\right) / 4}+\gamma^{-\left(h_{\mathbf{k}}-h\right) / 4}\right) \tag{4.18}
\end{equation*}
$$

Let us now consider $A_{\varepsilon, \omega}^{T_{ \pm}, N, h}$. We still have some extra factors with respect to the bound (2.65), the same factor of item (1) above and a factor $\left(Z_{N} / Z_{j_{T}}\right)$, due to the partial field renormalization of $T_{ \pm}$; the product of these factors can be treated as before. We do not have anymore a condition like item (4) above, but we have to take into account that the running constant associated with the special vertex of type $T_{ \pm}$satisfies the bound (3.26). It follows that

$$
\begin{equation*}
\left|A_{\varepsilon, \omega}^{T_{ \pm}, N, h}(\mathbf{k})\right| \leq C \frac{\gamma^{-h_{\mathbf{k}}}}{Z_{h_{\mathbf{k}}}} \gamma^{-\left(N-h_{\mathbf{k}}\right) / 4} \tag{4.19}
\end{equation*}
$$

Let us now consider $A_{\varepsilon, \omega}^{\widetilde{z}, N, h}$ and let us suppose that $|\mathbf{k}|=\gamma^{h_{\mathbf{k}}}$, so that (see (2.19) and (2.23)) $\widehat{g}_{\omega}^{(j)}(\mathbf{k})=\left[D_{\omega}(\mathbf{k}) Z_{h_{\mathbf{k}}-1}\right]^{-1}$, if $j=h_{\mathbf{k}}$, while $\widehat{g}_{\omega}^{(j)}(\mathbf{k})=0$, if $j \neq h_{\mathbf{k}}$. This condition, which greatly simplifies the following discussion, is not really restrictive. In fact, since the external momentum $\mathbf{k}$ is fixed in this discussion, one could modify the definition (1.24) of the cutoff functions $f_{j}(\mathbf{p})$, by substituting it with $f_{j}\left(\mathbf{p} / p_{0}\right), p_{0}$ being a fixed positive number $\leq \gamma$, to be chosen so that $p_{0}^{-1}|\mathbf{k}|=\gamma^{h_{\mathbf{k}}}$, for some integer $h_{\mathbf{k}}$. Since our bounds would be clearly uniform in this new parameter and the removed cutoffs limit is independent of $\gamma$ (see §2.5), this procedure can not produce any trouble.

By using (4.15), we can write

$$
\begin{equation*}
A_{\varepsilon, \omega}^{\widetilde{z}, N, h}(\mathbf{k})=A_{\varepsilon, \omega}^{1, \widetilde{z}, N, h}(\mathbf{k})-\frac{\widehat{g}_{\omega}(\mathbf{k})}{Z_{N}}\left[\frac{1}{Z_{h_{\mathbf{k}}-1}} \sum_{i=h_{\mathbf{k}}}^{N-1} \widetilde{z}_{i}^{(\varepsilon)} Z_{i}\right] \tag{4.20}
\end{equation*}
$$

where $A_{\varepsilon, \omega}^{1, \widetilde{,}, N, h}$ contains the contributions to $A_{\varepsilon, \omega}^{\widetilde{z}, N, h}$ coming from trees with at least one $\lambda$ endpoint. Since $Z_{j-1}=Z_{j}\left(1+z_{j}\right)$ and $Z_{N-1}=Z_{N}$,

$$
\begin{equation*}
Z_{h_{\mathbf{k}}-1}-\sum_{j=h_{\mathbf{k}}}^{N-1} Z_{j} z_{j}=Z_{N} \tag{4.21}
\end{equation*}
$$

hence we can write

$$
\begin{equation*}
\sum_{i=h_{\mathbf{k}}}^{N-1} \frac{\widetilde{z}_{i}^{(\varepsilon)} Z_{i}}{Z_{N}}=\sum_{i=h_{\mathbf{k}}}^{N-1}\left(\widetilde{z}_{i}^{(\varepsilon)}-z_{i} \alpha_{\varepsilon, h, N}\right) \frac{Z_{i}}{Z_{N}}+\alpha_{\varepsilon, h, N}\left(\frac{Z_{h_{\mathbf{k}}-1}}{Z_{N}}-1\right) . \tag{4.22}
\end{equation*}
$$

The first term in the r.h.s. of (4.22) can be written as

$$
\begin{align*}
& \sum_{i=h_{\mathbf{k}}}^{N-1}\left(\widetilde{z}_{i}^{(\varepsilon)}-\alpha_{\varepsilon, h, N} z_{i}\right) \frac{Z_{i}}{Z_{N}}=\sum_{j=h}^{N-1}\left(\widetilde{z}_{j}^{(\varepsilon)}-\alpha_{\varepsilon, h, N} z_{j}\right) \frac{Z_{j}}{Z_{N}}-  \tag{4.23}\\
& -\sum_{j=h}^{h_{\mathbf{k}}-1}\left(\widetilde{z}_{j}^{(\varepsilon)}-\alpha_{\varepsilon, h, N} z_{j}\right) \frac{Z_{j}}{Z_{N}} \stackrel{\text { def }}{=}-\rho_{\varepsilon, h, N}+R_{\varepsilon}^{2, N, h}(\mathbf{k}),
\end{align*}
$$

where $\rho_{\varepsilon, h, N}$ is independent of $\mathbf{k}$ and satisfies, by (4.16), the bound

$$
\begin{equation*}
\left|\rho_{\varepsilon, h, N}\right| \leq C|\lambda| \sum_{j=h}^{N} \gamma^{-\left(\vartheta-c \bar{\lambda}_{h}^{2}\right)(N-j)} \leq C|\lambda| \tag{4.24}
\end{equation*}
$$

implying that there exists the limit $\rho_{\varepsilon}=\lim _{-h, N \rightarrow \infty} \rho_{\varepsilon, h, N}$. By an explicit computation one can show that $\rho_{-}=c_{2} \lambda+O\left(\lambda^{2}\right)$ and $\rho_{+}=c_{4}+O(\lambda)$, with $c_{2}$ and $c_{4}$ strictly positive constants. On the contrary, $R_{\varepsilon}^{2, N, h}(\mathbf{k})$ is vanishing for $-h, N \rightarrow \infty$; in fact

$$
\begin{equation*}
\left|R_{\varepsilon}^{2, N, h}(\mathbf{k})\right| \leq C|\lambda| \sum_{j=h}^{h_{\mathbf{k}}} \gamma^{-\left(\vartheta-c \bar{\lambda}_{h}^{2}\right)(N-j)} \leq C|\lambda| \gamma^{-(\vartheta / 2)\left(N-h_{\mathbf{k}}\right)} . \tag{4.25}
\end{equation*}
$$



Fig. 4.5. : The first two graphs are the graphical representation of $c_{2} \lambda$; the last is the graph for $c_{4}$.

By collecting all terms we get

$$
\begin{array}{r}
A_{\varepsilon, \omega}^{\widetilde{z}, N, h}(\mathbf{k})=A_{\varepsilon, \omega}^{1, \widetilde{z}, N, h}(\mathbf{k})-\alpha_{\varepsilon, N, h} \frac{\widehat{g}_{\omega}(\mathbf{k})}{Z_{N}}+  \tag{4.26}\\
+\left(\rho_{\varepsilon, N, h}+\alpha_{\varepsilon, N, h}\right) \widehat{g}_{\omega}^{\left(h_{\mathbf{k}}\right)}(\mathbf{k})-R_{\varepsilon}^{2, N, h}(\mathbf{k}) \widehat{g}_{\omega}^{\left(h_{\mathbf{k}}\right)}(\mathbf{k}),
\end{array}
$$

with $\left|R_{\varepsilon}^{2, N, h}(\mathbf{k}) \widehat{g}_{\omega}^{\left(h_{\mathbf{k}}\right)}(\mathbf{k})\right| \leq C|\lambda| \gamma^{-h_{\mathbf{k}}} Z_{h_{\mathbf{k}}}^{-1} \gamma^{-\vartheta\left(N-h_{\mathbf{k}}\right)}$.
We now consider $A^{1, \widetilde{z}, N, h}$ together to $A^{\widetilde{\lambda}, N, h}$. We proceed as in [BM3], formulas (161)-(165); to summarize, given a tree $\tau \in \mathcal{T}_{\lambda, n}, n \geq 1$, we can associate to it a tree $\tau^{\prime} \in \mathcal{T}_{z, n+1}$, substituting the endpoint $v^{*}$, on scale $j^{*}$, of type $\widetilde{\lambda}$ with an endpoint of type $\lambda$, and linking the endpoint $v^{*}$ to an endpoint of type $\widetilde{z}$. If we define

$$
\begin{equation*}
\widehat{G}_{\omega}^{2, N, h}(\mathbf{k}) \stackrel{\text { def }}{=} \widehat{g}_{\omega}^{\left(h_{\mathbf{k}}\right)}(\mathbf{k})+\sum_{j^{*}=h_{\mathbf{k}}}^{N} \lambda_{j^{*}} B_{\omega, j^{*}}^{2, N, h}(\mathbf{k}) \tag{4.27}
\end{equation*}
$$

then it is easy to check that

$$
\begin{align*}
A_{\varepsilon, \omega}^{\widetilde{\lambda}, N, h}(\mathbf{k}) & =\frac{Z_{h_{\mathbf{k}}-1}}{Z_{N}} \sum_{j^{*}=h_{\mathbf{k}}}^{N-1} \widetilde{\lambda}_{j^{*}}^{(\varepsilon)} B_{\omega, j^{*}}^{2, N, h}(\mathbf{k}), \\
A_{\varepsilon, \omega}^{1, \widetilde{z}, N, h}(\mathbf{k}) & =-\frac{Z_{h_{\mathbf{k}}-1}}{Z_{N}} \sum_{j^{*}=h_{\mathbf{k}}}^{N-1} \lambda_{j^{*}}\left(\frac{\sum_{i=h_{\mathbf{k}}}^{N-1} \widetilde{z}_{i}^{(\varepsilon)} Z_{i}}{Z_{h_{\mathbf{k}}-1}}\right) B_{\omega, j^{*}}^{2, N, h}(\mathbf{k}) . \tag{4.28}
\end{align*}
$$

Using (4.21) and the definitions of $\rho_{\varepsilon, h, N}$ and $R_{\varepsilon}^{2, N, h}(\mathbf{k})$, we get:

$$
\begin{align*}
& \widetilde{\lambda}_{j^{*}}^{(\varepsilon)}-\lambda_{j^{*}} \frac{\sum_{j=h_{\mathbf{k}}}^{N-1} \widetilde{z}_{j}^{(\varepsilon)} Z_{j}}{Z_{h_{\mathbf{k}}-1}}=\left(\widetilde{\lambda}_{j^{*}}^{(\varepsilon)}-\alpha_{\varepsilon} \lambda_{j^{*}}\right)+ \\
& +\lambda_{j^{*}} \frac{Z_{N}}{Z_{h_{\mathbf{k}}-1}}\left[\alpha_{\varepsilon, h, N}+\rho_{\varepsilon, h, N}-R_{\varepsilon}^{2, N, h}(\mathbf{k})\right] . \tag{4.29}
\end{align*}
$$

By the usual arguments, one can see that $\left|B_{\omega, j^{*}}^{2, N, h}(\mathbf{k})\right| \leq C \gamma^{-h_{\mathbf{k}}} Z_{h_{\mathbf{k}}}^{-1}\left(\gamma^{-\vartheta\left|j^{*}-h_{\mathbf{k}}\right|}\right)$; hence, by summing the two equations in (4.28), we get:
$A_{\varepsilon, \omega}^{\widetilde{\lambda}, N, h}(\mathbf{k})+A_{\varepsilon, \omega}^{1, \widetilde{z}, N, h}(\mathbf{k})=\left(\alpha_{\varepsilon, h, N}+\rho_{\varepsilon, h, N}\right)\left[\widehat{G}_{\omega}^{2, N, h}(\mathbf{k})-\widehat{g}_{\omega}^{\left(h_{\mathbf{k}}\right)}(\mathbf{k})\right]+R_{\varepsilon}^{3, N, h}(\mathbf{k})$,
where

$$
\begin{equation*}
R_{\varepsilon}^{3, N, h}(\mathbf{k}) \stackrel{\text { def }}{=} \frac{Z_{h_{\mathbf{k}}-1}}{Z_{N}} \sum_{j^{*}=h_{\mathbf{k}}}^{N} B_{\omega, j^{*}}^{2, N, h}(\mathbf{k})\left[\left(\widetilde{\lambda}_{j^{*}}^{(\varepsilon)}-\alpha_{\varepsilon, h, N} \lambda_{j^{*}}\right)-\frac{Z_{N}}{Z_{h_{\mathbf{k}}-1}} \lambda_{j^{*}} R_{\varepsilon}^{2, N, h}(\mathbf{k})\right] \tag{4.31}
\end{equation*}
$$

is bounded by $C|\lambda| \gamma^{-h_{\mathbf{k}}} Z_{h_{\mathbf{k}}}^{-1} \gamma^{-(\vartheta / 2)\left(N-h_{\mathbf{k}}\right)}$.
Finally, the summation of all terms in the r.h.s. of (4.17) gives

$$
\begin{equation*}
\widetilde{G}_{\varepsilon, \omega}^{2, N, h}(\mathbf{k})=-\alpha_{\varepsilon, h, N} \frac{g_{\omega}(\mathbf{k})}{Z_{N}}+\left(\alpha_{\varepsilon, h, N}+\rho_{\varepsilon, h, N}\right) G_{\omega}^{2, N, h}(\mathbf{k})+R_{\varepsilon}^{4, N, h}(\mathbf{k}) \tag{4.32}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|R_{\varepsilon}^{4, N, h}(\mathbf{k})\right| \leq C|\lambda| \frac{\gamma^{-h_{\mathbf{k}}}}{Z_{h_{\mathbf{k}}}}\left(\gamma^{-(\vartheta / 2)\left(h_{\mathbf{k}}-h\right)}+\gamma^{-(\vartheta / 2)\left(N-h_{\mathbf{k}}\right)}\right) . \tag{4.33}
\end{equation*}
$$

This ends the proof of Theorem 1.3.
4.2. Proof of Corollary 1.1. If we insert the identity (4.32) in the r.h.s. of (1.31) and we take the limit $h \rightarrow-\infty$, we get

$$
\begin{equation*}
\widehat{G}_{\omega}^{2, N}(\mathbf{k}) D_{\omega}(\mathbf{k})=\frac{B_{N}}{Z_{N}}-b_{N} \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \bar{\chi}_{N}(\mathbf{p}) \frac{\widehat{G}_{\omega}^{2, N}(\mathbf{k}-\mathbf{p})}{D_{-\omega}(\mathbf{p})}+H_{N, \omega}(\mathbf{k}), \tag{4.34}
\end{equation*}
$$

where $\bar{\chi}_{N}(\mathbf{p})$ is the function appearing in (1.30), $B_{N} \equiv\left(1-\lambda_{N} \sum_{\varepsilon} A_{\varepsilon, N} a_{\varepsilon, N}\right)[1-$ $\left.\lambda_{N} \sum_{\varepsilon} A_{\varepsilon, N}\left(a_{\varepsilon, N}+\rho_{\varepsilon, N}\right)\right]^{-1}, b_{N} \equiv \lambda_{N} A_{+, N}\left[1-\lambda_{N} \sum_{\varepsilon} A_{\varepsilon, N}\left(a_{\varepsilon, N}+\rho_{\varepsilon, N}\right)\right]^{-1}$ and $H_{N, \omega}(\mathbf{k})$ is a function satisfying the bound

$$
\begin{equation*}
\left|H_{N, \omega}(\mathbf{k})\right| \leq C|\lambda| Z_{h_{\mathbf{k}}}^{-1} \gamma^{-(\vartheta / 2)\left(N-h_{\mathbf{k}}\right)} \tag{4.35}
\end{equation*}
$$

On the other hand, by (2.67), there is a function $f(\lambda)$, independent of $\mathbf{k}$, such that

$$
\begin{equation*}
\widehat{G}_{\omega}^{2, N}(\mathbf{k})=\frac{|\mathbf{k}|^{\eta_{z}}}{D_{\omega}(\mathbf{k})} F_{N}(\mathbf{k}) \quad, \quad F_{N}(\mathbf{k})=f(\lambda)+O\left(\gamma^{-N}|\mathbf{k}|\right)^{\vartheta} ; \tag{4.36}
\end{equation*}
$$

hence, we can rewrite (4.34) as

$$
\begin{equation*}
|\mathbf{k}|^{\eta_{z}} F_{N}(\mathbf{k})=\frac{B_{N}}{Z_{N}}+b_{N} \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \bar{\chi}_{N}(\mathbf{p}+\mathbf{k})|\mathbf{p}|^{\eta_{z}} \frac{F_{N}(\mathbf{p})}{D_{-\omega}(\mathbf{p}+\mathbf{k}) D_{\omega}(\mathbf{p})}+H_{N, \omega}(\mathbf{k}) \tag{4.37}
\end{equation*}
$$

and, subtracting the equation with $\mathbf{k}=0$, we obtain

$$
\begin{align*}
& |\mathbf{k}|^{\eta_{z}} F_{N}(\mathbf{k})=b_{N} \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \frac{|\mathbf{p}|^{\eta_{z}}}{D_{\omega}(\mathbf{p})} F_{N}(\mathbf{p})\left[\frac{\bar{\chi}_{N}(\mathbf{k}+\mathbf{p})}{D_{-\omega}(\mathbf{k}+\mathbf{p})}-\frac{\bar{\chi}_{N}(\mathbf{p})}{D_{-\omega}(\mathbf{p})}\right]+ \\
& +H_{N ; \omega}(\mathbf{k})-H_{N, \omega}(0) . \tag{4.38}
\end{align*}
$$

The integral can be written as the sum of two terms

$$
\begin{align*}
& \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \frac{|\mathbf{p}|^{\eta_{z}}}{|\mathbf{p}|^{2}} F_{N}(\mathbf{p}) \bar{\chi}_{N}(\mathbf{k}+\mathbf{p}) \frac{D_{-\omega}(\mathbf{k})}{D_{-\omega}(\mathbf{k}+\mathbf{p})}- \\
& -\int \frac{d \mathbf{p}}{(2 \pi)^{2}} \frac{|\mathbf{p}|^{\eta_{z}}}{|\mathbf{p}|^{2}} F_{N}(\mathbf{p})\left[\bar{\chi}_{N}(\mathbf{k}+\mathbf{p})-\bar{\chi}_{N}(\mathbf{p})\right] \tag{4.39}
\end{align*}
$$

and the second addend is vanishing in the $N \rightarrow \infty$ limit, as it can be written as

$$
\begin{equation*}
\gamma^{\eta_{z} N} \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \frac{|\mathbf{p}|^{\eta_{z}}}{|\mathbf{p}|^{2}} F_{N}(\mathbf{p})\left[\bar{\chi}_{0}\left(\gamma^{-N} \mathbf{k}+\mathbf{p}\right)-\bar{\chi}_{0}(\mathbf{p})\right] \tag{4.40}
\end{equation*}
$$

and $\bar{\chi}_{0}\left(\gamma^{-N} \mathbf{k}+\mathbf{p}\right)-\bar{\chi}_{0}(\mathbf{p})$ is $O\left(\gamma^{-N}|\mathbf{k}|\right)$ and with compact support. On the other hand, by (4.36), the integral we obtain, if we substitute $F_{N}(\mathbf{p})$ with $f(\lambda)$, is vanishing as $N \rightarrow \infty$. Hence, in the limit $N \rightarrow \infty$ we get the identity:

$$
\begin{equation*}
|\mathbf{k}|^{\eta_{z}}=b_{\infty} \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \frac{|\mathbf{p}|^{\eta_{z}}}{|\mathbf{p}|^{2}} \frac{D_{-\omega}(\mathbf{k})}{D_{-\omega}(\mathbf{k}+\mathbf{p})}=\frac{b_{\infty}}{2 \pi} \int_{0}^{\infty} \frac{d \rho}{\rho^{1-\eta_{z}}} \int_{0}^{2 \pi} \frac{d \vartheta}{2 \pi} \frac{|\mathbf{k}|}{|\mathbf{k}|+\rho e^{i \vartheta}}, \tag{4.41}
\end{equation*}
$$

that is

$$
\begin{equation*}
1=\frac{b_{\infty}}{2 \pi} \int_{0}^{\infty} \frac{d \rho}{\rho^{1-\eta_{z}}} \int_{0}^{2 \pi} \frac{d \vartheta}{2 \pi} \frac{1}{1+\rho e^{i \vartheta}}=\frac{b_{\infty}}{2 \pi} \int_{0}^{1} \frac{d \rho}{\rho^{1-\eta_{z}}}=\frac{b_{\infty}}{2 \pi \eta_{z}} \tag{4.42}
\end{equation*}
$$

which proves (1.36).
4.3. Proof of Theorem 2.1. The Beta function equations for the running coupling or renormalization constants are

$$
\begin{align*}
\lambda_{j-1} & =\lambda_{j}+\beta_{\lambda}^{j}\left(\lambda_{j}, \ldots, \lambda_{N}\right) \\
\frac{Z_{j-1}}{Z_{j}} & =1+\beta_{z}^{(j)}\left(\lambda_{j}, . ., \lambda_{N}\right) \\
\frac{Z_{j-1}^{(2)}}{Z_{j}^{(2)}} & =1+\beta_{z_{2}}^{(j)}\left(\lambda_{j}, \ldots, \lambda_{N}\right)  \tag{4.43}\\
\frac{\mu_{j-1}}{\mu_{j}} & =1+\sum_{k \geq j} \frac{\mu_{k}}{\mu_{j}} \beta_{\mu}^{(j, k)}\left(\lambda_{j}, . ., \lambda_{N}\right)
\end{align*}
$$

with $\beta_{z}^{(j)}, \beta_{z_{2}}^{(j)}, \beta_{\mu}^{(j, k)}$ independent from $\mu$ and, if $a_{\mu}, a_{z}, a_{z_{2}}$ are suitable positive constants,

$$
\begin{align*}
& \beta_{\mu}^{(j, k)}\left(\lambda_{j}, . . \lambda_{j}\right)=a_{\mu} \lambda_{j} \delta_{j, k}+O\left(\bar{\lambda}_{j}^{2}\right), \\
& \beta_{z}^{(j)}\left(\lambda_{j}, . ., \lambda_{j}\right)=a_{z} \lambda_{j}^{2}+O\left(\bar{\lambda}_{j}^{4}\right),  \tag{4.44}\\
& \beta_{z_{2}}^{(j)}\left(\lambda_{j}, . ., \lambda_{j}\right)=a_{z_{2}} \lambda_{j}^{2}+O\left(\bar{\lambda}_{j}^{4}\right) . \tag{4.45}
\end{align*}
$$

Moreover, these functions do not depend directly of $Z_{N}$, but only depend on the ratios $Z_{j-1} / Z_{j}, j \leq N$; hence the value of $\lambda_{j}$ is a function of $\lambda_{N}=\lambda$ and the number of RG steps needed to reach scale $j$ starting from scale $N$. It follows that, if we call $\widehat{\lambda}_{j}, j \leq 0$, the constants we get for $N=0$, then, for any $N>0$ and $j \leq N, \lambda_{j}=\widehat{\lambda}_{j-N}$. The problem with $N=0$ was studied in detail in [BM4], where it has been proved (see Theorem 2 of that paper) that there exist constants $c_{1}, \varepsilon_{1}$ (independent of $\left.N, h\right)$, such that, if $|\lambda| \leq \varepsilon_{1}$, then $\left|\lambda_{j}\right| \leq c_{1} \varepsilon_{1}$ for any $j$. The proof of this statement is based on the analogue of SDe equation (1.31) for the four point function; if the momenta are calculated at the infrared cut-off scale $\gamma^{j}$, a relation is obtained between $\lambda_{j}$ and $\lambda$ implying that $\lambda_{j}=\lambda+O\left(\lambda^{2}\right)$. This properties implies, see (3.48) of [BM3], that

$$
\begin{equation*}
\left|\beta_{\lambda}^{j}\left(\lambda_{j}, \ldots, \lambda_{j}\right)\right| \leq C\left|\lambda_{j}\right|^{2} \gamma^{-(N-j) / 4} \tag{4.46}
\end{equation*}
$$

From (4.43) and (4.46) one gets immediately, see $\S 4.10$ of [BM1], the bound (2.29) with $\lambda_{-\infty}(\lambda)=\lambda+O\left(\lambda^{2}\right)$ together with $\left|\log _{\gamma}\left(Z_{j-1} / Z_{j}\right)-\eta_{z}\right| \leq C \lambda^{2} \gamma^{-(N-j) / 4}$, $\left|\log _{\gamma}\left(\mu_{j-1} / \mu_{j}\right)-\eta_{\mu}\right| \leq C|\lambda| \gamma^{-(N-j) / 4}$; finally by the WTi (1.26) with momenta calculated at the infrared cut-off scale $\gamma^{j}$ one gets, see $[\mathrm{BM} 2],\left|Z_{j}^{(2)} / Z_{j}-1\right| \leq$ $C|\lambda|$.

## 5. Lattice Wilson fermions

We prove now Theorem 1.4 for the lattice model (1.37); in this model the momentum $\mathbf{k}$ belongs to the two-dimensional torus $\mathcal{D}_{a}$ of size $2 \pi / a$ and we shall denote by $\left|\mathbf{k}-\mathbf{k}^{\prime}\right|$ the corresponding distance.

To begin with, we define $\bar{f}(\mathbf{k})$ so that

$$
\begin{equation*}
C_{N}^{-1}(\mathbf{k})+\bar{f}(\mathbf{k})=1 \tag{5.1}
\end{equation*}
$$

where $C_{N}^{-1}(\mathbf{k})=\sum_{j=-\infty}^{N} f_{j}(\mathbf{k})$, with $f_{j}(\mathbf{k})$ as in (1.10); since $C_{N}^{-1}(\mathbf{k})=0$ for $|\mathbf{k}| \geq \gamma^{N+1}=\pi /(4 a)$, the support of the function $\bar{f}(\mathbf{k})$ is given by the set $\{\mathbf{k}:|\mathbf{k}-\pi / a| \leq 3 \pi / 4 a\}$. Therefore, it is possible to decompose the propagator $\widehat{r}_{\omega, \omega^{\prime}}(\mathbf{k})$, defined in (1.38), as

$$
\begin{equation*}
\widehat{r}_{\omega, \omega^{\prime}}(\mathbf{k})=\widehat{r}_{\omega, \omega^{\prime}}^{(\leq N)}(\mathbf{k})+\widehat{r}_{\omega, \omega^{\prime}}^{(N+1)}(\mathbf{k}) \tag{5.2}
\end{equation*}
$$

with $\widehat{r}_{\omega, \omega^{\prime}}^{(\leq N)}(\mathbf{k})=C_{N}^{-1}(\mathbf{k}) \widehat{r}_{\omega, \omega^{\prime}}(\mathbf{k})$ and $\widehat{r}_{\omega, \omega^{\prime}}^{(N+1)}(\mathbf{k})=\bar{f}(\mathbf{k}) \widehat{r}_{\omega, \omega^{\prime}}(\mathbf{k})$. Note that

$$
\begin{equation*}
\left|r_{\omega, \omega^{\prime}}^{(N+1)}(\mathbf{x})\right| \leq C \gamma^{N} e^{-c \sqrt{\gamma^{N}|\mathbf{x}|}} \tag{5.3}
\end{equation*}
$$

since the function $\bar{f}(\mathbf{k})$ is a Gevrais function of class 2 , with a compact support of size $a^{-2}$, and $\left[1-\cos \left(k_{0} a\right)+1-\cos (k a)\right] / a \geq \tilde{C} a^{-1}=C \gamma^{N}$ on its support.

We can therefore write the Generating function (1.40) as

$$
\begin{align*}
& \int P_{Z_{N+1}, \widehat{\mu}_{N+1}, C_{N}}\left(d \psi^{(\leq N)}\right) P_{Z_{N+1}, \widehat{\mu}_{N+1}, \bar{f}}\left(d \psi^{(N+1)}\right) \\
& \exp \left\{-\lambda_{N+1} Z_{N+1}^{2} V(\psi)+\nu_{N+1} Z_{N+1} N(\psi)\right\}  \tag{5.4}\\
& \cdot \exp \left\{Z_{N+1}^{(2)} \sum_{\omega} \int d \mathbf{x} J_{\mathbf{x}, \omega} \psi_{\mathbf{x}, \omega}^{+} \psi_{\mathbf{x}, \omega}^{-}+\sum_{\omega} \int d \mathbf{x}\left[\varphi_{\mathbf{x}, \omega}^{+} \psi_{\mathbf{x}, \omega}^{-}+\psi_{\mathbf{x}, \omega}^{+} \varphi_{\mathbf{x}, \omega}^{-}\right]\right\}
\end{align*}
$$

where $Z_{N+1}=Z_{a}, Z_{N+1}^{(2)}=Z_{a}^{(2)}, \lambda_{N+1}=\lambda_{a}, \nu_{N+1}=\nu_{a}, \mu_{N+1}(\mathbf{k})=\mu_{a}(\mathbf{k})$ and $\psi=\psi^{(\leq N)}+\psi^{(N+1)}$.

The integration in (5.4) is performed iteratively in a way very similar to that used for the integration in (1.13); the only difference is that we have one more step to do, associated with the measure $P_{Z_{N+1}, \widehat{\mu}_{N+1}, \bar{f}}\left(d \psi^{(N+1)}\right)$. However, thanks to the bound (5.3), this step gives no trouble, in the sense that the effective potential following from it differs from the local one of (1.13) only for small irrelevant terms, so that the subsequent integration steps are essentially identical, except for the presence in the effective potential of a term proportional to $N(\psi)$ and in the renormalized free measure of a non diagonal term proportional to $\left[1-\cos \left(k_{0} a\right)+1-\cos (k a)\right] / a$. Hence, after the fields of scale $N+1, N, . ., j+1$ are integrated, (5.4) can be written as

$$
\begin{equation*}
e^{-L^{2} \bar{E}_{j}} \int P_{\tilde{Z}_{j}, \widehat{\mu}_{j}, C_{j}}\left(d \psi^{(\leq j)}\right) e^{-\overline{\mathcal{V}}^{(j)}\left(\sqrt{Z_{j}} \psi^{(\leq j)}\right)+\overline{\mathcal{B}}^{(j)}\left(\sqrt{Z_{j} \psi^{(\leq j)}}, \varphi, J\right)} \tag{5.5}
\end{equation*}
$$

where $\int P_{\tilde{Z}_{j}, \widehat{\mu}_{j}, C_{j}}$ is the integration with propagator given by $\tilde{Z}_{j}(\mathbf{k})^{-1} \widehat{r}_{\omega, \omega^{\prime}}(\mathbf{k})$, whose expression is obtained from that of $Z_{a}^{-1} \widehat{r}_{\omega, \omega^{\prime}}^{(\leq N)}(\mathbf{k})$ by replacing $Z_{a}, \mu_{a}(\mathbf{k})$, $C_{N}(\mathbf{k})$ with $\tilde{Z}_{j}(\mathbf{k}), \widehat{\mu}_{j}(\mathbf{k}), C_{j}(\mathbf{k}) ; \overline{\mathcal{V}}^{(j)}, \overline{\mathcal{B}}^{(j)}$ very similar to the analogous quantities in $\S 2$, up to some obvious modifications that we now discuss.

The function $\widehat{\mu}_{j}(\mathbf{k})$, as we shall explain better below, is the sum of a term proportional to $\left[1-\cos \left(k_{0} a\right)+1-\cos (k a)\right] / a$ and another one proportional to $\mu$, that we shall call $\tilde{\mu}_{j}(\mathbf{k})$, as it will play the same role of the function with the same name in the continuum model. This allows us to define all localization operators as in $\S 2$, except $\mathcal{L}_{1}$, which is defined as

$$
\begin{equation*}
\mathcal{L}_{1} \widehat{W}_{2, \omega, \omega^{\prime}}^{(h)}(\mathbf{k})=\frac{1}{4} \sum_{\eta, \eta^{\prime}= \pm 1} \widehat{W}_{2, \omega, \omega^{\prime}}^{(h)}\left(\overline{\mathbf{k}}_{\eta \eta^{\prime}}\right)\left[\eta \frac{\sin k_{0} a}{\sin \frac{\pi a}{L}}+\eta^{\prime} \frac{\sin k a}{\sin \frac{\pi a}{L}}\right] \tag{5.6}
\end{equation*}
$$

in order to take into account the lattice structure of the space coordinates; hence the localization procedure is essentially unchanged. However, since the operator $\mathcal{P}_{0}$ does not cancel the non diagonal part of the propagator, which is even in the momentum (while the diagonal one is odd), extra terms are produced by the action of the $\mathcal{L}$ operator with respect to the ones in (2.10). It follows that

$$
\begin{equation*}
\mathcal{L} \widehat{W}_{2, \omega, \omega}^{(j)}=\mathcal{L}_{1} \mathcal{P}_{0} \widehat{W}_{2, \omega, \omega}^{(j)}, \quad \mathcal{L} \widehat{W}_{2, \omega,-\omega}^{(j)}=\mathcal{L}_{0} \mathcal{P}_{0} \widehat{W}_{2, \omega,-\omega}^{(j)}+\mathcal{L}_{0} \mathcal{P}_{1} \widehat{W}_{2, \omega,-\omega}^{(j)}, \tag{5.7}
\end{equation*}
$$

and this implies that we can write

$$
\begin{equation*}
\mathcal{L} \mathcal{V}^{(j)}\left(\psi^{[h, j]}\right)=z_{j} F_{\zeta}^{[h, j]}+\left(s_{j}+\gamma^{j} n_{j}\right) F_{\sigma}^{[h, j]}+l_{j} F_{\lambda}^{[h, j]}, \tag{5.8}
\end{equation*}
$$

where $\gamma^{j} n_{j}=\mathcal{L}_{0} \mathcal{P}_{0} \widehat{W}_{2, \omega,-\omega}^{(j)}$, while $s_{j}=\mathcal{L}_{0} \mathcal{P}_{1} \widehat{W}_{2, \omega,-\omega}^{(j)}$, as in (2.9)-(2.10). The proof of (5.7) follows by induction from the remark that $\widehat{W}_{2, \omega, \omega}^{(j)}$ is given by the sum of graphs with

1. either an even number of $\nu$ vertices, an even number of non diagonal propagators and an odd number of diagonal propagators;
2. or an odd number of $\nu$ vertices, an odd number of non diagonal propagators and an odd number of diagonal propagators.
Moreover $\widehat{W}_{2, \omega,-\omega}^{(j)}$ is given by the sum of graphs with
3. either an even number of $\nu$ vertices, an odd number of non diagonal propagators and an even number of diagonal propagators;
4. or an odd number of $\nu$ vertices, an even number of non diagonal propagators and an even number of diagonal propagators.
The renormalization of the free measure is done exactly as in $\S 2$, see (2.19), that is we do not put the term proportional to $n_{j}$ in the free measure, but we define a new running coupling constant $\nu_{j}=n_{j}\left(Z_{j} / Z_{j-1}\right)$. It follows that the rescaled potential $\widehat{\mathcal{V}}^{(j)}\left(\psi^{(\leq j)}\right)$ differs from that of (2.26) because its local part contains the term $\gamma^{j} \nu_{j} F_{\sigma}^{(\leq j)}$, that is it is equal to $\lambda_{j} F_{\lambda}^{[h, j]}+\gamma^{j} \nu_{j} F_{\sigma}^{(\leq j)}$ One then performs the integration with respect to $\psi^{(j)}$, whose propagator is of the form

$$
\frac{1}{\tilde{Z}_{j}(\mathbf{k})} \widehat{r}_{\omega, \omega^{\prime}}^{(\mathbf{k})} \stackrel{\tilde{d}_{j}(\mathbf{d e f}}{=} \frac{1}{\tilde{Z}_{j}(\mathbf{k})} \frac{\tilde{f}_{j}(\mathbf{k})}{e_{+}(\mathbf{k}) e_{-}(\mathbf{k})-\mu_{j}^{2}(\mathbf{k})}\left(\begin{array}{cc}
e_{-}(\mathbf{k}) & -\widehat{\mu}_{j}(\mathbf{k})  \tag{5.9}\\
-\widehat{\mu}_{j}(\mathbf{k}) & e_{+}(\mathbf{k})
\end{array}\right)_{\omega, \omega^{\prime}},
$$

with $\widehat{\mu}_{j}(\mathbf{k})=\tilde{\mu}_{j}(\mathbf{k})+\left[Z_{N+1} / \tilde{Z}_{j}(\mathbf{k})\right]\left[1-\cos \left(k_{0} a\right)+1-\cos (k a)\right] / a, \tilde{\mu}_{j}(\mathbf{k})$ being a function equal to $\mu$ for $j=N+1 ; \tilde{Z}_{j}(\mathbf{k})$ and $\tilde{\mu}_{j}(\mathbf{k})$ satisfy the recursion relations (2.19).

In order to control the RG expansion we have to prove that $\bar{\lambda}_{h} \equiv \max _{h \leq j \leq N+1}$ $\left|\lambda_{j}\right|$ and $\bar{\nu}_{h} \equiv \max _{h \leq j \leq N+1}\left|\nu_{j}\right|$ stay small, if $\lambda_{a}$ is small enough and $\nu_{a}$ is suitably chosen. This can be proved by noting that the propagator (5.9) can be written as

$$
\begin{equation*}
\tilde{Z}_{j}(\mathbf{k})^{-1} \widehat{r}_{\omega, \omega^{\prime}}^{(j)}(\mathbf{k})=\widehat{g}_{\omega, \omega^{\prime}}^{(j)}(\mathbf{k})+\widehat{g}_{\omega, \omega^{\prime}}^{R,(j)}(\mathbf{k}), \tag{5.10}
\end{equation*}
$$

where $\widehat{g}_{\omega, \omega^{\prime}}^{(j)}(\mathbf{k})$ has exactly the same form as the single scale propagator appearing in the multiscale integration of (1.22), see (2.22). We shall prove below that the flow of the running couplings and the free measure can be controlled as in §2, if the value of $\nu_{a}$ is suitable chosen. This implies that there is minimal $h^{*}$, such that, as far as $j>h^{*},\left|\tilde{\mu}_{j}(\mathbf{k})\right| \leq \gamma^{j}$, so that, as it is easy to check,

$$
\begin{equation*}
\left|g_{\omega, \omega^{\prime}}^{R,(j)}(\mathbf{x}, \mathbf{y})\right| \leq C \gamma^{-(N-j)} \gamma^{j} e^{-c \sqrt{\gamma^{j}|\mathbf{x}-\mathbf{y}|}} \tag{5.11}
\end{equation*}
$$

By (5.10) and (5.11) we see that the single scale propagators of the lattice model are equal to those of the continuum model, of course with different $\tilde{Z}_{j}(\mathbf{k})$ and $\tilde{\mu}_{j}(\mathbf{k})$ functions, up to a correction which is vanishing in the limit $N \rightarrow \infty$.

By using the above decomposition, the flow equation for $\lambda_{j}$ can be written, for $j \leq N+1$, as

$$
\begin{align*}
\lambda_{j-1}= & \lambda_{j}+\tilde{\beta}_{\lambda}^{j}\left(\lambda_{N}, \ldots, \lambda_{j}\right)+r_{\lambda}^{j}\left(\lambda_{a}, \lambda_{N}, \ldots, \lambda_{j}\right) \\
& +\sum_{k \geq j} \nu_{k} \tilde{\beta}_{\lambda}^{j, k}\left(\lambda_{a}, \nu_{a}, \lambda_{N}, \nu_{N}, \ldots, \lambda_{j}, \nu_{j}\right) \tag{5.12}
\end{align*}
$$

where the functions in the r.h.s. can be represented as sums over trees similar to those of (2.28); in particular, we have included the sum over all trees with at least one $\nu$-endpoint in the last term in the r.h.s. of (5.12) and we have split the sum of all trees with no $\nu$-endpoint as $\tilde{\beta}_{\lambda}^{j}+r_{\lambda}^{j}$, where $\tilde{\beta}_{\lambda}^{j}$ contains the trees with propagator $g_{\omega, \omega^{\prime}}^{(j)}, j \leq N$ (the decomposition (5.10) is used), while all other terms are included in $r_{\lambda}^{j}$. The fact that the contribution of a single tree satisfies a bound similar to that of (2.36), with $d_{v}>0$ for any $v$, easily implies that, if $\left|\nu_{j}\right| \leq C\left|\lambda_{a}\right|$ for any $j$,

$$
\begin{equation*}
\left|\tilde{\beta}_{\lambda}^{j, k}\right| \leq C \bar{\lambda}_{j} \gamma^{-(k-j) / 4} \quad, \quad\left|r_{\lambda}^{j}\right| \leq C \bar{\lambda}_{j}^{2} \gamma^{-(N-j) / 4} \tag{5.13}
\end{equation*}
$$

On the other hand the only difference between $\tilde{\beta}_{\lambda}^{j}\left(\lambda_{N}, \ldots, \lambda_{j}\right)$ and the function $\beta_{\lambda}^{j}\left(\lambda_{N}, \ldots, \lambda_{j}\right)$ in (4.43) comes from the fact that in the continuum model the delta function of conservation of momenta is $L^{2} \delta_{k, 0} \delta_{k_{0}, 0}$, while in the lattice model is $L^{2} \sum_{n, m \in Z^{2}} \delta_{k, 2 \pi n / a} \delta_{k_{0}, 2 \pi m / a}$. However, the difference between the two delta functions has no effect on the local part $\mathcal{L V ^ { N }}$, because of the compact support of $\psi \leq N$ and only slightly affects the non local terms. To see that, let us consider a particular tree $\tau$ and a vertex $v \in \tau$ of scale $h_{v}$ with $2 n$ external fields of space momenta $\mathbf{k}_{i}$; the conservation of momentum implies that $\sum_{i} \varepsilon_{i} \mathbf{k}_{i}=$ $\mathbf{m} \frac{2 \pi}{a}$, with $m$ an arbitrary integer. On the other hand, $\mathbf{k}_{i}$ is of order $\gamma^{h_{v}}$ for any $i$, hence $m$ can be different from 0 only if $n$ is of order $\gamma^{N-h_{v}}$. Since the number of endpoints following a vertex with $2 n$ external fields is greater or equal to $n-1$ and there is a small factor (of order $\bar{\lambda}_{j}$ ) associated with each endpoint, we get an improvement, in the bound of the terms with $|m|>0$, with respect to the others, of a factor $\exp \left(-C \gamma^{N-h_{v}}\right)$. Hence, by using the remark preceding (5.13), it is easy to show that

$$
\begin{equation*}
\tilde{\beta}_{\lambda}^{j}\left(\lambda_{N}, \ldots, \lambda_{j}\right)=\beta_{\lambda}^{j}\left(\lambda_{N}, \ldots, \lambda_{j}\right)+\widehat{\beta}_{\lambda}^{j}\left(\lambda_{N}, \ldots, \lambda_{j}\right) \tag{5.14}
\end{equation*}
$$

where $\left|\beta_{\lambda}^{j}\left(\lambda_{N}, \ldots, \lambda_{j}\right)\right| \leq C \bar{\lambda}_{j}^{2} \gamma^{-(N-j) / 4}$ for a suitable constant $C$ and $\beta_{\lambda}^{j}\left(\lambda_{N}, \ldots, \lambda_{j}\right)$ is the beta function for the continuum model, verifying the crucial bound (4.46).

In the same way the flow equation for $\nu_{j}$

$$
\begin{equation*}
\nu_{j-1}=\gamma \nu_{j}+\beta_{\nu}^{(j)}\left(\lambda_{a}, \nu_{a} ; \lambda_{N}, \nu_{N} ; \ldots ; \lambda_{j}, \nu_{j}\right) \tag{5.15}
\end{equation*}
$$

can be written, for $j \leq N+1$, as

$$
\begin{align*}
& \nu_{j-1}=\gamma \nu_{j}+\beta_{\nu}^{(1, j)}\left(\lambda_{a}, \lambda_{N}, \ldots, \lambda_{j}\right)+  \tag{5.16}\\
& +\sum_{k \geq j} \nu_{k} \tilde{\beta}_{\nu}^{(j, k)}\left(\lambda_{a}, \nu_{a}, \lambda_{N}, \nu_{N}, \ldots, \lambda_{j}, \nu_{j}\right)
\end{align*}
$$

where $\beta_{\nu}^{(j, 1)}$ is a sum over trees with no endpoints of type $\nu$. By using the decomposition (5.10), the parity properties of $g_{\omega, \omega^{\prime}}^{(j)}(\mathbf{x}, \mathbf{y})$ and the remark preceding (5.13), we get the bounds

$$
\begin{equation*}
\left|\beta_{\nu}^{(1, j)}\right| \leq C\left|\lambda_{a}\right| \gamma^{-(N-j) / 4} \quad, \quad\left|\tilde{\beta}_{\nu}^{(j, k)}\right| \leq C\left|\lambda_{a}\right| \gamma^{-(k-j) / 4} \tag{5.17}
\end{equation*}
$$

From the above properties we can show that it is possible to choose $\nu_{a}=\nu_{N+1}$ so that $\nu_{j}=O\left(\lambda_{a} \gamma^{-(N-j) / 8}\right)$ and $\lambda_{j}$ stays close to $\lambda_{a}$; the proof is quite standard and it is essentially identical to the one in [BM1] or [GiM], so we just sketch it below.
Lemma 5.1. For any given $\lambda_{N+1}$ small enough, it is always possible to fix $\nu_{N+1}$ so that, for any $j \leq N+1$,

$$
\begin{equation*}
\left|\nu_{j}\right| \leq C\left|\lambda_{a}\right| \gamma^{-(N-j) / 8}, \quad\left|\lambda_{j}-\lambda_{a}\right| \leq C \lambda_{a}^{2} \tag{5.18}
\end{equation*}
$$

Proof. We consider the Banach space $\mathcal{M}_{\xi}$ of sequences $\underline{\nu}=\left\{\nu_{j}\right\}_{j \leq N+1}$ such that

$$
\begin{equation*}
\|\underline{\nu}\|_{\xi}=\sup _{j \leq N+1} \gamma^{(N-j) / 8}\left|\nu_{j}\right| \leq \xi\left|\lambda_{a}\right|, \tag{5.19}
\end{equation*}
$$

with $\xi$ to be fixed later. From (5.12), (5.13) and (4.46) it follows, see $\S 4$ of [BM1] or Appendix 5 of $[\mathrm{GiM}]$ for details, that there exists $\varepsilon_{0}$ such that, if both $\left|\lambda_{a}\right|$ and $\xi\left|\lambda_{a}\right|$ are smaller than $\varepsilon_{0}$, then, for any $\underline{\nu}, \underline{\nu}^{\prime} \in \mathcal{M}_{\xi}$,

$$
\begin{equation*}
\left|\lambda_{j}(\underline{\nu})-\lambda_{a}\right| \leq C \lambda_{a}^{2} \quad, \quad\left|\lambda_{j}(\underline{\nu})-\lambda_{j}\left(\underline{\nu}^{\prime}\right)\right| \leq C\left|\lambda_{a}\right|\left|\underline{\nu}-\underline{\nu}^{\prime}\right| \|_{\xi} . \tag{5.20}
\end{equation*}
$$

We want to show that it is possible to choose $\nu_{N+1}$ so that $\underline{\nu} \in \mathcal{M}_{\xi}$. Note that $\underline{\nu}$ verifies the equation (5.15) and, if $\underline{\nu} \in \mathcal{M}_{\xi}, \lim _{j \rightarrow-\infty} \nu_{j}=0$; by some simple algebra, this implies that

$$
\begin{equation*}
\nu_{j}=-\sum_{k \leq j} \gamma^{k-j-1} \beta_{\nu}^{(k)}\left(\lambda_{a}, \nu_{a} ; \lambda_{N}, \nu_{N} ; \ldots ; \lambda_{j}, \nu_{j}\right) \tag{5.21}
\end{equation*}
$$

Hence, we look for a fixed point of the operator $\mathbf{T}: \mathcal{M}_{\xi} \rightarrow \mathcal{M}_{\xi}$ defined as

$$
\begin{equation*}
\mathbf{T}(\underline{\nu})_{j} \stackrel{\text { def }}{=}-\sum_{k \leq j} \gamma^{k-j-1} \beta_{\nu}^{(k)}\left(\lambda_{a}, \nu_{a}, \lambda_{N}(\underline{\nu}), \nu_{N}, . ., \lambda_{j}(\underline{\nu}), \nu_{j}\right) \tag{5.22}
\end{equation*}
$$

By (5.15) and (5.17) we find

$$
\begin{equation*}
\left|\mathbf{T}(\underline{\nu})_{j}\right| \leq \sum_{k \leq j} C\left|\lambda_{a}\right| \gamma^{-(j-k)} \gamma^{-(N-k) / 8} \leq c_{0}\left|\lambda_{a}\right| \gamma^{-(N-j) / 8} . \tag{5.23}
\end{equation*}
$$

Hence the operator $\mathbf{T}: \mathcal{M}_{\xi} \rightarrow \mathcal{M}_{\xi}$ leaves $\mathcal{M}_{\xi}$ invariant, if $\xi \geq c_{0}$ and $\lambda_{a}$ is sufficiently small, and it is also a contraction since $\left|\mathbf{T}(\underline{\nu})_{j}-\mathbf{T}\left(\underline{\nu}^{\prime}\right)_{j}\right| \leq C\left|\lambda_{a}\right| \mid \nu-$ $\nu^{\prime} \|_{\xi}$. It follows that there is a unique fixed point in $\mathcal{M}_{\xi}$, satisfying the flow equation (5.15).

An important consequence of the bound (4.46) is that, if we construct as in $\S 2$ the Schwinger functions, by imposing the normalization conditions (2.30), we get, as $N \rightarrow \infty$, exactly the same expansion in terms of trees, containing only $\lambda$ endpoints with a fixed coupling constant $\tilde{\lambda}_{-\infty}\left(\lambda_{a}\right)=\lim _{j \rightarrow-\infty} \lambda_{j}$; in fact, the trees containing at least one $\nu$ vertex vanish in this limit.

By a fixed point argument, one can show that we can fix $\lambda_{a}$ so that $\tilde{\lambda}_{-\infty}\left(\lambda_{a}\right)$ has the same value as $\lambda_{-\infty}(\lambda)$ in the continuum model; this remark completes the proof of Theorem 1.4.

## A. Osterwalder-Schrader axioms

Osterwalder-Schrader axioms were partially stated in [OS1] and completed in [OS2] by the "linear growth property". We show here that they are satisfied by the Schwinger functions of our model.
A.1. Linear growth condition and Clustering. In order to verify the linear growth property, see the bound (4.1) of [OS2], for $s=3$, let us consider the space $\mathcal{S}_{0}\left(\mathbb{R}^{2 k}\right)$ of the test functions such that, for any $m \in \mathbb{N}$,

$$
\begin{equation*}
\|f\|_{m} \stackrel{\text { def }}{=} \sup _{\substack{\underline{\mathbf{x}} \in \mathbb{R}^{2 k} \\ \mid \underline{\underline{1} \leq m}}}\left|\left(1+|\underline{\mathbf{x}}|^{2}\right)^{m / 2}\left(D^{\underline{\alpha}} f\right)(\underline{\mathbf{x}})\right|<\infty \tag{A.1}
\end{equation*}
$$

and which vanish, together with all their partial derivatives, if at least two among the points in the set $\underline{\mathbf{x}}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right\}$ are coinciding. By (2.58)

$$
\begin{equation*}
\left|\left(S_{k, \underline{\omega}}, f\right)\right| \leq C^{k}(k!)^{3+2 \eta} \sum_{i<j} \int d \mathbf{x}_{1} \cdots d \mathbf{x}_{k} \frac{|f(\underline{\mathbf{x}})|}{\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|^{k(1+\eta) / 2-2 \varepsilon}} \tag{A.2}
\end{equation*}
$$

On the other hand, by (A.1), $|f(\underline{\mathbf{x}})| \leq\|f\|_{4 k+1}\left(1+|x|^{4 k+1}\right)^{-1}$ and, for any $i \neq j$, $|f(\underline{\mathbf{x}})| \leq 2^{k}[(2 k)!]^{-1}\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|^{2 k}\|f\|_{2 k}$; hence, since $\|f\|_{2 k} \leq\|f\|_{4 k+1}$,

$$
\begin{equation*}
|f(\underline{\mathbf{x}})| \leq\|f\|_{4 k+1} \sqrt{\left(1+|\underline{\mathbf{x}}|^{4 k+1}\right)^{-1}} \sqrt{2^{k}[(2 k)!]^{-1}\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|^{2 k}} \tag{A.3}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\left|\left(S_{k, \underline{\omega}}, f\right)\right| \leq C^{k}(k!)^{2+2 \eta}\|f\|_{4 k+1} \tag{A.4}
\end{equation*}
$$

In order to prove the "cluster property", fixed any integer $p \in[1, k-1]$, $\mathbf{y} \in \mathbb{R}^{2}$ and $f \in \mathcal{S}_{0}\left(\mathbb{R}^{2 k}\right)$, we first prove that $\left(S_{k, \underline{\omega}}, f_{p, \mathbf{y}}\right)$ goes to 0 as $|\mathbf{y}| \rightarrow \infty$, if $f_{p, \mathbf{y}}(\underline{\mathbf{x}}) \equiv f\left(\mathbf{x}_{1}, \ldots \mathbf{x}_{p}, \mathbf{x}_{p+1}-\mathbf{y}, \ldots, \mathbf{x}_{k}-\mathbf{y}\right)$. Let us consider the characteristic functions $\chi_{\mathbf{y}}(\underline{\mathbf{x}})$ and $\chi_{\mathbf{y}}^{\prime}(\underline{\mathbf{x}})$ of the set

$$
\begin{equation*}
M \stackrel{\text { def }}{=}\left\{\underline{\mathbf{x}} \in \mathbb{R}^{2 k}: \max _{1 \leq j \leq p}\left|\mathbf{x}_{j}\right| \leq|\mathbf{y}| / 4, \max _{p+1 \leq j \leq k}\left|\mathbf{x}_{j}-\mathbf{y}\right| \leq|\mathbf{y}| / 4\right\} \tag{A.5}
\end{equation*}
$$

and of its complementary, respectively. Since $D_{\underline{\mathbf{x}}} \geq|\mathbf{y}| / 2$ in $M$, by using (2.58) and (A.3), we see that $\left|\left(S_{k, \underline{\omega}}, f_{p, \mathbf{y}} \chi_{\mathbf{y}}\right)\right| \leq\left[1+(|\mathbf{y}| / 2)^{2 \varepsilon}\right]^{-1} C^{k}(k!)^{2+2 \eta}\|f\|_{4 k+1}$, so that $\left(S_{k, \underline{\omega}}, f_{p, \mathbf{y}} \chi_{\mathbf{y}}\right)$ is uniformly bounded and vanishes as $|\mathbf{y}| \rightarrow \infty$. On the other hand, by (A.3), $\left|\left(S_{k, \underline{\omega}}, f_{p, \mathbf{y}} \chi_{\mathbf{y}}^{\prime}\right)\right| \leq C^{k}(k!)^{2+2 \eta}\|f\|_{4 k+1} \int d \underline{\mathbf{x}} \sqrt{\left(1+|\underline{\mathbf{x}}|^{4 k+1}\right)^{-1}} \chi_{0}^{\prime}(\underline{\mathbf{x}})$, so that even $\left(S_{k, \underline{\omega}}, f_{p, \mathbf{y}} \chi_{\mathbf{y}}^{\prime}\right)$ is uniformly bounded and vanishes in the limit $|\mathbf{y}| \rightarrow \infty$, as well as $\left(S_{k, \underline{\omega}}, f_{p, \mathbf{y}}\right)$.

The cluster property E0, defined in $\S 3$ of [OS1], now simply follows, by decomposing the connected Schwinger functions as finite linear combinations of the truncated Schwinger functions, .
A.2. Symmetry, Euclidean invariance and Reflection Positivity. From the explicit definition of the generating functional, (1.13), two properties immediately follow. First, since the fields anticommute, the Schwinger functions are antisymmetric in the exchange of their arguments. Moreover, the generating functional (1.13) is Euclidean invariant by construction.

Finally the Reflection Positivity E2, defined in $\S 6$ of [OS1], is verified in the lattice regularization (1.40), as proved in [OSe], hence it holds even in the removed cutoffs limit of the regularized model (1.13), which we have shown to be equivalent to the $a=0$ limit of the lattice model, see Theorem 1.4.

## B. Lowest order computation of $\nu_{-}$and $\nu_{+}$

B.1. Lowest order computation of $\nu_{-}$. Calling $\widehat{g}_{\omega, \omega}(\mathbf{k}) \stackrel{\text { def }}{=} \widehat{g}_{\omega}(\mathbf{k})$ and $u_{0}(t) \stackrel{\text { def }}{=} 1-$ $\chi_{0}(t)$, the lowest order contibution to the $\nu_{-, N}$, appearing in (3.5), is obtained, from (3.17) and (3.18), by taking the $\mathbf{p} \rightarrow 0$ limit of the following expression (see the first graph in Fig. 3.1), whose value is independent of the infrared cutoff for any fixed $\mathbf{p}$ and $|h|$ large enough:

$$
\begin{align*}
& \lambda \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{C_{h, N ; \omega}(\mathbf{k}, \mathbf{k}-\mathbf{p})}{D_{-\omega}(\mathbf{p})} \widehat{g}_{\omega}^{(\leq N)}(\mathbf{k}) \widehat{g}_{\omega}^{(\leq N)}(\mathbf{k}-\mathbf{p})= \\
= & -\lambda \frac{D_{\omega}(\mathbf{p})}{D_{-\omega}(\mathbf{p})} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{u_{0}\left(\gamma^{-N}|\mathbf{k}-\mathbf{p}|\right) \chi_{0}\left(\gamma^{-N}|\mathbf{k}|\right)}{D_{\omega}(\mathbf{k}-\mathbf{p}) D_{\omega}(\mathbf{k})}+ \\
& +\lambda \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{\chi_{0}\left(\gamma^{-N}|\mathbf{k}|\right)-\chi_{0}\left(\gamma^{-N}|\mathbf{k}-\mathbf{p}|\right)}{D_{\omega}(\mathbf{k}-\mathbf{p}) D_{-\omega}(\mathbf{p})} \tag{B.1}
\end{align*}
$$

where we have used (3.3) and rearranged the terms. In the limit $|\mathbf{p}| \rightarrow 0$, the first contribution in the r.h.s. of (B.1) vanishes by the symmetry $\widehat{g}_{\omega}(\mathbf{k})=-i \omega \widehat{g}_{\omega}\left(\mathbf{k}^{*}\right)$, $\mathbf{k}^{*}=\left(-k_{0}, k\right)$. As regards the second term, if we write the first order Taylor expansion in $\mathbf{p}$ of the numerator as a linear combination of $D_{-\omega}(\mathbf{p})$ and $D_{\omega}(\mathbf{p})$, the term proportional to $D_{\omega}(\mathbf{p})$ also vanishes, again for the symmetry $\mathbf{k} \rightarrow \mathbf{k}^{*}$, so that

$$
\begin{equation*}
\nu_{-}=-\frac{\lambda}{2} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{\chi_{0}^{\prime}(|\mathbf{k}|)}{|\mathbf{k}|}=-\frac{\lambda}{4 \pi} \int_{1}^{\infty} d \rho \chi_{0}^{\prime}(\rho)=\frac{\lambda}{4 \pi} . \tag{B.2}
\end{equation*}
$$

B.2. Lowest order computation of $\nu_{+}$. If we define

$$
\begin{equation*}
I_{\omega}\left(\gamma^{-N} \mathbf{k}\right)=\int \frac{d \mathbf{k}^{\prime}}{(2 \pi)^{2}} \widehat{g}_{\omega}^{(\leq N)}\left(\mathbf{k}^{\prime}\right) \widehat{g}_{\omega}^{(\leq N)}\left(\mathbf{k}^{\prime}+\mathbf{k}\right) \tag{B.3}
\end{equation*}
$$

then the lowest order contribution to the anomaly coefficient $\nu_{+, N}$, appearing in (3.5), is is obtained, from (3.17) and (3.18), by taking the $\mathbf{p} \rightarrow 0$ limit and, after that, the $h \rightarrow-\infty$ limit of the following expression (see the second graph in Fig. 3.1):

$$
\begin{aligned}
& -\lambda^{2} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{C_{h, N: \omega}(\mathbf{k}, \mathbf{k}-\mathbf{p})}{D_{\omega}(\mathbf{p})} g_{\omega}^{(\leq N)}(\mathbf{k}) g_{\omega}^{(\leq N)}(\mathbf{k}-\mathbf{p}) I_{-\omega}\left(\gamma^{-N} \mathbf{k}\right)= \\
& =\lambda^{2} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{u_{0}\left(\gamma^{-N}|\mathbf{k}-\mathbf{p}|\right) \chi_{0}\left(\gamma^{-N}|\mathbf{k}|\right)}{D_{\omega}(\mathbf{k}-\mathbf{p}) D_{\omega}(\mathbf{k})} I_{-\omega}\left(\gamma^{-N} \mathbf{k}\right)-
\end{aligned}
$$

$$
\begin{equation*}
-\lambda^{2} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{\chi_{0}\left(\gamma^{-N}|\mathbf{k}|\right)-\chi_{0}\left(\gamma^{-N}|\mathbf{k}-\mathbf{p}|\right)}{D_{\omega}(\mathbf{k}-\mathbf{p}) D_{\omega}(\mathbf{p})} I_{-\omega}\left(\gamma^{-N} \mathbf{k}\right) . \tag{B.4}
\end{equation*}
$$

In the limit $|\mathbf{p}| \rightarrow 0$ and $h \rightarrow-\infty$, we get

$$
\begin{equation*}
\nu_{+}=\lambda^{2} \int \frac{d \mathbf{k}}{(2 \pi)^{2}}\left[\frac{u_{0}(|\mathbf{k}|) \chi_{0}(|\mathbf{k}|)}{|\mathbf{k}|^{4}}-\frac{\chi_{0}^{\prime}(|\mathbf{k}|)}{2|\mathbf{k}|^{3}}\right] I_{-\omega}(\mathbf{k}) D_{-\omega}^{2}(\mathbf{k}) \tag{B.5}
\end{equation*}
$$

where we are using the symbol $I_{-\omega}(\mathbf{k})$ to denote even its $h=-\infty$ limit, which is finite. Note that the term in square brackets is nonnegative; moreover, it is different from 0 only for $1 \leq|\mathbf{k}| \leq \gamma_{0}$ (defined in (1.9)). We now fix $\omega=+$ for definiteness (the result is $\omega$-independent); then if $i k_{0}+k=y e^{i \phi}$ and $i k_{0}^{\prime}+k^{\prime}=$ $x e^{i \vartheta}$ we get:

$$
\begin{equation*}
I_{-}(\mathbf{k})=e^{-2 i \phi} \int \frac{d x d \vartheta}{(2 \pi)^{2}} \chi_{0}(x) \frac{\chi_{0}\left(\left|x e^{-i \vartheta}+y\right|\right)}{\left|x e^{-i \vartheta}+y\right|^{2}} e^{-i \vartheta}\left(x e^{-i \vartheta}+y\right) \tag{B.6}
\end{equation*}
$$

so that

$$
\begin{equation*}
D_{-}^{2}(\mathbf{k}) I_{-}(\mathbf{k})=y^{2} \int \frac{d x d \vartheta}{(2 \pi)^{2}} \chi_{0}(x) \frac{\chi_{0}\left(\left|x e^{-i \vartheta}+y\right|\right)}{\left|x e^{-i \vartheta}+y\right|^{2}}(x \cos 2 \vartheta+y \cos \vartheta) \tag{B.7}
\end{equation*}
$$

The integral (B.5) is easily shown to be strictly negative in the limit $\gamma_{0} \rightarrow 1$; hence by continuity in $\gamma_{0}, \nu_{+}<0$ for $\gamma_{0}-1$ small enough. Indeed in the limit $\gamma_{0} \rightarrow 1$ (B.5) becomes

$$
\begin{equation*}
\frac{\pi \lambda^{2}}{(2 \pi)^{4}} \int_{0}^{1} d x \int_{0}^{2 \pi} d \vartheta \frac{\chi_{0}\left(\left|x e^{-i \vartheta}+1\right|\right)}{\left|x e^{-i \vartheta}+1\right|^{2}}(x \cos 2 \vartheta+\cos \vartheta) \tag{B.8}
\end{equation*}
$$

on the other hand, since $\left|x e^{-i \vartheta}+1\right| \leq 1, \cos \vartheta<0$ if $x>0$ and $x \cos 2 \vartheta+\cos \vartheta=$ $\cos \vartheta(1+x \cos \vartheta)-x \sin ^{2} \vartheta<0$ if $0<x<1$; it follows that the integrand of (B.8) is $<0$ for $x \neq 0,1$.

A numerical calculation also shows that $\left|\nu_{+}\right|$is not constant as a function of $\gamma_{0}$, but is a strictly decreasing function near $\gamma_{0}=1$.
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