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Abstract

Given a bounded domain Ω ⊂ Rn, let us denote by d(·) : Ω→ R the distance function

from the boundary ∂Ω. The set of points x ∈ Ω at which d is not differentiable is called

the singular set of d and denoted by Σ. Its closure is often referred to as the cut locus.

We introduce the map τ : Ω→ R, defined by τ(x) = min
{
t ≥ 0 : x+ tDd(x) ∈ Σ

}
for all x ∈ Ω\Σ, τ(x) = 0 on Σ, which is sometimes called the maximal retraction

length of Ω onto Σ or normal distance to Σ. The aim of this work is two–sided:

1 To present a global regularity result on the normal distance to the cut locus, show-

ing that in the case when n = 2 and Ω is a bounded simply connected domain

with analytic boundary, then τ is either a Lipschitz continuous or a Hölder con-

tinuous function of exponent at least 2/3. We apply this result to the study of

regularity of the solutions (in a suitable sense) of system

(1)


− div (vDu) = f in Ω

|Du| − 1 = 0 in {v > 0}
|Du| ≤ 1 u, v ≥ 0 in Ω

u = 0 on ∂Ω.

where f : Ω→ R is a non–negative Lipschitz continuous function. It turns out

that the second component v of the solution of (1) is either Lipschitz continuous

or Hölder continuous, as well.

2 To show an existence/uniqueness result on the solutions of system (1) in any space

dimension, generalizing what recently found in dimension n = 2 in the context

of granular matter theory.
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Notations

|x|, x ∈ Rn Euclidean norm of x = (x1, . . . , xn) : |x| = (x2
1 + · · ·+ x2

n)1/2

〈x, y〉, x, y ∈ Rn Euclidean scalar product : 〈x, y〉 =
∑n

i=1 xiyi

Br(x) ball of radius r and center x

[x, y] (]x, y[) closed (open) segment of extremes x, y

coD closed convex hull of the set D

dist(A,B) distance between the sets A and B

diam(A) diameter of the set A

int(A) interior of the set A

p⊗ q tensor product of p, q ∈ Rn : (p⊗ q)(x) = p〈q, x〉, ∀x ∈ Rn

Ck(Ω) space of k-times continuously differentiable functions

Ckc (Ω) space of Ck(Ω) functions with compact support

spt(f) support of a function f

C0,α(Ω), α ∈ (0, 1) space of Hölder continuous functions with exponent α

Lp(Ω), p ≥ 1 space of measurable functions f : Ω→ R such that ∃
∫

Ω |f |
p <∞

‖f‖p Lp norm :
(∫

Ω |f |
p
)1/p

L∞(Ω) space of measurable functions f : Ω→ R s.t. sup essΩ|f | <∞
‖f‖∞ L∞ norm : sup essΩ|f |
|f‖p,Ω′ (‖f‖∞,Ω′) Lp(L∞) norm of f restricted to Ω′

W1,p(Ω)
Sobolev space of functions f ∈ Lp(Ω) such that ∀i = 1, . . . , n

∃gi ∈ Lp(Ω) with
∫

Ω f
∂φ
∂xi

= −
∫

Ω giφ ∀ test functions φ ∈ C∞c

Hν(A)
ν–Hausdorff measure of A ⊂ Rn; if Cν := πν/22−ν∫+∞

0 e−xxν/2 dx
, then

Hν(A) = Cν supδ>0 inf{
∑

i diam(Ai)ν : A ⊆ ∪iAi, diam(Ai) ≤ δ}
δx0(x) Dirac delta function at x0
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Introduction

The system of partial differential equations{
−div (vDu) = f in Ω

|Du| − 1 = 0 in {v > 0},

where Ω ⊂ Rn is a given domain, arises in many different mathematical contexts, like

the Monge-Kantorovich theory, shape optimization and granular matter theory. This

work is concerned with its interpretation as a model for the equilibrium configurations

that may occur in the case of a sandpile created by pouring dry matter onto a “table”

from a constant (in time) source. The model comes essentially from the work of

Hadeler and Kuttler [28], built on previous work by Boutreux and de Gennes [11].

Here, the table is represented by a bounded domain Ω ⊂ R
n, n = 1, 2, and the

matter source by a function f(x) ≥ 0. The physical model presents u(x) and v(x),

respectively, as the heights of the standing and rolling layers at a point x ∈ Ω.

Indeed, u represents the amount of matter that remains at rest, while v describes

matter moving down along the surface of the standing layer and falling from the

table when the base of the heap touches the boundary of Ω.

For physical reasons, the slope of the standing layer cannot exceed a given constant—

typical of the matter under consideration—that we normalize to 1. Consequently, the

standing layer must vanish on the boundary of the table. So, |Du| ≤ 1 in Ω and u = 0

on ∂Ω. Also, in the region where v is positive, the standing layer has to be “maxi-

mal”, for otherwise more matter would roll down there to rest. On the other hand,

the rolling layer results from transporting matter along the surface of the standing
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layer at a speed that is assumed proportional to the slope Du, with constant equal

to 1. The above considerations lead to the boundary value problem

(1)


−div (vDu) = f in Ω

|Du| − 1 = 0 in {v > 0}
|Du| ≤ 1 u, v ≥ 0 in Ω

u = 0 on ∂Ω

A correct representation formula for the (pointwise) solution of (1) is provided in [28]

in 1 space dimension, while for the 2 dimensional case the conjectured solution for

the rolling layer is wrong.

Recently, Cannarsa and Cardaliaguet [13] have obtained a representation formula for

the solution of problem (1) that starts from the physical considerations of Hadeler

and Kuttler [28] but develops in a rigorous mathematical framework.

Due to the lack of regularity of the solutions of the eikonal equation |Du| = 1 and

of the conservation law −div (vDu) = f , the solutions of problem (1) are meant in

the following sense.

Definition A pair (u, v) of continuous functions in Ω is a solution of problem (1) if

– u = 0 on ∂Ω, ‖Du‖∞,Ω ≤ 1, and u is a viscosity solution of

|Du| = 1 in {x ∈ Ω : v(x) > 0}

– v ≥ 0 in Ω and, for every test function φ ∈ C∞c (Ω),∫
Ω

v(x)〈Du(x), Dφ(x)〉dx =

∫
Ω

f(x)φ(x)dx .

The paper [13] provides a complete description of system (1) in the plane, with

an explicit formula for its solutions and a uniqueness result. Indeed, in the case when

Ω ⊂ R2 is a bounded domain with boundary of class C2 and f ≥ 0 is a continuous

function in Ω, it is proven that the unique solution of system (1) is the pair (d, vf ),

x



where d is the distance function from ∂Ω, vf = 0 on Σ and

(∗) vf (x) =
∫ τ(x)

0
f(x+ tDd(x)) 1−(d(x)+t)κ(x)

1−d(x)κ(x)
dt ∀x ∈ Ω\Σ .

Here, Σ is the set of points x ∈ Ω at which d is not differentiable (or equivalently the

set of points with more than one projection onto ∂Ω), κ(x) denotes the curvature of

∂Ω at the projection point of x and

τ(x) = min
{
t ≥ 0 : x+ tDd(x) ∈ Σ

}
∀x ∈ Ω\Σ

is the so–called normal distance to Σ.

Starting from the results in [13] and in particular from the representation formula

that the authors provide, some questions has arisen:

(a) to determine the conditions ensuring further regularity to vf ;

(b) to extend the representation formula (∗) to bounded regular domains in Rn,

n > 2.

The aim of this work is to answer to the above problems.

In order to answer to question (a), we had to analyze first the regularity of

the maximal retraction length of Ω. The first theorem below completes, for n = 2

and analytic boundaries, what recently obtained by Li and Nirenberg [31], who have

shown–in any dimension and for C2,1 boundaries–the Lipschitz continuity of τ when

restricted to ∂Ω.

Theorem 1 Let Ω be a simply connected domain with analytic boundary, different

from a disc. Then there exists some α ∈ [2/3, 1) such that τ is Hölder continuous in

Ω with exponent α. In particular, the map τ is at least 2/3-Hölder continuous.
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Theorem 2 Assume that f is a Lipschitz continuous function and that Ω is a

bounded simply connected domain with analytic boundary, different from a disc.

Then there exists some β ∈ (0, 1/3] such that vf is Hölder continuous in Ω with

exponent β.

The disk is excluded in our analysis because it is the only case of analytic boundary

for which τ and vf are Lipschitz continuous (as long as f is). The proof of this fact is

immediate and it is shown in two remarks. We stress that when Ω is not a disk, we

cannot expect more than Hölder regularity for τ and vf , as a suitable example will

show.

The question on the extensibility of the representation formula (∗) to bounded

regular domains in Rn, n > 2, has been answered by the following result.

Theorem 3 Let Ω ⊂ Rn be a bounded domain with boundary of class C2 and f ≥ 0

be a continuous function in Ω. Then, a solution of system (1) is given by the pair

(d, vf ), where d is the distance function from ∂Ω, vf = 0 on Σ and

vf (x) =


∫ τ(x)

0
f(x+ tDd(x))

∏n−1
i=1

1−(d(x)+t)κi(x)
1−d(x)κi(x)

dt ∀x ∈ Ω \ Σ,

0 ∀x ∈ Σ,

where κi(x), i ∈ {1, . . . , n − 1} denotes the i-th principal curvature of ∂Ω at the

projection point of x onto ∂Ω.

Moreover, the above solution is unique in the following sense: if (u, v) is another

solution of (1), then v = vf in Ω and u = d in {x ∈ Ω : vf > 0}.

The thesis is organized as follows.

Chapter 1 is a survey on the main properties of the distance function from a closed
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set and of semiconcave functions, on the generalized gradients and on the viscosity

solutions of the eikonal equation.

Some of the results in Section 1.1–which is devoted to the description of the

distance function properties–are taken or are a modification of results from [27], [23],

[25] and [13]. In particular, we took from [23] Proposition 1.1.2, from [27] Proposition

1.1.5, from [13] Propositions 1.1.3, 1.1.4 and 1.1.7. All the results are modified in order

to fit one another and constitute a whole body. The results on the sets with piecewise

C2,1 boundary and outer corners–which are sets with corners “pointing outside”–are

new.

Section 1.2 is addressed to the presentation of some generalized gradients, semi-

concave functions and their singularities. The results in there are taken from [15], [8]

and [18], with the exception of Theorem 1.2.12–which comes form [1]–and Proposition

1.2.16–which derives from [13] and [4].

Finally, Section 1.3 is concerned with the study of the connections between vis-

cosity solutions of the eikonal equation and the distance function. The results therein

come from [8] and [15] again.

Chapter 2 is devoted to the presentation of the model problem in the setting of

granular matter theory and shows the background of this work. In fact, we present

some different models for growing sandpiles as well as the results obtained so far. In

particular, we analyze the papers of Prigozhin [35], Aronsson [5], Aronsson–Evans–

Wu [7], Hadeler–Kuttler [28] and Cannarsa–Cardaliaguet [13].

Chapter 3 and 4 constitute the original part of the thesis and deal with the anal-

ysis of problem (1) in the plane and in higher dimension, respectively.

In Chapter 3, we first extend the representation formula and the existence/uniqueness

result of Cannarsa and Cardaliaguet in [13] to sets Ω ⊂ R2 which are piecewise regu-

lar and admits corners pointing outside Ω. Section 3.2 is then devoted to the study

xiii



of the regularity of the normal distance τ and of vf , with the proof of Theorems 1

and 2 above.

In Chapter 4 we finally analyze problem (1) in any space dimension, providing the

general representation formula and the existence/uniqueness result of Theorem 3.

xiv



Chapter 1

Preliminaries

The purpose of this chapter is to collect some of the basic definitions and the main

results that are needed throughout this work. In Section 1.1 we describe the principal

properties of the distance function to a closed subset K of Rn, proving also some

regularity results that depend on the regularity of the boundary of K. In Section 1.2

we introduce some generalized gradients that replace the classical notion of gradient

in the case of continuous functions and we study their properties for a special class of

functions, the semiconcave functions. We also present some results on the structure

of the non–differentiability set of a semiconcave function. In Section 1.3 we give the

definition of viscosity solution of the eikonal equation and establish its connection

with the distance function.

1.1 The Distance Function

Most of the results of this section are well–known in literature, since the distance

function from a closed set arises in many different mathematical contexts. Some of

them are taken or are a modification of results from [27], [23], [25] and [13].

1
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1.1.1 General Properties of the Distance Function

Let K be a closed, nonempty, proper subset of Rn. We denote by dK the distance

function from the set K, that is

dK(x) = min
y∈K
|y − x| x ∈ Rn.

It is readily shown that dK is Lipschitz continuous of constant 1. Indeed, take any

x, y ∈ Rn and z ∈ K such that |z − y| = dK(y). Then

dK(x) ≤ |x− z| ≤ |x− y|+ |y − z| = |x− y|+ dK(y),

which implies |dK(x)− dK(y)| ≤ |x− y| as soon as we interchange the role of x and

y. Let us denote by ΠK(x) the set of projections of x onto K, that is

ΠK(x) = {y ∈ K : dK(x) = |y − x|} .

It is easy to see that for any x ∈ Rn \ K, the set ΠK(x) is compact and that the

multivalued map x ∈ Rn \ K 7→ ΠK(x) is upper semicontinuous, i.e. if {xk} is a

sequence in Rn \ K converging to some x ∈ Rn \ K as k → ∞ and yk ∈ ΠK(xk)

verifies yk → y ∈ Rn as k →∞, then y ∈ ΠK(x).

Lemma 1.1.1. Let x ∈ Rn \K, y ∈ ΠK(x) and x(t) := tx+(1− t)y, where t ∈ (0, 1).

Then ΠK(x(t)) = {y}.

Proof—First of all ΠK(x) 6= ∅, because K is closed. Suppose by contradiction that

there exists some z ∈ ΠK(x(t)), z 6= y. Then z does not belong to the segment joining

x and y, so that

|x− z| < |x− x(t)|+ |x(t)− z| ≤ |x− x(t)|+ |x(t)− y| = |x− y|,

against the fact that y ∈ ΠK(x). 2

The following proposition describes further regularity properties of the distance

function.
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Proposition 1.1.2. The function dK is differentiable at x ∈ Rn \ K if and only if

ΠK(x) is a singleton. If dK is differentiable at x, then DdK(x) = (x − y)/|x − y|,
where {y} = Π(x). Moreover, DdK is continuous in its domain of definition.

Proof—Suppose that ΠK(x) = {y} and for any h ∈ Rn such that x + h ∈ Rn \ K
choose k such that y + k ∈ ΠK(x+ h). Then

dK(x+ h)2 − dK(x)2 = |y + k − x− h|2 − |x− y|2

= 2〈x− y, h〉+ 2〈y − x, k〉+ |h|2 + |k|2 − 2〈h, k〉.

Since |y − x|2 ≤ |y + k − x|2 and |y + k − x− h|2 ≤ |y − x− h|2, we obtain

0 ≤ 2〈y − x, k〉+ |k|2 and 2〈y − x− h, k〉+ |k|2 ≤ 0.

Therefore

2〈x− y, h〉 − 2〈h, k〉+ |h|2 ≤ dK(x+ h)2 − dK(x)2 ≤ 2〈x− y, h〉+ |h|2.

But k → 0 as h→ 0, as a consequence of the upper semicontinuity of ΠK and of the

uniqueness of the projection of x onto K, so that we can conclude the differentiability

of d2
K at x, with Dd2

K(x) = 2(x− y). This in turn implies that dK is differentiable at

x and DdK(x) = (x− y)/|x− y|. Suppose now that dK is differentiable at x and take

y ∈ ΠK(x). Let x(t) := tx + (1 − t)y, for t ∈ (0, 1). Then y ∈ ΠK(x(t)) by Lemma

1.1.1 and

−|x(t)− x| = |x(t)− y| − |x− y| = dK(x(t))− dK(x)

= 〈DdK(x), x(t)− x〉+ o(|x(t)− x|).

Hence, dividing by 1− t and letting t→ 1 we obtain

−|y − x| = 〈DdK(x), y − x〉.

Since dK is Lipschitz continuous of constant 1, then also |DdK(x)| ≤ 1, which gives,

together with the previous equality,

DdK(x) =
(x− y)

|x− y|
and y = x− dK(x)DdK(x).
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The representation formula for y obviously implies the uniqueness of the projection

of x onto K.

The continuity of DdK on its domain of definition is a consequence of the upper

semicontinuity of the projection. 2

In what follows, the set of points x ∈ Rn \K at which dK is not differentiable will

be called the singular set of dK and denoted by Σ. Such a set is also referred to as

the ridge. As a consequence of Proposition 1.1.2, Σ can be viewed as the set of points

x at which Π(x) is not a singleton. All points x /∈ Σ will be called regular.

From now on, we will consider the case K = Rn \Ω, where Ω is a bounded domain

of Rn. If there is no ambiguity, we will denote by d and Π the function dRn\Ω and

the projection ΠRn\Ω. Furthermore, whenever x has a unique projection onto Rn \Ω,

with a minor abuse of notation, we will identify the set Π(x) with its unique element.

Proposition 1.1.3. Let x ∈ Ω\Σ and let t > 0 be such that x + sDd(x) /∈ Σ for

every s ∈ [0, t). Then, for every s ∈ [0, t),

(a) d(x+ sDd(x)) = d(x) + s

(b) Dd(x+ sDd(x)) = Dd(x)

(c) Π(x+ sDd(x)) = Π(x)

Proof—Since x /∈ Σ, the gradient of the distance function exists and is continuous in

a neighborhood of x. So, let x(·) be the unique solution of the o.d.e. ẋ(s) = Dd(x(s))

with x(0) = x. Notice that x(·) satisfies |x(s)− x| ≤ s. Since

d

ds
d(x(s)) = 〈Dd(x(s)), Dd(x(s))〉 = 1 ,

we have that d(x(s)) = d(x)+s, as long as x(s) /∈ Σ and so at least for s < dist(x,Σ).

On the other hand, being x(·) 1-Lipschitz continuous, we also have

|x(s)− x| ≤ s = d(x(s))− d(x) ≤ |x(s)− x|.
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Hence, |x(s)− x| = s. This in turn implies

d(x(s)) = d(x) + s = |x− y|+ |x− x(s)| ≥ |y − x(s)|,

where y is the unique projection of x onto ∂Ω. But then d(x(s)) = |y − x(s)| and

x(s) = x+ sDd(x) as long as x(s) /∈ Σ and so at least for s < t. Therefore,

d(x+ sDd(x)) = d(x(s)) = d(x) + s ∀s ∈ (0, t).

This also proves that y ∈ Π(x + sDd(x)) and Dd(x + sDd(x)) = Dd(x) since d is

differentiable at x+ sDd(x). 2

1.1.2 The Regular Case: Sets with C2 Boundary

Suppose now that ∂Ω is of class C2. For any y ∈ ∂Ω let us denote by ν(y) and

T (y), respectively, the unit inner normal and the tangent hyperplane to ∂Ω at y. Fix

some y0 ∈ ∂Ω and rotate if necessary the coordinate system in order to have the xn

coordinate axis in the direction of ν(y0). Then there exists some neighborhood U(y0)

of y0 such that ∂Ω ∩ U(y0) can be represented as

∂Ω ∩ U(y0) = {(y′, yn) : y′ ∈ T (y0) ∩ U(y0), yn = φ(y′)},

where φ : T (y0)∩U(y0)→ R is a C2 function such that Dφ(y′0) = 0. The eigenvalues of

the Hessian matrix D2φ(y′0)–κ1(y0), . . . , κn−1(y0)–are called the principal curvatures

of ∂Ω at y0 and the corresponding eigenvectors–v1(y0), . . . , vn−1(y0)–are called the

principal directions of ∂Ω at y0. If we further rotate the coordinate system in such a

way that the first n−1 coordinate axes are in the direction of the principal directions

of ∂Ω at y0, we obtain what is called a principal coordinate system at y0.

Let us consider a principal coordinate system at y0 and let us call

e1(y0), . . . , en−1(y0), en(y0) := ν(y0)

the basis of unit vectors corresponding to v1(y0), . . . , vn−1(y0), ν(y0). Also denote by

Ni(y0), i = 1, . . . , n− 1, the plane spanned by ei(y0) and en(y0) and passing through
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y0. Then, κi(y0) ≥ 0 if the normal section of Ω along the direction ei(y0)–that is

∂Ω ∩ Ni(y0)–is convex. Moreover, if κi(y0) 6= 0, then 1/|κi(y0)| is the radius of the

osculating (2-dimensional) circle to ∂Ω ∩Ni(y0) at y0.

In what follows, we will extend κi to Ω \ Σ setting

κi(x) = κi(Π(x)) ∀x ∈ Ω \ Σ . (1.1.1)

Analogously, for any x ∈ Ω \ Σ we will denote by e1(x), . . . , en−1(x), en(x) the basis

of the principal coordinate system at y = Π(x).

Proposition 1.1.4. For any x ∈ Ω and any y ∈ Π(x) we have

κi(y)d(x) ≤ 1 ∀i = 1, . . . , n− 1.

If, in addition, x ∈ Ω\Σ, then

κi(x)d(x) < 1.

Proof—Let x ∈ Ω and y ∈ Π(x). Then the ball of center x and radius d(x) is

contained in Ω and is tangent to ∂Ω at y. Therefore, for any i = 1, . . . , n−1, we have

either κi(y) ≤ 0 or 1/κi(y) ≥ d(x). So, κi(y)d(x) ≤ 1.

If we assume, next, that x /∈ Σ, then y belongs to the projection of x + sDd(x) for

s > 0 sufficiently small, thanks to Proposition 1.1.3. Thus, for any i = 1, . . . , n − 1

we have the inequality κi(y)d(x+ sDd(x)) ≤ 1. Since d(x+ sDd(x)) = d(x) + s and

κi(x) = κi(y) by definition, we conclude κi(x)d(x) < 1. 2

The following result shows that the regularity of the distance function increases

with the regularity of the boundary of Ω. In the representation formula below, p⊗ q
stands for the tensor product of two vectors p, q ∈ Rn, defined as

(p⊗ q)(x) = p 〈q, x〉 , ∀x ∈ Rn.

Proposition 1.1.5. Let Ω be a bounded domain with Ck boundary, k ≥ 2. Then

d ∈ Ck(Ω \ Σ). Moreover, for any x0 ∈ Ω \ Σ

and D2d(x0) = −
n−1∑
i=1

κi(x0)

1− κi(x0)d(x0)
ei(x0)⊗ ei(x0) (1.1.2)
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where e1(x0), . . . , en−1(x0), en(x0) is the basis of the principal coordinate system at

y0 = Π(x0).

Proof—We already know by Proposition 1.1.2 that for any x ∈ Ω \ Σ there exists

a unique y ∈ ∂Ω such that d(x) = |x − y| and y = x − d(x)Dd(x). Moreover,

Dd(x) = ν(y), because the ball of center x and radius d(x) must be tangent to ∂Ω

at y by definition of the distance. Now, fix x0 ∈ Ω \ Σ, let y0 = Π(x0) and locally

represent ∂Ω around y0 as the graph of a C2 function φ as above. Also rotate the

coordinate system in order to have a principal coordinate system at y0. Next, define

the map G : (T (y0) ∩ U(y0))× R→ R
n as

G(y′, d) = y + ν(y)d, y = (y′, φ(y′)). (1.1.3)

Since the unit inner normal vector at a point y = (y′, φ(y′)) ∈ ∂Ω∩U(y0) is given by

νj(y) =
−Djφ(y′)√
1 + |Dφ(y′)|2

, j = 1, . . . , n− 1, νn(y) =
1√

1 + |Dφ(y′)|2
,

then, with respect to the principal coordinate system, we have that the function

ν̄(y′) := ν(y′, φ(y′)) verifies

Dkν̄j(y
′
0) = −κj(y0)δjk, j, k = 1, . . . , n− 1. (1.1.4)

Therefore G ∈ Ck−1 and the Jacobian matrix of G at (y′0, d(x0)) is a diagonal matrix,

whose elements on the diagonal are 1 − κ1(y0)d(x0), . . . , 1 − κn−1(y0)d(x0), 1. Since

x0 /∈ Σ, by Proposition 1.1.4

detDG(y′0, d(x0)) = (1− κ1(y0)d(x0)) . . . (1− κn−1(y0)d(x0)) > 0

and by the Inverse Mapping Theorem we conclude that there exists a neighborhood

V (x0) such that y′ is a Ck−1 function of x ∈ V (x0). Hence, Dd(x) = ν(y(x)) =

ν(y′(x), φ(y′(x))) is itself in Ck−1(V (x0)), which implies d ∈ Ck(V (x0)) for any x0 ∈
Ω \ Σ, i.e. d ∈ Ck(Ω \ Σ). Notice that we have also proven that y(x) ≡ Π(x) ∈
Ck−1(Ω \ Σ). It only remains to prove formula (1.1.2). Fix any x0 ∈ Ω \ Σ and let

y0 = Π(x0). Rotate again the coordinate system in order to obtain the principal
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coordinate system at y0. Since |Dd(x)| = |ν(y(x))| = 1 in a neighborhood of x0 and

Dd(x0) = ν(y(x0)) = (0, . . . , 0, 1), then

0 = D
(
|Dd(x)|2

)
x0

= 2D2d(x0)ν(x0),

which implies D2
ind(x0) = 0 for i = 1, . . . , n. Furthermore, with respect to the

principal coordinate system, the Jacobian D(G−1)x0 of the local inverse of the map

G given in (1.1.3) is a diagonal matrix, whose elements on the diagonal are (1 −
κ1(y0)d(x0))−1, . . . , (1− κn−1(y0)d(x0))−1, 1. Hence, for j, k = 1, . . . , n− 1,

Djyk(x0) =


1

1− d(x0)κj(y0)
if k = j

0 if k 6= j

and, recalling also (1.1.4),

D2
ijd(x0) = Dj(νi ◦ y)(x0)

=
∑n−1

k=1 Dkν̄i(y
′
0)Djyk(x0)

=


−κi(y0)

1− d(x0)κi(y0)
if i = j

0 if i 6= j

Therefore, with respect to the principal coordinate system, D2d(x0) is itself a diagonal

matrix, whose elements on the diagonal are

−κ1(y0)

1− d(x0)κ1(y0)
, . . . ,

−κn−1(y0)

1− d(x0)κn−1(y0)
, 0.

Formula (1.1.2) now follows by writing D2d(x0) with respect to the initial coordinate

system, since e1(x0), . . . , en−1(x0), en(x0) is a basis of the principal coordinate system

at y0 = Π(x0). 2

Remark 1.1.6. Since Dd(x), for x ∈ Ω \ Σ, is given by the unit inner normal to ∂Ω

at Π(x), in what follows we will often write Dd(x) for x ∈ ∂Ω to indicate ν(x). As a

matter of fact, the distance function is not differentiable at boundary points. But if

we consider the signed distance function

bΩ(x) := dRn\Ω(x)− dΩ(x),
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then, by using Proposition 1.1.5, it can be proven that bΩ is of class Ck in a neigh-

borhood of ∂Ω as long as ∂Ω is a Ck boundary. Hence, the above abuse of notation is

motivated by the coincidence of d and bΩ in Ω and by the “continuity” from inside Ω

of the gradient of d. The same motivation justify the notation D2d(x) for any x ∈ ∂Ω

in place of D2bΩ(x).

Owing to our regularity assumption on ∂Ω, we have

sup
y,z∈∂Ω
y 6=z

|Dd(z)−Dd(y)|
|z − y|

<∞ . (1.1.5)

So, in view of Proposition 1.1.5, we will denote the above supremum by Lip(κ).

Let us now define the set of regular conjugate points Γ as

Γ = {x ∈ Ω\Σ : d(x)κi(x) = 1 for some i = 1, . . . , n− 1} .

Notice that a point x ∈ Ω\Σ belongs to Γ if and only if

Π(x) =
{
x− 1

κi(x)
Dd(x) for some i = 1, . . . , n− 1

}
.

In other words, x ∈ Ω\Σ is a regular conjugate point if and only if is the center of

the osculating circle to ∂Ω at Π(x).

Next proposition characterizes the closure of the set of singular points, that is the

cut locus of Ω.

Proposition 1.1.7. Suppose that Ω is a bounded domain with C2 boundary. Then

Σ ⊂ Ω and Σ = Σ ∪ Γ .

Proof—Let x ∈ Σ and y, z be two distinct elements of Π(x). Then

x = y + d(x)Dd(y) = z + d(x)Dd(z) . (1.1.6)

Therefore, recalling Remark 1.1.6,

|y − z| = d(x)|Dd(y)−Dd(z)| ≤ d(x)K|y − z|
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for some constant K > 0 independent of x. We have thus proven that d(x) ≥ 1/K

for every x ∈ Σ. So, Σ ⊂ Ω. Furthermore, the inclusion Γ ⊂ Σ is a straightforward

consequence of the strict inequality in Proposition 1.1.4.

In order to prove the inclusion Σ ⊂ Σ∪Γ, let {xk} be a sequence of singular points

converging to a point x ∈ Ω\Σ. We claim that d(x)κi(x) = 1 for some i = 1, . . . , n−1.

To see this, let yk and zk be two distinct points in Π(xk). Then, both {yk} and {zk}
must converge to Π(x) as k →∞. Also, passing to a subsequence,

lim
k→∞

yk − zk
|yk − zk|

= θ

for some unit vector θ ∈ Rn. From identity (1.1.6) applied to xk, yk and zk, we have

0 =
yk − zk
|yk − zk|

+ d(xk)
Dd(yk)−Dd(zk)

|yk − zk|
.

Hence, taking the limit as k →∞ we conclude that 0 = θ+ d(x)D2d(Π(x))θ. There-

fore, −1/d(x) is a nonzero eigenvalue of D2d(Π(x)). By Proposition 1.1.5 we readily

conclude that −1/d(x) = −κi(x) for some i = 1, . . . , n− 1, as claimed. 2

The following result ensures that segments of minimal length joining a point to

∂Ω, contain no singular or conjugate points in their interior.

Proposition 1.1.8. Let x ∈ Ω and y ∈ Π(x). Then Σ∩]y, x[= ∅.

Proof—We already know that Σ∩]y, x[= ∅ by Lemma 1.1.1, and that κi(y)d(x) ≤ 1

for all i = 1, . . . , n − 1 by Proposition 1.1.4. Since κi(y)d(z) < 1 for every z ∈]y, x[

and all i = 1, . . . , n− 1, we conclude that z /∈ Γ. 2

1.1.3 A Special Case: Sets with Piecewise C2,1 Boundary and

Outer Corners in the Plane.

In this section we restrict our attention to sets Ω contained in R2. In this setting,

we can analyze the structure of the singular set of the distance function even in the

case of sets that are only piecewise regular, provided that regular components join in

corners pointing “outside” the set Ω. The precise requirements on Ω are the following.
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Definition 1.1.9. Let Ω be a connected bounded open subset of R2. We will say that

Ω has piecewise C2,1 boundary and outer corners if it satisfies the following conditions:

(H1) ∂Ω = ∪mi=1Γi, m ∈ N, where

Γi ∩ Γj =


{xi} if 1 ≤ i ≤ m− 1, j = i+ 1

{xm} if i = m, j = 1

∅ if 1 ≤ i ≤ m, j 6= i, i± 1

and for any i = 1, . . . ,m Γi is a C2,1 curve up to the endpoints xi and xi+1 (xm

and x1 when i = m);

(H2) there exists some 0 < θ < 1 such that for any i = 1, . . . ,m− 1,

〈νi(xi), νi+1(xi)〉 ≤ θ 〈νm(xm), ν1(xm)〉 ≤ θ,

where νi stands for the unit inner normal to the boundary component Γi and

where

νi(xj) := lim
y→xj
y∈Γi

νi(y).

(H3) Ω satisfies a uniform exterior sphere condition of radius r > 0, that is for any

x ∈ ∂Ω there exists some y ∈ Rn \Ω such that Br(y) ⊂ Rn \Ω and x ∈ ∂Br(y).

Notice that assumptions (H1)–(H3) imply that the boundary of Ω has a Lipschitz

regularity.

In what follows we denote by C the set of corners of ∂Ω, that is

C = {x1, . . . , xm}.

Remark 1.1.10. Notice that our assumptions on Ω guarantee that for any x ∈ Ω the set

of projections on ∂Ω has empty intersection with C. Indeed, let x ∈ Ω and y ∈ Π(x)

be fixed. Then, the open ball of radius d(x) centered in x is contained in Ω. On the

other hand, by the exterior sphere condition, there exists a point z ∈ Rn \ Ω such
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that the open ball of radius r centered in z is contained in Rn \ Ω and y ∈ ∂Br(z).

Hence, the two balls must be tangent in y and the points x, y, z are colinear. It is

now easy to prove that y must be a regular boundary point. Indeed, let us suppose

that y = (0, 0), x = (0, d(x)) and z = (0,−r). Fix an open neighborhood U of y such

that ∂Ω∩U can be represented as the trace of a (at least) Lipschitz continuous curve

s ∈ (−ε, ε) 7→ (α(s), β(s)) such that α(0) = β(0) = 0. Then, for s sufficiently small,√
r2 − α(s)2 − r ≤ β(s) ≤

√
d(x)2 − α(s)2 − d(x)

because the balls must be separated by the boundary. Moreover, we can suppose that

α(s) 6= 0 for s 6= 0, since otherwise this would force β(s) = 0 by the above inequality

and we could avoid these stationary points by changing the parametrization of ∂Ω.

Hence, for s sufficiently small, we have√
r2 − α(s)2 − r
|α(s)|

≤ β(s)

|α(s)|
≤
√
d(x)2 − α(s)2 − d(x)

|α(s)|
.

Since α(s)→ 0 as s→ 0, taking the limit as s→ 0 in the above inequality we obtain

that

lim
s→0

β(s)

α(s)
= 0,

which indeed implies the differentiability of the boundary at (0, 0).

Hereafter, for any y ∈ ∂Ω \ C, we denote by κ(y) the curvature of ∂Ω at y. Also,

using the fact that Π(x) ∩ C = ∅ for any x ∈ Ω, we will label in the same way the

extension of κ to Ω \ Σ given by

κ(x) = κ(Π(x)) ∀x ∈ Ω \ Σ . (1.1.7)

Another consequence of the fact that C and Π(x) are disjoint for any x ∈ Ω is that

the conclusions of Propositions 1.1.4 and 1.1.5 still hold true. Indeed, we can prove

in the same way the following results.

Proposition 1.1.11. Suppose that Ω has a piecewise C2,1 boundary and outer corners.

Thus, for any x ∈ Ω and any y ∈ Π(x) we have κ(y)d(x) ≤ 1 . If, in addition,

x ∈ Ω\Σ, then

κ(x)d(x) < 1.
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Proposition 1.1.12. Suppose that Ω has a piecewise C2,1 boundary and outer corners.

Then d ∈ C2,1(Ω \ Σ). Moreover, for any x ∈ Ω \ Σ

and D2d(x) = − κ(x)

1− κ(x)d(x)
q ⊗ q (1.1.8)

where q is any unit vector such that 〈q,Dd(x)〉 = 0.

Let us call again regular conjugate points the elements of the set

Γ = {x ∈ Ω\Σ : d(x)κ(x) = 1 } .

In the case of sets having outer corners, the inner normal to the boundary is not

continuous at corner points. So it is reasonable to argue that the singularities of the

distance function reach the boundary exactly at those points. This is indeed the case,

as the next proposition shows.

Proposition 1.1.13. If Ω has piecewise C2,1 boundary and outer corners, we have

Σ = Σ ∪ Γ ∪ C .

Proof—In order to prove the inclusion Σ ⊂ Σ ∪ Γ ∪ C, let {xk} be a sequence of

singular points converging to a point x ∈ Ω\Σ. We claim that either x ∈ C or

d(x)κ(x) = 1. To see this, let yk and zk be two distinct points in Π(xk). Then, both

{yk} and {zk} must converge to Π(x) as k →∞. Also, passing to a subsequence,

lim
k→∞

yk − zk
|yk − zk|

= θ

for some unit vector θ ∈ R2. From the identity

xk = yk + d(xk)Dd(yk) = zk + d(xk)Dd(zk)

we have

0 =
yk − zk
|yk − zk|

+ d(xk)
Dd(yk)−Dd(zk)

|yk − zk|
. (1.1.9)

Now, if x ∈ Ω, then Π(x) /∈ C and taking the limit as k → ∞ we conclude that

0 = θ + d(x)D2d(Π(x))θ. Therefore, −1/d(x) is a nonzero eigenvalue of D2d(Π(x)),
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a matrix of the form −κ(x)q ⊗ q by Proposition 1.1.11. So, −1/d(x) = −κ(x). On

the contrary, if x ∈ ∂Ω, then x = Π(x) must be a corner point, since otherwise the

limit as k →∞ in (1.1.9) would produce θ = 0, a contradiction.

Let us now prove the reverse inclusion Σ ∪ Γ ∪ C ⊂ Σ. The fact that Γ ⊂ Σ is a

straightforward consequence of the strict inequality in Proposition 1.1.11. So it only

remains to show that C ⊂ Σ. To this end, let us fix some ρ ∈ (0, r/2) and consider

the ρ-neighborhood of Ω,

Ωρ := {x ∈ Rn : dΩ(x) < ρ}.

Let us first prove that

dρ(x) = d(x) + ρ, for any x ∈ Ω, (1.1.10)

where dρ denotes the distance function from R
n \ Ωρ. Indeed, for any x ∈ Ω, let

y ∈ ∂Ω be any projection of x onto ∂Ω and define yρ = y + ρ y−x
|y−x| . Since y /∈ C, then

y − x is normal to ∂Ω at y and the center of the exterior sphere of radius r which is

tangent to ∂Ω at y must be colinear with y and yρ. We easily deduce that yρ ∈ ∂Ωρ.

Hence

dρ(x) ≤ |x− yρ| = |x− y|+ |y − yρ| = d(x) + ρ.

On the other hand, for any x ∈ Ω let yρ ∈ ∂Ωρ be any projection of x onto ∂Ωρ and

call y the intersection point of the segment [x, yρ] and ∂Ω. Then we readily conclude

dρ(x) = |x− yρ| = |x− y|+ |y − yρ| ≥ d(x) + ρ.

Now, let Σρ stand for the singular set of dρ. From (1.1.10) we deduce

Σ = Σρ ∩ Ω,

and then Σ = Σρ ∩ Ω. We now claim that C ⊂ Σρ. Indeed, fix some xj ∈ C, j ∈
{1, . . . ,m}, and consider any two sequences of points {xkj} ⊂ Γj and {xkj+1} ⊂ Γj+1

converging to xj as k → ∞ and definitely different from xj. Using the existence of

an exterior sphere of radius r > ρ to Ω at any point of the sequences, it is easy to
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prove that the points ykj := xkj − ρνj(xkj ) and ykj+1 := xkj+1 − ρνj+1(xkj+1) are on ∂Ωρ

and are projections of xkj and xkj+1 onto ∂Ωρ, respectively. By the assumptions made

on Ω in Definition 1.1.9 we have that

νj+1(xkj+1)→ ν(xj) and νj+1(xkj+1)→ νj+1(xj),

where 〈νj(xj), νj+1(xj)〉 < 1. Hence, ykj and ykj+1 converge, respectively, to xj−ρνj(xj)
and xj−ρνj+1(xj), which have to be distinct projections of xj onto ∂Ωρ by the upper

semicontinuity of the distance function. We have then proven that C ⊂ Σρ. Since

also Σρ∩∂Ω = C by the exterior sphere condition, we conclude that Σρ∩Ω = Σρ ∩ Ω

and then C ⊂ Σ. 2

An easy consequence of the previous result is the analogue of Proposition 1.1.8,

which can be proven exactly in the same way of that proposition due to the property

C ∩ Π(x) = ∅ for any x ∈ Ω.

Proposition 1.1.14. Let Ω have piecewise C2,1 boundary and outer corners. Take

any x ∈ Ω and y ∈ Π(x). Then Σ∩]y, x[= ∅.

1.2 Generalized Differentials, Semiconcave

Functions and Singularities

In this section we introduce two different generalizations of the concept of gradient for

functions that are not differentiable in the classical sense. In particular, in Definition

1.2.1 we introduce the notion of (Frechét) superdifferential, which can also be seen as

an extension to nonconcave functions of the inequality

f(x+ h) ≤ f(x) + 〈v, h〉, ∀h,

associated with a concave function f . Then, in Definition 1.2.17 we introduce the so–

called proximal superdifferential, whose definition relies in the existence of a parabola

touching from above the function under consideration instead of an affine function as
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in the case of the Frechét superdifferential. Definition 1.2.1 was put to use mainly

by L. C. Evans, M. G. Crandall and P. L. Lions in the early 80’s, while Definition

1.2.17 was given by F. H. Clarke in the seventies in his dissertation. For a detailed

analysis on this topic and on the relation among the definitions we refer the reader to

[36], [18] and the references therein. In this section we will also introduce the class of

semiconcave functions (with linear modulus), which can be seen as the set of regular

perturbations of concave functions. As we will see later, the distance function from

R
n \ Ω is itself a locally semiconcave function in Ω and many properties that it has,

besides Lipschitz continuity, derive from this fact.

Let A ⊂ Rn be an open set and u : A → R be a continuous function. We begin

with the definition of (Frechét) superdifferential and subdifferential. Most of the

results of this section and of the following one are taken from [15], [8] and [18].

Definition 1.2.1. For any x ∈ A, the sets

D+u(x) =
{
p ∈ Rn | lim suph→0

u(x+h)−u(x)−〈p,h〉
|h| ≤ 0

}
D−u(x) =

{
p ∈ Rn | lim infh→0

u(x+h)−u(x)−〈p,h〉
|h| ≥ 0

}
.

(1.2.1)

are called, respectively, the (Frechét) superdifferential and the subdifferential of u at

a point x ∈ A.

In order to describe the properties of these sets of generalized gradients, we first

introduce the directional derivatives known as Dini derivatives.

Definition 1.2.2. Let x ∈ A and θ ∈ Rn. The upper and lower Dini derivatives of u

at x in the direction of θ are defined as

∂+u(x, θ) = lim sup
h→0+

θ′→θ

u(x+ hθ′)− u(x)

h

and

∂−u(x, θ) = lim inf
h→0+

θ′→θ

u(x+ hθ′)− u(x)

h
.

Lemma 1.2.3. Let x ∈ A be fixed. Then,
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(a) D+u(x) and D−u(x) are closed convex (possibly empty) subsets of Rn;

(b) if u is differentiable at x, then D+u(x) = D−u(x) = {Du(x)};

(c) if both D+u(x) and D−u(x) are nonempty, then u is differentiable at x.

(d)

D+u(x) = {p ∈ Rn : ∂+u(x, θ) ≤ 〈p, θ〉, ∀θ ∈ Rn},

D−u(x) = {p ∈ Rn : ∂−u(x, θ) ≥ 〈p, θ〉, ∀θ ∈ Rn}.

Proof—(a) The convexity of D+u(x) and D−u(x) is a direct consequence of the

properties of liminf and limsup. Let us prove that D+u(x) is closed. Let {pk} ⊂
D+u(x) be a sequence converging to some point p and assume by contradiction that

lim
m→∞

u(ym)− u(x)− 〈p, ym − x〉
|ym − x|

= α > 0

for some ym → x. Take k sufficiently large so that |pk − p| ≤ α/2. Then,

lim sup
m→∞

u(ym)− u(x)− 〈pk, ym − x〉
|ym − x|

= lim sup
m→∞

(
u(ym)− u(x)− 〈p, ym − x〉

|ym − x|
− 〈pk − p,

ym − x
|ym − x|

〉
)
≥ α

2
,

against the fact that pk ∈ D+u(x).

(b) If u is differentiable at x, then both D+u(x) and D−u(x) are nonempty, since

they contain Du(x). Moreover, for any p, q ∈ Rn, taking ym := x + 1
m

(p − q), we

have

|p− q| =
u(ym)− u(x)− 〈q, ym − x〉

|ym − x|
− u(ym)− u(x)− 〈p, ym − x〉

|ym − x|

≤ lim sup
A3y→x

u(y)− u(x)− 〈q, y − x〉
|y − x|

− lim inf
A3y→x

u(y)− u(x)− 〈p, y − x〉
|y − x|

. (1.2.2)
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Hence, for p = Du(x) and q ∈ D+u(x) we obtain

|Du(x)− q| ≤ lim sup
A3y→x

u(y)− u(x)− 〈q, y − x〉
|y − x|

− lim inf
A3y→x

u(y)− u(x)− 〈Du(x), y − x〉
|y − x|

≤ 0,

which yields D+u(x) = {Du(x)}. The coincidence D−u(x) = {Du(x)} is then ob-

tained as above by taking q = Du(x) and p ∈ D−u(x).

(c) Suppose that both D+u(x) and D−u(x) are nonempty. Then, by (1.2.2) with

q ∈ D+u(x) and p ∈ D−u(x) we obtain that D+u(x) = D−u(x) is a singleton. This

means that u is differentiable at x.

(d) For any p ∈ D+u(x) and θ ∈ Rn we have ∂+u(x, θ) ≤ 〈p, θ〉 as a direct conse-

quence of the definition. The converse can be proven by contradiction. Suppose that

a vector p ∈ Rn satisfies ∂+u(x, θ) ≤ 〈p, θ〉 for all θ ∈ Rn, but p /∈ D+u(x). Then we

can find ε > 0 and a sequence {xk} ⊂ A such that xk → x as k →∞ and

u(xk)− u(x)− 〈p, xk − x〉 ≥ ε|xk − x|.

Possibly passing to a subsequence, we can suppose that the sequence θk := xk−x
|xk−x|

satisfies

lim
k→∞

xk − x
|xk − x|

= θ, for some θ ∈ ∂B1(0).

Therefore,

ε+ 〈p, θ〉 ≤ lim sup
k→∞

u(xk)− u(x)

|xk − x|

= lim sup
k→∞

u(x+ |xk − x|θk)− u(x)

|xk − x|
≤ ∂+u(x, θ),

against the assumptions on p. A similar reasoning can also be applied to D−u(x).

2

Let us now introduce the class of semiconcave functions (with linear modulus).

Definition 1.2.4. We say that u : A → R is semiconcave (with linear modulus) if

there exists C > 0 such that

λu(x) + (1− λ)u(y)− u(λx+ (1− λ)y) ≤ 1

2
λ(1− λ)C|x− y|2 (1.2.3)
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for any pair x, y ∈ A, such that the segment [x, y] is contained in A and for any

λ ∈ [0, 1].

A function u : A → R is said to be semiconvex (with linear modulus) if −u is

semiconcave (with linear modulus).

Finally, u : A→ R is said to be locally semiconcave (semiconvex) if it is semiconcave

(semiconvex) on any compact subset of A.

Proposition 1.2.5. Given u : A→ R, with A ⊂ Rn open set, and given C ≥ 0, the

following properties are equivalent:

(a) inequality (1.2.3) is satisfied;

(b) the function y → u(y)− 1
2
C|y|2 is concave in every convex subset of A;

(c) u ∈ C(A) and satisfies u(x + h) + u(x − h) − 2u(x) ≤ C|h|2 for any x, h such

that [x− h, x+ h] ⊂ A.

Proof— We notice that, for any x, y ∈ Rn,

λ|x|2 + (1− λ)|y|2 − |λx+ (1− λ)y|2 (1.2.4)

= λ(1− λ)(|x|2 + |y|2 − 2〈x, y〉) = λ(1− λ)|x− y|2.

This shows that inequality (1.2.3) holds if and only if the function x→ u(x)− 1
2
C|x|2

is concave. Therefore (a) and (b) are equivalent. A similar computation shows that,

if (c) holds, then the function v(x) = u(x)− 1
2
C|x|2 is continuous and satisfies

v(x+ h) + v(x− h)− 2v(x) ≤ 0 (1.2.5)

for any x, h such that [x − h, x + h] ⊂ A. We claim that this property implies the

concavity of v in the convex subsets of A. Indeed, let x, y be such that the segment

[x, y] is contained in A. For any λ ∈ [0, 1] set xλ := λx + (1 − λ)y. Also define, for

k ≥ 1,

Dk := {xλ : λ =
j

2k
for some j = 0, 1, . . . , 2k}.
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We prove by induction that

λv(x) + (1− λ)v(y)− v(xλ) ≤ 0, ∀xλ ∈ Dk. (1.2.6)

Since
⋃
k∈NDk is dense in [x, y] and u is continuous by assumption, the previous

inequality will then hold for any λ ∈ [0, 1], giving the concavity of v. The basis of the

induction is trivially satisfied. Suppose then that (1.2.6) holds true for some k and

take xλ ∈ Dk+1 \Dk. If we set

µ = λ− 1

2k+1
, ν = λ+

1

2k+1
,

then xµ, xν ∈ Dk. Therefore, by (1.2.6) and (1.2.5) we have, respectively,

2λv(x) + 2(1− λ)v(y)− v(xµ)− v(xν)

= (µ+ ν)v(x) + (2− µ− ν)v(y)− v(xµ)− v(xν) ≤ 0,

and

v(xµ) + v(xν)− 2v(xλ) ≤ 0,

which clearly imply λv(x) + (1 − λ)v(y) − v(xλ) ≤ 0. We have then proven that (c)

implies (b). On the other hand, (a) obviously implies (c) and so the three properties

are equivalent. 2

Theorem 1.2.6. Let A ⊂ Rn be an open set. A semiconcave function u : A→ R is

locally Lipschitz continuous in A.

Proof—The statement can be proven as a consequence of characterization (b) in

Proposition 1.2.5, since it is well known that concave functions are locally Lipschitz

continuous. But we can also give a simple direct proof. First of all, inequality (1.2.3)

implies that for any z ∈ [x, y] ⊂ A

u(x)− u(z)

|x− z|
− u(z)− u(y)

|z − y|
≤ C

2
|x− y|.

Now fix any x0 ∈ A and choose r > 0 such that Br(x0) ⊂ A. Since u is continuous

by assertion (b) of Proposition 1.2.5, we can find m, M ∈ R such that m ≤ u ≤ M
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in Br(x0). Given any x, y ∈ B r
2
(x0), consider the straight line through x, y and

call x′, y′ the points on this line having distance r from x0 and satisfying x ∈ [x′, y],

y ∈ [x, y′]. Thus

u(x′)− u(x)

|x′ − x|
− C

2
|x′ − y| ≤ u(x)− u(y)

|x− y|
≤ u(y)− u(y′)

|y − y′|
+
C

2
|y′ − x|,

which gives
|u(x)− u(y)|
|x− y|

≤ 2(M −m)

r
+ C.

2

We already know that the distance function dK from a closed set K is a Lipschitz

continuous function. Next lemma shows that dK is even locally semiconcave in Rn\K.

Lemma 1.2.7. Let K be a closed set. Then the distance function dK from K is

semiconcave on any subset A ⊂ R
n such that dist(A,K) > 0 with constant C =

1
dist(A,K)

.

Proof—First of all for any z, h ∈ Rn with z 6= 0 we have

(|z + h|+ |z − h|)2 ≤ 2(|z + h|2 + |z − h|2) = 4(|z|2 + |h|2) ≤
(

2|z|+ |h|
2

|z|

)2

.

Therefore, |z + h| + |z − h| − 2|z| ≤ |h|2
|z| . Let now A ⊂ Rn such that dist(A,K) > 0

and consider any x, h ∈ Rn such that [x− h, x+ h] ⊂ A. If dK(x) = |x− y| for some

y ∈ K, then

dK(x+ h) + dK(x− h)− 2dK(x)

≤ |x+ h− y|+ |x− h− y| − 2|x− y|
≤ |h|2
|x−y| ≤

|h|2
dist(A,K)

,

which implies the semiconcavity of dK in A by Proposition 1.2.5. 2

The superdifferential of a semiconcave function has many properties that general

Lipschitz continuous functions do not possess. Before describing these properties, let

us introduce the notion of limiting gradient. Let A be an open set and u : A→ R be

a Lipschitz continuous function. It is well–known, by Rademacher’s Theorem, that u
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is differentiable a. e. in A. Then, for any x ∈ A the set D∗u(x) of limiting gradients

of u at x, defined as

D∗u(x) = { lim
k→∞

Du(xk) : A 3 xk → x, ∃Du(xk)} , (1.2.7)

exists and is nonempty.

Proposition 1.2.8. Let u : A→ R be semiconcave. Then for all x ∈ A

(a) a vector p ∈ Rn belongs to D+u(x) if and only if for any y ∈ A such that

[x, y] ⊂ A

u(y)− u(x)− 〈p, y − x〉 ≤ C

2
|x− y|2,

where C > 0 is the semiconcavity constant of u in A;

(b) if {xk} ⊂ A is a sequence converging to x ∈ A, and if pk ∈ D+u(xk) converges

to some p ∈ Rn, then p ∈ D+u(x).

(c) D+u(x) = coD∗u(x);

(d) D∗u(x) ⊆ ∂D+u(x);

(e) either D−u(x) = ∅ or u is differentiable at x;

(f) if D+u(x) is a singleton, then u is differentiable at x.

Proof—(a) It is clear that if p ∈ Rn satisfies

u(y)− u(x)− 〈p, y − x〉 ≤ C

2
|x− y|2,

for any y ∈ A such that [x, y] ⊂ A, then p ∈ D+u(x). On the other hand, take any

p ∈ D+u(x). The definition of semiconcave functions directly gives

u(y)− u(x)

|x− y|
≤ u(x+ (1− λ)(y − x))− u(x)

(1− λ)|x− y|
+
λC

2
|x− y|

for any y ∈ A such that [x, y] ⊂ A and any λ ∈ [0, 1). Hence, recalling Lemma 1.2.3

(d) and taking the limit as λ→ 1−, we conclude that

u(y)− u(x)

|x− y|
≤ 〈p, y − x〉
|x− y|

+
C

2
|x− y|,
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which is the desired inequality.

(b) It is a direct consequence of (a) and of the continuity of semiconcave functions.

(c) Let p ∈ D∗u(x) and {xk} be a sequence of differentiability points of u such

that xk → x and Du(xk) → p. Then Du(xk) ∈ D+u(xk) and we deduce that

p ∈ D+u(x) by assertion (b). Being also D+u(x) convex and closed by Lemma 1.2.3,

then coD∗u(x) ⊆ D+u(x). In order to prove the converse inclusion, remember that

D+u(x) = {p ∈ Rn : ∂+u(x, θ) ≤ 〈p, θ〉, ∀θ ∈ Rn}.

Then, for any θ ∈ Rn

∂+u(x, θ) ≤ min
p∈D+u(x)

〈p, θ〉 ≤ min
p∈coD∗u(x)

〈p, θ〉.

We claim that also ∂+u(x, θ) ≥ minp∈coD∗u(x)〈p, θ〉. Indeed, let θ be a fixed unit

vector. Since u is semiconcave, and then locally Lipschitz continuous in A, it is also

differentiable almost everywhere by Rademacher’s Theorem. Hence we can find a

sequence {xk} ∈ A of differentiability points of u such that xk → x as k →∞,

θk :=
xk − x
|xk − x|

→ θ, as k →∞

and Du(xk) converges to some vector p ∈ D∗u(x). By (a) we have

〈Du(xk), θk〉 ≤
u(x+ |xk − x|θk)− u(x)

|xk − x|
+
C

2
|xk − x|,

where C is the semiconcavity constant of u. Taking the limit as k →∞ we obtain

〈p, θ〉 ≤ ∂+u(x, θ),

which implies ∂+u(x, θ) ≥ minp∈D∗u(x)〈p, θ〉 ≥ minp∈coD∗u(x)〈p, θ〉. We have proven

that

min
p∈D+u(x)

〈p, θ〉 = min
p∈coD∗u(x)

〈p, θ〉, ∀θ ∈ Rn.

The last equality means that the closed convex sets D+u(x) and coD∗u(x) have the

same support function, that is

σD+u(x)(θ) = max
p∈D+u(x)

〈p, θ〉 = max
p∈coD∗u(x)

〈p, θ〉 = σcoD∗u(x)(θ), ∀θ ∈ Rn.



24

Let us show that this is equivalent to the equality D+u(x) = coD∗u(x). Suppose by

contradiction that there exists p0 ∈ D+u(x) \ coD∗u(x). By the separation theorem

for convex sets, there exist a vector θ ∈ Rn and a number ε > 0 such that

〈θ, p〉+ ε ≤ 〈θ, p0〉, ∀p ∈ coD∗u(x).

Therefore, σcoD∗u(x)(θ) ≤ 〈θ, p0〉 − ε, which yields

σD+u(x)(θ) ≤ 〈θ, p0〉 − ε

This inequality implies p0 /∈ D+u(x), a contradiction.

(d) Since D+u(x) = coD∗u(x), we only have to prove that every limiting gradient is a

boundary point of D+u(x). Let p ∈ D∗u(x) and {xk} be a sequence of differentiability

points of u such thatDu(xk) converges to p. Without loss of generality we can suppose

that xk → x as k →∞ and

θk :=
xk − x
|xk − x|

→ θ, as k →∞,

for some unit vector θ ∈ Rn. We will show that p− tθ /∈ D+u(x) for any t > 0, which

is the proof of the fact that p is a boundary point of D+u(x). Indeed, by (a),

u(xk)− u(x)− 〈p− tθ, xk − x〉
= u(xk)− u(x)− 〈Du(xk), xk − x〉
+ 〈Du(xk)− p, xk − x〉+ t〈θ, xk − x〉
≥ −C

2
|xk − x|2 − |Du(xk)− p||xk − x|+ t〈θ, xk − x〉.

Thus,

lim inf
k→∞

u(xk)− u(x)− 〈p− tθ, xk − x〉
|xk − x|

≥ t,

and then p− tθ /∈ D+u(x) for any t > 0.

(e) Since D+u(x) = coD∗u(x), then D+u(x) 6= ∅. Therefore the statement follows

from Lemma 1.2.3 (c).

(f) We will prove that whenever D+u(x) is a singleton the set D−u(x) is nonempty.

Suppose D+u(x) = {p}. Take any sequence {xk} ⊂ A such that xk → x as k → ∞.
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Since D+u(xk) is nonempty, we can take some pk ∈ D+u(xk) for any k. By assertion

(b) we have that {pk} has a unique cluster point, p. Thus, pk → p as k → ∞.

Furthermore, by assertion (a) we have that

u(xk)− u(x)− 〈p, xk − x〉
= u(xk)− u(x)− 〈pk, xk − x〉+ 〈pk − p, xk − x〉
≥ −C

2
|xk − x|2 − |pk − p||xk − x|.

Hence,

lim inf
k→∞

u(xk)− u(x)− 〈p, xk − x〉
|xk − x|

≥ 0.

Since {xk} ⊂ A is arbitrary we deduce that p ∈ D−u(x) and we conclude by using

(e). 2

Remark 1.2.9. Notice that for a general locally Lipschitz continuous function, the

coincidence D+u(x) = coD∗u(x) in Proposition 1.2.8 (d) does not hold, as the map

u : R → R defined by u(x) = |x| easily shows. But it can be seen from the above

proof that the inclusion D+u(x) ⊆ coD∗u(x) is still true.

Proposition 1.2.10. Let K be a closed set and dK be the distance function from K.

Then

D∗dK(x) =

{
x− y
|x− y|

: y ∈ ΠK(x)

}
, (1.2.8)

where ΠK(x) is the set of projections of x onto K.

Proof—Let us call D�dK(x) the right hand side of (1.2.8). If p ∈ D∗dK(x), then

there exists a sequence {xk} of differentiability points of u such that xk → x and

DdK(xk)→ p. By Proposition 1.1.2, we can write DdK(xk) = xk−yk
|xk−yk|

, where yk ∈ K is

the unique projection of xk ontoK. Since yk = xk−dK(xk)DdK(xk), then yk converges

to some element y ∈ K as k →∞. By the semicontinuity of the projection, we have

that y ∈ ΠK(x). Moreover, xk−yk
|xk−yk|

→ x−y
|x−y| as k → ∞, so that p = x−y

|x−y| ∈ D
�dK(x).

On the other hand, if p ∈ D�dK(x), then p = x−y
|x−y| for some y ∈ ΠK(x). Furthermore,

any z ∈]x, y[ is a differentiability point of dK and ΠK(z) = y by Lemma 1.1.1 and
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Proposition 1.1.2. Thus, DdK(z) = z−y
|z−y| = x−y

|x−y| = p and we deduce p ∈ D+dK(x).

2

Collecting together Lemma 1.2.7 and Propositions 1.2.8–1.2.10 we readily obtain

the next result.

Corollary 1.2.11. Let K be a closed set and dK be the distance function from K.

Then

D+dK(x) = co

{
x− y
|x− y|

: y ∈ ΠK(x)

}
, (1.2.9)

and

D∗dK(x) =

{
x−y
|x−y| if ΠK(x) = {y},
∅ if ΠK(x) is not a singleton.

(1.2.10)

We are now in position to prove some results on the propagation of singularities of

a semiconcave function u : A→ R. As in the case of the distance function, a singular

point is a point where u is not differentiable. We will denote by Σu the set of these

points.

The following proposition, that will be crucial to our analysis, is taken from [1].

Theorem 1.2.12. Let u : A→ R be a locally semiconcave function and x0 ∈ A be a

singular point. Suppose that

∂D+u(x0) \D∗u(x0) 6= ∅. (1.2.11)

Then there exist a Lipschitz singular arc ζ : [0, ρ]→ R
n for u, with ζ(0) = x0, and a

positive number δ such that

lim
s→0+

ζ(s)− x0

s
6= 0 (1.2.12)

diam
(
D+u(ζ(s))

)
≥ δ, ∀s ∈ [0, ρ]. (1.2.13)

Moreover, ζ(s) 6= x0 for any s ∈]0, ρ].

Remark 1.2.13. Note that condition (1.2.11) is equivalent to the existence of two

vectors, p0 ∈ Rn and q ∈ Rn \ {0}, such that

p0 ∈ D+u(x0) \D∗u(x0) (1.2.14)

〈q, p− p0〉 ≥ 0 ∀p ∈ D+u(x0). (1.2.15)
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Proof—To begin with, let us choose R > 0 such that BR(x0) ⊂ A. Let C be the

semiconcavity constant and L the Lipschitz constant of u in this ball. Let p0 and q

be as in Remark 1.2.13 and for any 0 < s ≤ σ := min
{

R
4|q| ,

1
4C

}
define

φs(x) = u(x)− u(x0)− 〈p0 − q, x− x0〉 −
1

2s
|x− x0|2, x ∈ BR(x0).

Since u is semiconcave in BR(x0) with constant C and s < 1/4C, then φs is strictly

concave. Hence, φs admits a unique maximum point in BR(x0), that we call xs. Next

define

ζ(s) :=

{
x0 if s = 0

xs if s ∈]0, σ].

Let us show that ζ is Lipschitz continuous. Since p0 ∈ D+u(x0), then, by Proposition

1.2.8 (a) we have

φs(x) ≤ 〈q, x− x0〉+

(
C

2
− 1

2s

)
|x− x0|2, x ∈ BR(x0).

Moreover, there are points where φs is positive in BR(x0) because condition (1.2.15)

implies that p0 − q /∈ D+u(x0). Hence φ(ζ(s)) > 0 and we deduce

0 < 〈q, ζ(s)− x0

|ζ(s)− x0|
〉+

(
C

2
− 1

2s

)
|ζ(s)− x0|,

which in turn gives

|ζ(s)− x0| <
2|q|

1− Cs
s < 4|q|s, ∀s ∈]0, σ]. (1.2.16)

Our choice of σ and the above inequality imply that ζ(s) ∈ BR(x0) for any s ∈ [0, σ].

Hence, ζ(s) is also a local maximum point of φs and then

0 ∈ D+φs(ζ(s)), ∀s ∈]0, σ],

as it is easy to deduce from the definition of superdifferential. Moreover,

D+φs(ζ(s)) = D+u(ζ(s))− p0 + q − ζ(s)− x0

s
, ∀s ∈]0, σ],
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because x 7→ 〈p0 − q, x− x0〉 − 1
2s
|x− x0|2 is a regular function in BR(x0). If we set

p(s) := p0 − q + ζ(s)−x0

s
, we have just proven that p(s) ∈ D+u(ζ(s)) for any s ∈]0, σ].

Let us show that lims→0+ p(s) = p0. This will also imply

lim
s→0+

ζ(s)− x0

s
= q (1.2.17)

and in particular (1.2.12). Applying twice Proposition 1.2.8 (a) to p0 ∈ D+u(x0) and

p(s) ∈ D+u(ζ(s)) we obtain

〈p(s)− p0, ζ(s)− x0〉 ≤ C|ζ(s)− x0|2. (1.2.18)

But by definition

〈p(s)− p0, ζ(s)− x0〉 = s
(
|p(s)− p0|2 + 〈p(s)− p0, q〉

)
. (1.2.19)

So, take any sequence sk ↓ 0 such that p(sk) converges to some p̄. Thus p̄ ∈ D+u(x0)

because of Proposition 1.2.8 (b) and then 〈p̄ − p0, q〉 ≥ 0. Collecting together the

last inequality and equations (1.2.18)–(1.2.19), and taking into account (1.2.16) we

obtain

limk→∞ |p(sk)− p0|2 ≤ limk→∞ (|p(sk)− p0|2 + 〈p(sk)− p0, q〉)
= limk→∞〈p(sk)− p0,

ζ(sk)−x0

sk
〉 = 0,

that is p̄ = p0, as desired. Let us conclude the proof of the Lipschitz continuity of ζ.

Let s, r ∈ [0, σ]. We can write ζ(s) − ζ(r) = s[p(s) − p(r)] + (s − r)[p(r) − p0 + q].

Taking the scalar product of both sides of the above equality with ζ(s) − ζ(r) and

applying twice Proposition 1.2.8 (a) to p(s) ∈ D+u(ζ(s)) and p(r) ∈ D+u(ζ(r)), we

have

|ζ(s)− ζ(r)|2 ≤ Cs|ζ(s)− ζ(r)|2 + |s− r||p(r)− p0 + q||ζ(s)− ζ(r)|.

Therefore,

(1− Cs)|ζ(s)− ζ(r)| ≤ |s− r||p(r)− p0 + q| ≤ (2L+ |q|)|s− r|,
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because L provides a bound for D+u in BR(x0). It remains to show (1.2.13) on a

suitable sub–interval [0, ρ] of [0, σ]. Suppose by contradiction that a sequence sk ↓
0 exists such that diam(D+u(ζ(sk))) → 0 as k → ∞. We will show that p0 =

limk→∞ p(sk) belongs to D∗u(x0), against (1.2.14). Indeed for all k ∈ N choose any

p∗k ∈ D∗u(ζ(sk)). Then we can find a point x∗k ∈ A where u is differentiable such that

|ζ(sk)− x∗k|+ |Du(x∗k)− p∗k| ≤
1

k
.

Then x∗k → x0 and

|Du(x∗k)− p0| ≤ |Du(x∗k)− p∗k|+ |p∗k − p(sk)|+ |p(sk)− p0|
≤ 1

k
+ diam(D+u(ζ(sk))) + |p(sk)− p0| → 0,

as k →∞. Hence, p0 ∈ D∗u(x0). 2

Remark 1.2.14. In the proof of Theorem 1.2.12 we have also shown how to determine

the direction of the singular arc starting from x0. Indeed, we have proven that if

p0 ∈ Rn and q ∈ Rn \ {0} satisfy

p0 ∈ D+u(x0) \D∗u(x0) (1.2.20)

〈q, p− p0〉 ≥ 0 ∀p ∈ D+u(x0), (1.2.21)

then

lim
s→0+

ζ(s)− x0

s
= q. (1.2.22)

Remark 1.2.15. In the case of the distance function d from R
n \ Ω, with Ω bounded

domain, condition (1.2.11) or the equivalent set of conditions (1.2.14)–(1.2.15) are

automatically fulfilled whenever Ω is different from a disk and x0 is a singular point.

Indeed, elementary geometric arguments show that condition (1.2.11) holds true if

and only if D+d(x0) fails to cover the closed unit ball B1. On the other hand, in view

of Proposition 1.2.8, we have that D+d(x0) = B1 if and only if ∂D+d(x0) = D∗d(x0).

By Proposition 1.2.10, the last identity is necessary and sufficient for Σ to be a

singleton or, equivalently, for Ω to coincide with BR(x0), where R = d(x0). In fact,
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the equivalence between Σ being a singleton and the identity Ω = BR(x0) follows

from a classical result of Motzkin’s [34].

Furthermore, D+d(x0) fails to cover the closed unit ball B1 if and only if D+d(x0)

possesses a 1-dimensional exposed face, where an exposed face is a subset E such that

for some q ∈ Rn

E = arg max
p∈D+d(x0)

〈p, q〉 .

Anytime Ω is different from a disk and E is an exposed face of D+d(x0) of dimension

greater than or equal to 1, Theorem 1.2.12 guarantees that singularities propagate

along the direction −q defining the set E.

Next proposition is a further refining of this theorem.

In order to prove Proposition 1.2.16, we will need a more detailed description of

the singular set Σ. Let us recall that Σ = Σ1 ∪ Σ2, where Σi (i = 1, 2) is the set of

points x ∈ Σ with magnitude i, that is, such that the dimension of (the convex set)

D+d(x) is equal to i. A well–known result of [2] (see also [15]) tells that Σi (i = 1, 2)

is H2−i–rectifiable, which means that Σi can be covered with a countable sequence

of C1 hypersurfaces of dimension 2− i. In particular, the Hausdorff dimension of Σi

does not exceed (2− i).

Proposition 1.2.16. Let x0 ∈ Σ, and let p0, q0 be two distinct limiting gradients at

x0 such that the segment [p0, q0] is an exposed face of D+d(x0). Let n0 be a nonzero

vector satisfying

〈p, n0〉 ≤ 〈p0, n0〉 = 〈q0, n0〉 ∀p ∈ D+d(x0) .

Then, there exist a number η > 0 and a Lipschitz arc ζ : [0, η]→ Ω such that

ζ(0) = x0 , ζ̇(0) = −n0 , ζ(s) ∈ Σ ∀s ∈ [0, η] . (1.2.23)

Moreover, ζ(sk) ∈ Σ1 for some sequence sk ↓ 0, and

D+d(ζ(sk)) = [pk, qk] ∀k ≥ 0 (1.2.24)

where pk → p0 and qk → q0 as k →∞.
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Proof—The existence of a singular arc ζ satisfying (1.2.23) follows from Theorem

1.2.12 and Remark 1.2.15. Note that the direction of the singular arc is −n0. More-

over, in Theorem 1.2.12 a bound of the form diam(D+d(ζ(s))) ≥ δ is also deduced

for some δ > 0 and every s ∈ [0, η]. To prove the last part of the conclusion, we note

that, for any ε > 0, H1(ζ([0, ε])) > 0 because ζ̇(0) 6= 0 and ζ is Lipschitz continuous.

Since Σ2 is at most countable, we conclude that H1(ζ([0, ε]) ∩Σ1) > 0 for any ε > 0.

Consequently, there exists a sequence sk ↓ 0 such that ζ(sk) ∈ Σ1 for every k ∈ N. Let

us set D+d(ζ(sk)) = [pk, qk], choosing pk so that 〈pk, p0〉 ≥ 〈qk, p0〉. Also notice that

|pk−qk| ≥ δ. Now, let us consider converging subsequences of {pk} and {qk} (labelled

like the original sequences) and denote by p∗ and q∗, respectively, their limits. We

claim that

p∗, q∗ ∈ arg max
p∈D+d(x0)

〈p, n0〉 = [p0, q0] . (1.2.25)

Indeed, by Proposition 1.2.8 we have

d(x0)− d(ζ(sk))− 〈pk, x0 − ζ(sk)〉 ≤
C

2
|x0 − ζ(sk)|2,

where C is the semiconcavity constant of d in a suitable neighborhood of x0 as in

Theorem 1.2.12. Therefore,

〈pk,
ζ(sk)− x0

sk
〉 ≤ C

2

|x0 − ζ(sk)|2

sk
+
d(ζ(sk))− d(x0)

sk

=
C

2

|x0 − ζ(sk)|2

sk
+
d(ζ(sk))− d(x0 − skn0)

sk
+
d(x0 − skn0)− d(x0)

sk
.

Since

lim
k→∞

ζ(sk)− x0

sk
= −n0,

lim
k→∞

d(x0 − skn0)− d(x0)

sk
≤ ∂+d(x0,−n0)

and

|d(ζ(sk))− d(x0 − skn0)|
sk

≤ |ζ(sk)− (x0 − skn0)|
sk

=

∣∣∣∣ζ(sk)− x0

sk
+ n0

∣∣∣∣→ 0,

as k →∞, we have

〈p∗,−n0〉 ≤ ∂+d(x0,−n0).
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On the other hand, by Proposition 1.2.3,

∂+d(x0,−n0) ≤ 〈p,−n0〉, ∀p ∈ D+d(x0),

so that we can conclude that 〈p∗,−n0〉 ≤ 〈p,−n0〉 for all p ∈ D+d(x0), i.e. p∗ ∈
arg maxp∈D+d(x0)〈p, n0〉. The same reasoning applies to q∗. Hence, (1.2.25) is proven.

Since p∗ and q∗ belong to D∗d(x0), we can also say that p∗, q∗ ∈ {p0, q0}. Moreover,

|p∗ − q∗| ≥ δ and 〈p∗, p0〉 ≥ 〈q∗, p0〉. This forces (p, q) = (p0, q0). 2

We now conclude this section with some results on the so–called proximal subd-

ifferential, which is a crucial tool of nonsmooth analysis firstly introduced by Clarke

in the seventies (see [18] for details and further references). Here we are not inter-

ested in the connections between the proximal subdifferential and the subdifferential

of Definition 1.2.1, but we only present the results that we will need in Chapters 3

and 4 to show some regularity properties of the maximal retraction length (2.4.2).

The results below are a simplification of the corresponding ones from [18], since here

we deal with continuous functions on subsets of a finite dimensional space. In what

follows we assume that Ω ⊂ Rn is a bounded domain and f : Ω→ R is a continuous

function.

Definition 1.2.17. A vector p ∈ Rn is a proximal subgradient of f at x ∈ Ω if there

exist positive numbers σ and η such that

f(y) ≥ f(x) + 〈p, y − x〉 − σ|y − x|2, ∀y ∈ B(x, η). (1.2.26)

The set of proximal subgradients of f at x is called proximal subdifferential of f at x

and is denoted by ∂Pf(x).

Lemma 1.2.18. Assume that f is Gâteaux differentiable at x ∈ Ω. Then

∂Pf(x) ⊆ {∇f(x)}.

Proof—Suppose that f has Gâteaux derivative at x and that p ∈ ∂Pf(x). For

any v ∈ Rn, the proximal subgradient inequality (1.2.26) implies that there exists a
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positive σ such that

f(x+ tv)− f(x)

t
− 〈p, v〉 ≥ −σt|v|2

for all sufficiently small positive t. Letting t ↓ 0 we obtain

〈∇f(x)− p, v〉 ≥ 0.

The conclusion follows from the arbitrariness of v ∈ Rn. 2

Theorem 1.2.19. Let x0 ∈ Ω and ε > 0 be given. Then there exists a point y ∈
B(x0, ε) satisfying ∂Pf(y) 6= ∅. In other words, the set dom(∂Pf) of points in Ω at

which at least one proximal subgradient exists is dense in Ω.

Proof—For ε > 0 fixed, let δ > 0 be such that

|x− x0| ≤ δ, ⇒ f(x0)− ε ≤ f(x).

Also define

g(x) =

{
[δ − |x− x0|2]−1 if |x− x0| < δ,

+∞ otherwise.

Then g ∈ C2(B(x0, δ)) and g(x) → ∞ as x approaches the boundary of B(x0, δ).

Moreover, the function f +g is bounded below on B(x0, δ), lower semicontinuous and

not identically +∞ there. It follows that f + g attains a minimum y over B(x0, δ).

Obviously y ∈ B(x0, δ) and then 0 ∈ ∂P (f + g)(y), as it is easy to verify. Moreover,

since g ∈ C2(B(x0, δ)) we have that there exists a positive σ′ such that

−g(x) + g(y) + σ′|x− y|2 ≥ 〈−g′(y), x− y〉

for any x close to y. Since 0 ∈ ∂P (f + g)(y) we also have that

f(x) + g(x) ≥ f(y) + g(y)− σ|y − x|2

for some σ > 0 and all x near y. Adding up these inequalities we arrive at

f(x) ≥ f(y) + 〈−g′(y), x− y〉 − (σ + σ′)|y − x|2,

which holds for all x near y and says that −g′(y) ∈ ∂Pf(y). In particular, ∂Pf(y) 6= ∅.
Since δ can be made arbitrary small, it follows that dom(∂Pf) is dense in Ω. 2
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Theorem 1.2.20. Suppose that

|p| ≤ L, ∀p ∈ ∂Pf(x), ∀x ∈ Ω. (1.2.27)

Then f is locally Lipschitz continuous in Ω with Lipschitz constant L.

Proof—Fix any x0 ∈ Ω and let ε > 0 such that B(x0, 4ε) ⊆ Ω. Also take any L′ > L.

Denote by φ a function mapping the interval [0, 3ε) to [0,∞) and having the following

properties:

φ(·) is C2 and strictly increasing on (0, 3ε), φ(t) = L′t for t ∈ [0, 2ε], φ′(t) ≥ L′ for

t ∈ [2ε, 3ε), φ(t)→∞ as t ↑ 3ε.

Now consider any two points y, z ∈ B(x0, ε). For any β ∈ Rn with |β| < L′ − L, the

function

g(x) := f(y + x) + φ(|x|)− 〈β, x〉

attains a minimum over B(0, 3ε) because it is bounded below, lower semicontinuous

and not identically +∞ there. Call u any minimizer. Clearly |u| < 3ε and 0 ∈ ∂Pg(u).

If u 6= 0, since φ(·) is of class C2 in a neighborhood of u, we can argue as in the previous

theorem to obtain that

β − φ′(|u|) u
|u|
∈ ∂Pf(y + u).

But ∣∣∣β − φ′(|u|) u
|u|

∣∣∣ ≥ φ′(|u|)− |β|

> L′ − (L′ − L) = L.

and y + u is a point in B(x0, 4ε) ⊂ Ω. This contradicts the given bound on ∂Pf and

implies that u = 0. But then, taking into account that |z − y| < 2ε and φ(t) = L′t

for t ∈ [0, 2ε], we get

f(y) = g(0) ≤ g(z − y)

= f(z) + φ(|z − y|)− 〈β, z − y〉
≤ f(z) + L′|z − y|+ (L′ − L)|z − y|.

Since y, z are arbitrary points and L′ > L is arbitrary too, we have shown that f is

Lipschitz continuous on B(x0, ε) with Lipschitz constant L and so that it is locally

Lipschitz continuous with the same constant on the whole set Ω. 2
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Remark 1.2.21. In the case when the proximal subdifferential is only locally bounded

in Ω the same argument of Theorem 1.2.20 shows that f is still locally Lipschitz

continuous, but with a Lipschitz constant that depends upon the local bound of ∂Pf .

1.3 Viscosity Solutions of the Eikonal Equation

In this section we will show that the distance function d = dRn\Ω, where Ω a bounded

domain of Rn, can be also seen as the unique viscosity solution of a suitable Dirichlet

problem. Viscosity solutions are a special kind of weak solutions introduced by M.

G. Crandall and P. L. Lions in the early 80’s. Here we are not interested in the

full generality, for which we refer to [32], but we will restrict our attention to their

connection with the eikonal equation

|Du| = 1, in Ω.

Definition 1.3.1. We say that u ∈ C(Ω) is a viscosity sub–solution of the eikonal

equation |Du| = 1 in an open set Ω ⊂ Rn if, for any φ ∈ C1(Ω),

|Dφ(x0)| ≤ 1

at any local maximum point x0 ∈ Ω of u − φ. Analogously, u ∈ C(Ω) is a viscosity

super–solution of the eikonal equation |Du| = 1 in Ω if, for any φ ∈ C1(Ω),

|Dφ(x1)| ≥ 1

at any local minimum point x1 ∈ Ω of u− φ. Finally, u ∈ C(Ω) is a viscosity solution

of the eikonal equation |Du| = 1 in Ω if it is at the same time a viscosity sub– and

super–solution.

Lemma 1.3.2. Let A be an open subset of Rn, u : A → R be a continuous function

and x ∈ A be fixed. Then,

(a) p ∈ D+u(x) if and only if there exists a function φ ∈ C1(A) such that p = Dφ(x)

and u− φ has a local maximum at x;
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(b) p ∈ D−u(x) if and only if there exists a function φ ∈ C1(A) such that p = Dφ(x)

and u− φ has a local minimum at x.

Proof—(a) Let p ∈ D+u(x). Then, for some δ > 0,

u(y) ≤ u(x)− 〈p, y − x〉+ σ(|y − x|)|y − x|, ∀y ∈ Bδ(x),

where σ is a continuous increasing function on [0,+∞) such that σ(0) = 0. Now

define a C1 function ρ by

ρ(s) =

∫ s

0

σ(t) dt.

Then,

ρ(0) = ρ′(0) = 0, ρ(2s) ≥ σ(s)s.

Therefore, the function

φ(y) := u(x) + 〈p, y − x〉+ ρ(2|y − x|)

verifies φ ∈ C1, Dφ(x) = p and

(u− φ)(y) ≤ σ(|y − x|)|y − x| − ρ(2|y − x|) ≤ 0 = (u− φ)(x).

On the other hand, if there exists a function φ ∈ C1(A) such that p = Dφ(x) and

u− φ has a local maximum at x, then for any y in a neighborhood of x we have

u(y)− u(x)− 〈Dφ(x), y − x〉 ≤ φ(y)− φ(x)− 〈Dφ(x), y − x〉,

which readily implies p ∈ D+u(x).

(b) Since D−u(x) = −(D+(−u)(x)), the statement follows from the above argument

when applied to −u. 2

The previous lemma permits us to rewrite Definition 1.3.1 in the following form.

Definition 1.3.3. We say that u is a viscosity solution of the eikonal equation

|Du| = 1
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in an open set Ω ⊂ Rn if, for any x ∈ Ω we have

p ∈ D−u(x) ⇒ |p| ≥ 1

p ∈ D+u(x) ⇒ |p| ≤ 1

Next result is a straightforward consequence of the previous definition and Corol-

lary 1.2.11.

Corollary 1.3.4. The distance function d = dRn\Ω is a viscosity solution of the

eikonal equation |Du| = 1 in Ω.

Let us now prove a Comparison Principle for the eikonal equation. Such a result

will guarantee that the distance function d is the unique solution of the Dirichlet

problem {
|Du| = 1 in Ω,

u ≡ 0 on ∂Ω.
(1.3.1)

Theorem 1.3.5. Suppose that u1, u2 ∈ C(Ω) are respectively a viscosity sub–solution

and super–solution of the eikonal equation |Du| = 1 in Ω. If u1 ≤ u2 on ∂Ω, then

also u1 ≤ u2 in Ω.

Proof—For any t ∈]0, 1[ set

ut(x) := tu1(x) + (1− t) min
y∈Ω

u1(y).

It is easy to verify that ut ∈ C(Ω), ut ≤ u1 in Ω, ut uniformly converges to u1 as t→ 1

and ut/t is a viscosity sub–solution of the eikonal equation in Ω. We will show that

ut ≤ u2, in Ω, for any t ∈]0, 1[. (1.3.2)

In view of the uniform convergence of ut to u1, equation (1.3.2) will then imply the

statement. Suppose by contradiction that there exists some t̄ ∈]0, 1[ such that

sup
x∈Ω

(ut̄ − u2)(x) = δ > 0.
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Since by assumption u1 ≤ u2 on ∂Ω, the set

Ω′ :=
{
x ∈ Ω : (ut̄ − u2)(x) > δ/2

}
satisfies Ω′ ⊂ Ω. Now, for any ε > 0 consider the function

Φε(x, y) := ut̄(x)− u2(y)− |x− y|
2

2ε
,

and let (xε, yε) ∈ Ω′ × Ω′ be a maximum point for Φε. Then

Φε(xε, yε) ≥ Φε(xε, xε) = ut̄(xε)− u2(xε),

which gives
|xε − yε|2

2ε
≤ u2(xε)− u2(yε) ≤ 2 max

Ω
u2 =: C.

Therefore the previous inequality and the continuity of u2 in Ω imply

|xε − yε| → 0 and
|xε − yε|2

2ε
→ 0 as ε→ 0. (1.3.3)

Furthermore,

Φε(xε, yε) ≥ sup
x∈Ω′

Φε(x, x) = sup
x∈Ω′

(ut̄ − u2)(x) = δ. (1.3.4)

From (1.3.3) and (1.3.4) we deduce that for ε sufficiently small (xε, yε) ∈ Ω′×Ω′. But

then xε is a local maximum point for

x 7→ 1

t̄
ut̄(x)− 1

t̄

(
u2(yε) +

|x− yε|2

2ε

)
.

Since ut̄/t̄ is a viscosity sub–solution of the eikonal equation and

x 7→ 1

t̄

(
u2(yε) + |x− yε|2/2ε

)
is a C1 function, we obtain

|xε − yε|
ε

≤ t̄. (1.3.5)

On the other hand, since yε is a local minimum point for

y 7→ u2(y)−
(
ut̄(xε)− |xε − y|2/2ε

)
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and u2 is a viscosity super–solution of the eikonal equation, then we also get

|xε − yε|
ε

≥ 1. (1.3.6)

Since t̄ < 1 we arrive to a contradiction. 2

Remark 1.3.6. The uniqueness of d as a viscosity solution of the Dirichlet problem

(1.3.1) is direct consequence of the above comparison theorem. But such a result also

permits us to consider the distance function as the largest element of the set

K :=
{
u ∈ W1,∞(Ω) ∩ C(Ω) : ‖Du‖∞ ≤ 1 and u = 0 on ∂Ω

}
.

Indeed, a simple computation shows that d belongs to K. On the other hand, we

will show that any other element u of K is a viscosity sub–solution of the eikonal

equation. This fact and the above comparison theorem will imply that u ≤ d in Ω,

since u ≡ 0 = d on ∂Ω and d is a viscosity super–solution of the eikonal equation. So

take any u ∈ K. Then u is locally Lipschitz continuous in Ω and, by Remark 1.2.9,

we have that D+u(x) ⊆ coD∗u(x) for any x ∈ Ω. Therefore, any p ∈ D+u(x) can be

written as a convex sum of elements in D∗u(x), say

p =
∑
m

λmpm, 0 ≤ λm ≤ 1,
∑
m

λm = 1, pm ∈ D∗u(x).

But then, for any m we have pm = limk→∞Du(xmk) for some sequence {xmk} of

differentiability points of u converging to x. Since u ∈ K we have |Du(xmk)| ≤ 1 for

any k. Passing to the limit as k →∞ we obtain |pm| ≤ 1 for any m and then |p| ≤ 1.

As a Corollary of the Comparison Principle 1.3.5 we can also obtain a representa-

tion formula for the Lipschitz continuous viscosity solutions of the eikonal equation

which among all shows that these solutions are semiconcave functions.

Proposition 1.3.7. Let u be a Lipschitz continuous viscosity solution of the eikonal

equation |Du| = 1 in Ω. Then, the following statements hold true.

(a) For every x ∈ Ω

u(x) = min
y∈∂Ω

{
u(y) + |y − x|

}
= min

y∈∂Ω, ]x,y[⊂Ω

{
u(y) + |y − x|

}
. (1.3.7)
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(b) u is locally semiconcave in Ω.

Proof—(a) Since u is Lipschitz continuous on a bounded domain, it can be uniquely

continuously prolonged up to the boundary. Let us call ũ the function

ũ(x) := min
y∈∂Ω

{
u(y) + |y − x|

}
.

Since u ≤ ũ in Ω and u ≡ ũ on ∂Ω, it suffices to show that ũ is a viscosity sub–solution

of the eikonal equation and apply Theorem 1.3.5. Arguing as in Remark 1.3.6 it is

readily seen that being a viscosity sub–solution of the eikonal equation is equivalent

to be an almost everywhere sub–solution of the equation. Hence, since ũ is itself a

Lipschitz continuous function with Lipschitz constant 1, the proof of (a) is complete.

(b) Let Ω′ be any open convex subset compactly contained in Ω. By Proposition

1.2.5 (c) it suffices to prove that there exists some C = C(Ω′) > 0 such that for any

x, z ∈ Ω′

u(x) + u(z)− 2u(
x+ z

2
) ≤ C|z − x|2.

By the representation formula (1.3.7) there exists some y ∈ ∂Ω such that

u(
x+ z

2
) = u(y) + |y − x+ z

2
|.

Hence,

u(x) + u(z)− 2u(x+z
2

)

≤ (u(y) + |y − x|) + (u(y) + |y − z|)− 2u(y)− 2|y − x+z
2
|

= |y − x|+ |y − z| − 2|y − x+z
2
|

But for any w, h ∈ Rn, w 6= 0

(|w + h|+ |w − h|)2 ≤ 2(|w + h|2 + |w − h|2) = 4(|w|2 + |h|2) ≤
(

2|w|+ |h|
2

|w|

)2

.

Therefore, |w + h|+ |w − h| − 2|w| ≤ |h|2
|w| and with the choice w = y − x+z

2
, h = z−x

2

we have

|y − x|+ |y − z| − 2|y − x+ z

2
| ≤ |z − x|2

4|y − x+z
2
|
.
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Since x, z ∈ Ω′ ⊂⊂ Ω and y ∈ ∂Ω, |y − x+z
2
| ≥ dist(Ω′, ∂Ω). We have then obtained

u(x) + u(z)− 2u(
x+ z

2
) ≤ |z − x|2

4dist(Ω′, ∂Ω)
,

which is the desired semiconcavity inequality. 2

Proposition 1.3.8. Let u be a Lipschitz continuous viscosity solution of the eikonal

equation |Du| = 1 in Ω. Also set

M(x) = {y ∈ ∂Ω : u(x) = u(y) + |y − x|}, Y (x) =

{
(x− y)

|x− y|
: y ∈M(x)

}
.

Then, for any x ∈ Ω,

D+u(x) = coY (x), (1.3.8)

D−u(x) =

{
{p} if Y (x) = {p}
∅ if Y (x) is not a singleton.

(1.3.9)

Proof—From Proposition 1.3.7 we know that u is locally semiconcave in Ω and so we

can use the properties stated in Proposition 1.2.8. Notice that by Proposition 1.3.7,

the set M(x) is nonempty for all x ∈ Ω and that Y (x) is well posed since |x− y| > 0

for all x ∈ Ω and y ∈M(x).

Suppose that (x−y)
|x−y| ∈ Y (x) for some y ∈M(x). Then the function F : Ω→ R defined

by F (x) = u(y) + |y − x| is a C1 function touching u from above at x. In view of

Lemma 1.3.2 we readily conclude that (x−y)
|x−y| = DxF (x) ∈ D+u(x). Since D+u(x) is a

closed convex set, we also have

coY (x) ⊆ D+u(x). (1.3.10)

To prove the converse inclusion, it suffices to show that D∗u(x) ⊂ Y (x), since

D+u(x) = coD∗u(x) by Proposition 1.2.8. So, let p ∈ D∗u(x). Then there ex-

ists a sequence of differentiability points {xk} of u converging to x as k → ∞ and

such that Du(xk) → p as k → ∞. If for all k ∈ N we pick yk ∈ M(xk), we can

suppose, up to subsequences, that yk → ȳ ∈ ∂Ω as k →∞. But Du(xk) = (xk−yk)
|xk−yk|

by

(1.3.10) and we deduce

u(x) = lim
k→∞

u(xk) = u(ȳ) + |ȳ − x|,
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p = lim
k→∞

Du(xk) =
(x− ȳ)

|x− ȳ|
.

We have just proven that p ∈ Y (x) and concluded the proof of (1.3.8). To obtain

(1.3.9) it suffices to recall Proposition 1.2.8 (e)–(f). 2

Corollary 1.3.9. Let u be a Lipschitz continuous viscosity solution of the eikonal

equation |Du| = 1 in Ω. Then, the following assertions hold true.

(a) Let x ∈ Ω and y ∈ ∂Ω be such that u(x) = u(y) + |x− y|. Then, for any z ∈]x, y[,

u is differentiable at z and Du(z) = (x− y)/|x− y|.

(b) Let u be differentiable at a point x ∈ Ω and set

t̄ = inf{t > 0 : x− tDu(x) /∈ Ω} .

Then, y := x− t̄Du(x) ∈ ∂Ω and u(x) = u(y) + |x− y|.

Proof—(a) In view of Proposition 1.3.8, to prove the differentiability of u at z it

suffices to show that M(z) = {y}. Since z ∈]x, y[ and y ∈M(x), then

u(z) ≤ u(y) + |y − z| = u(x)− |x− y|+ |y − z| = u(x)− |x− z|.

On the other hand, the Lipschitz continuity of u implies that u(z) ≥ u(x)− |x− z|.
Hence, the first inequality becomes an equality, yielding u(z) = u(y) + |y − z|, i.e.

y ∈ M(z). Moreover, no other elements different from y can be contained in M(z).

Indeed, if there exists ỹ ∈M(z) \ {y}, then ỹ /∈ [x, y] and so

u(x) = u(z) + |z − x| = u(ỹ) + |ỹ − z|+ |z − x| > u(ỹ) + |ỹ − x|,

contradicting the Lipschitz continuity of u with constant 1. Now, the expression of

Du(z) is just a consequence of the definition of Y (z).

(b) It directly comes from assertion (a). 2

Remark 1.3.10. As a further consequence of Corollary 1.3.7 we also have that the

superdifferential of any Lipschitz continuous viscosity solution of the eikonal equation

satisfies

D+u(x) = coD∗u(x) ∀x ∈ Ω (1.3.11)
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and the set-valued map x 7→ D+u(x) is upper semicontinuous in Ω, that is, for every

x ∈ Ω,

Ω 3 xk → x , D+u(xk) 3 pk → p (k →∞) ⇒ p ∈ D+u(x) .

It can also be shown, but is far beyond the scope of this work, that Du is a vector-

valued function of locally bounded variation in Ω, see, e. g., [22, p. 240]. Thus, Du is

also approximately differentiable a.e. in Ω (see [22, p. 233]), that is, for a. e. x ∈ Ω

there exists a linear map L : Rn → R
n such that, for each ε > 0,

lim
r↓0

1

r2

∣∣∣Br(x) ∩
{
y ∈ Ω :

|Du(y)−Du(x)− L(y − x)|
|y − x|

> ε
}∣∣∣ = 0 .

Such a property will be very useful in Section 3.1.3 to prove the uniqueness of the

solutions of the boundary value problem that is the basis of this thesis.

We conclude this section with a stability result for solutions of the eikonal equa-

tion.

Proposition 1.3.11. Let uk ∈ C(Ω) (k ∈ N) be a viscosity solution of the eikonal

equation

|Du| = 1 in Ω.

If uk converges to a function u locally uniformly in Ω, then also u is a viscosity

solution of the same equation.

Proof—Let φ ∈ C1(Ω) and x0 be a local maximum point of w := u − φ. It is not

restrictive to suppose that

(u− φ)(x0) > (u− φ)(x),

for any x 6= x0 in a neighborhood Bδ(x0) of x0. As a matter of fact, the eikonal

equation depends on the gradient only and we can always replace φ(x) in the reasoning

with φ(x)−|x−x0|2 +C for some suitable constant C. We claim that for k sufficiently

large wk := uk − φ attains a local maximum at a point xk close to x0. Indeed, let

xk be a maximum point for wk in Bδ(x0) and let {xkm}, m ∈ N, be any converging
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subsequence of {xk}, k ∈ N. Call x̃ the limiting point of this subsequence. By uniform

convergence,

wkm(xkm)→ w(x̃), as m→∞.

Since wkm(xkm) ≥ wkm(x) for any x ∈ Bδ(x0), then w(x̃) ≥ w(x) for any x ∈ Bδ(x0).

We deduce that w(x̃) ≥ w(x0). So x̃ = x0 because x0 is a strict maximum point of w,

and the whole sequence {xk} is convergent to x0. Now, being xk a maximum point

of wk = uk − φ, we have that

|Dφ(xk)| ≤ 1, ∀k ∈ N.

Passing to the limit as k →∞ we obtain that

|Dφ(x0)| ≤ 1,

i.e. u is a viscosity sub–solution of the eikonal equation. A similar argument shows

that it is also a viscosity super–solution. 2



Chapter 2

The Model Problem

The present work is mainly concerned with the study of the system of partial differ-

ential equations {
−div (vDu) = f in Ω

|Du| − 1 = 0 in {v > 0}
(2.0.1)

in a given domain Ω ⊂ Rn. Such a system arises in many different contexts, such

as the Monge-Kantorovich theory, shape optimization theory and granular matter

theory. For example, (2.0.1) can be viewed as necessary conditions to be satisfied by

an optimal transfer plan, see [21], [3] and [26]. In a related framework, system (2.0.1)

characterizes the limit, as p→∞, of the p-Laplace equation −div (|Du|p−2Du) = f ,

see [12], [30] and [21]. Furthermore, the above system has been applied to an idealized

model for compression molding in [6], and to shape optimization in [9]. Another

interesting field where system (2.0.1) applies to is granular matter theory, where it

describes the equilibrium configuration that may occur to a sandpile that grows under

a source constant in time.

In this chapter we will briefly presents some models for growing sandpiles and for

their equilibrium configuration. We will also stress the role of system (2.0.1) in this

setting, when it appears, giving also the statement of the results obtained so far. We

will focus on five papers, namely,

- the paper of Prigozhin [35];

45
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- the work of Aronsson [5] and Aronsson, Evans and Wu [7];

- the paper of Hadeler and Kuttler [28];

- the work of Cannarsa and Cardaliaguet [13].

Of course, the literature is much more widespread. But the above papers well repre-

sent the different points of view of the theory.

2.1 The Variational Model

In [35] Prigozhin presents a model to describe the growth of a sandpile under a source

of density w(x, t) ≥ 0 on a rough rigid surface y = h0(x), where x varies in a bounded

domain Ω ⊂ R
2 with Lipschitz continuous boundary. The form of the pile thus

generated is a function y = h(x, t). In the paper it is assumed that the granular

matter has an angle of repose γ, that is no matter can accumulate on slopes steeper

than tan γ. Moreover, following the experiments, the flow of granular material down

the slopes of the growing pile is supposed to be confined in a thin boundary layer

which is distinctly separated from the motionless bulk. Assuming constant the density

of the sand, the free surface h(x, t) of the sandpile must thus satisfy the conservation

law
∂h

∂t
+ div (−→q ) = w,

where −→q (x, t) is the horizontal projection of the material flux on the surface layer of

the motionless bulk. It is also assumed that the surface flow is directed towards the

steepest descent, i.e.
−→q = −mDh,

where m(x, t) ≥ 0 is an unknown. Hence the conservation law becomes

∂h

∂t
− div (mDh) = w. (2.1.1)

At time t = 0 the free surface coincides with the surface h0,

h(x, 0) = h0(x), (2.1.2)
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while for any t ≥ 0 it cannot lies below the surface h0 and must satisfy the angle of

repose constraint whenever it is above h0,

h(x, t) ≥ h0(x), (2.1.3)

h(x, t) > h0(x) ⇒ |Dh(x, t)| ≤ γ. (2.1.4)

No pouring over the motionless bulk can occur if the incline is less than the angle of

repose γ,

|Dh(x, t)| < γ ⇒ m(x, t) = 0. (2.1.5)

In the model presented by Prigozhin, the granular matter is allowed to leave Ω through

a part Γ1 of the boundary ∂Ω, while on the remaining of the boundary Γ2 = Ω \ Γ1,

impermeable walls are set to prevent the outflow of the material,

h|Γ1 = h0|Γ1 , m
∂h

∂n
|Γ2 = 0. (2.1.6)

The model of pile growth (2.1.1)–(2.1.6) contains two unknown, the free surface h

and the function m. In his work, Prigozhin shows that actually, the function m is a

Lagrange multiplier, related to the constraint (2.1.4). Moreover, he shows that m can

be excluded as an unknown by transforming problem (2.1.1)–(2.1.6) into an equivalent

quasi–variational problem. To be more precise, set V = W1,∞(Ω), H = L∞(Ω),

V = L∞(0, T, V ) and H = L∞(0, T,H). Also denote by V ′ and H′ the dual spaces of

V and H.

Let h0 ∈ V . For every function φ ∈ V define the map Bφ : V → H by

Bφ(ψ) =
1

2
(|Dψ|2 −M(φ)),

where

M(φ)(x, t) =

{
γ2 if φ(x, t) > h0(x),

max{γ2, |Dh0(x)|2} if φ(x, t) ≤ h0(x).

Moreover, set

K(φ) := {ψ ∈ V : Bψ(ψ) ≤ 0, ψ|Γ1 = h0|Γ1 a.e. t}.
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As it can be deduced by the choice of h0 ∈ V , no regularity is a priori required to h

and m. Indeed, problem (2.1.1)–(2.1.6) is considered in the weak sense, as follows.

We say that (h,m) ∈ V ×H′ is a weak solution of (2.1.1)–(2.1.6) if

∫ T

0

∫
Ω

(h′ − w)ψ +mDh ·Dψ dx dt = 0,
∀ψ ∈ V such that

ψ|Γ1 = 0 a.e. x,
(2.1.7)

∫ T

0

∫
Ω

mφdx dt = 0,
∀φ ∈ H with

spt(φ) ⊂ {(x, t) : |Dh(x, t)| ≤ γ},
(2.1.8)

h(x, 0) = h0(x), a.e. x, (2.1.9)

h(x, t) ≥ h0(x), a.e. (x, t), (2.1.10)

h(x, t) > h0(x) ⇒ |Dh(x, t)| ≤ γ, a.e. (x, t), (2.1.11)

h|Γ1 = h0|Γ1 , a.e. x. (2.1.12)

Notice that equation (2.1.7) takes into account condition m∂h
∂n
|Γ2 = 0.

The characterization of weak solutions of the model problem of sandpile growth is

the following.

Theorem 2.1.1. Suppose that h0 ∈ V , w ∈ V ′, w ≥ 0 and that there exists a function

ψ0 ∈ V such that

ψ0|Γ1 = h0|Γ1 , ‖Dψ0‖∞ < γ.

Then a pair of functions (h,m) ∈ V ×H′ is a weak solution of (2.1.1)–(2.1.6) if and
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only if h is a solution of the following quasi–variational inequality:

∃h′ = ∂h
∂t
∈ (Lq(0, T,W1,q(Ω)))′, for some q ∈ [2,∞) (2.1.13)

h ∈ K(h), (2.1.14)∫ T
0

∫
Ω

(h′ − w)(φ− h)(x, t) dx dt ≥ 0, ∀φ ∈ K(h), (2.1.15)

h|t=0 = h0. (2.1.16)

Notice that conditions (2.1.14)–(2.1.15) are equivalent to

h ∈ arg minφ∈K(h)

∫ T

0

∫
Ω

(h′ − w)φ dx dt. (2.1.17)

Hence, in the above formulation, h is a solution of an optimization problem with

gradient constraint. Since the linear functional

Jh(φ) =

∫ T

0

∫
Ω

(h′ − w)φ dx dt

is bounded from below on K(h), it can be shown that the necessary and sufficient

condition of optimality for (2.1.17) is the existence of a saddle point of Lagrangian

L(φ, p) := Jh(φ) +

∫ T

0

∫
Ω

pBh(φ). (2.1.18)

This is the reason why the unknown m of problem (2.1.1)–(2.1.6) is a Lagrangian

multiplier related to the gradient constraint (2.1.4). In the case when h0 has no steep

slopes, that is |Dh0| ≤ γ, problem (2.1.13)–(2.1.16) becomes a variational inequality.

An existence and uniqueness result for (2.1.13)–(2.1.16) is then provided, which is an

existence result for (2.1.1)–(2.1.6) as a consequence of Theorem 2.1.1.

Theorem 2.1.2. Let w ∈ (L4(0, T, U))′, where U = {φ ∈ W1,4(Ω) : φ|Γ1 = 0}.
Moreover, take h0 ∈ V , h0|Γ1 = 0 and |Dh0| ≤ γ. Then there exists a unique function

h such that

h ∈ L4(0, T, U) ∩ C([0, T ], L2(Ω)),

and h is a solution of problem (2.1.13)–(2.1.16).



50

As a corollary of the above theorem, it is also proven that

the solution h of the quasi–variational inequality (2.1.13)–(2.1.16) is

a non–decreasing function of time.

In the case of w ∈ L2((0, T )× Ω), Theorem 2.1.2 can be strengthened.

Theorem 2.1.3. Let w ∈ L2((0, T )× Ω), h0 ∈ V and |Dh0| ≤ γ. Then there exists

a unique function h such that

h ∈ V ∩ C1/4([0, T ]× Ω), h′ ∈ L2((0, T )× Ω)

and h solves the variational inequality

h(·, t) ∈ K := {φ ∈ V : |Dφ| ≤ γ, φ|Γ1 = h0|Γ1}, h|t=0 = h0,∫
Ω

(h′ − w)(φ− h) dx ≥ 0, ∀φ ∈ K, a.e. t ∈ (0, T ).

Let us remark that Theorems 2.1.2–2.1.3 do not provide a unique solution of

problem (2.1.1)–(2.1.6). Indeed, while function h is uniquely determined by the above

variational inequality, the function m is only a Lagrange multiplier of problem (2.1.1)–

(2.1.6) and no uniqueness results are given in the paper [35]. As a matter of fact,

there is probably no uniqueness for m in the dynamical case.

Assume now h0 ≡ 0, Γ2 = ∅ and w = w(x). The equilibrium configuration of the

model (2.1.1)–(2.1.6) presented by Prigozhin reads
−div (mDh)(x) = w(x) in Ω

|Dh(x)| − 1 = 0 in {m > 0}
|Dh(x)| ≤ 1 m,h ≥ 0 in Ω

h(x) = 0 on ∂Ω.

(2.1.19)

Even in this special case, no uniqueness results can be deduced from [35], and regu-

larity can be inferred for h only. We will see that system (2.1.19) is the only point in

common between [35] and [28], where a different model for the growth of sandpiles is

presented.
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2.2 The PDE/ODE Model

The second set of papers we want to analyze starts with an old paper of Aronsson [5],

where he proposes a model to describe the growth of sandpiles on a horizontal plane

under the flow of m point sources of different intensity. As in the work of [35], it is

assumed that the angle φ formed by the free surface of the sandpile and a horizontal

plane cannot exceed a given value α, the angle of repose of the material. To describe

the model more precisely, let us introduce the notations in [5].

the horizontal plane is the x, y–plane of a Cartesian 3 dimensional system;

Pk is the projection on the x, y–plane of source number k;

AB is the Euclidean distance from A to B;

P is a variable point in the x, y–plane with coordinates (x, y, 0);

fk(t) is the volume of sand released per unit time via source number k, at time

t.

Aronsson postulates that under m point sources pouring sand at rate fk(t) ≥ 0,

k = 1, . . . ,m, there is the initial formation of m cones, separated one another, until

two or more of them meet. From this moment he says that the resulting sand surface

is the upper envelope of the m cones. In other words, he affirms that at each moment

there exist m positive numbers zk, k = 1, . . . ,m, such that the free surface of the

sandpile is represented by the function

z(x, y) = max{φ1(x, y), . . . , φm(x, y)},

where φk(x, y) = zk − 1
tanα

PPk, for k = 1, . . . ,m. It is clear that in the previous for-

mula zk can be viewed as the vertex of the cone number k. Using a mass conservation

relation and the geometry of cones, Aronsson deduces that zk = zk(t), k = 1, . . . ,m,
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can be found as a solution of the differential system

dz1

dt
=

f1(t)

F1(z1, z2, . . . , zm)
dz2

dt
=

f2(t)

F2(z1, z2, . . . , zm)
...

dzm
dt

=
fm(t)

Fm(z1, z2, . . . , zm)
,

(2.2.1)

where Fk(z1, z2, . . . , zm), k = 1, . . . ,m, is the area of the part of the x, y–plane where

zk −
1

tanα
PPk > zi −

1

tanα
PPi, ∀i 6= k.

A similar description is also provided in the case of m sources pouring sand on an

horizontal plane, but in a region confined by vertical walls. The remaining of the pa-

per [5] is then devoted to the analysis of the two models and in particular of functions

Fk(z1, z2, . . . , zm).

Starting from the work [5], Aronsson, Evans and Wu, in [7], studied the system

(2.2.1) in connection with the evolution governed by the p–Laplacian in the “infinitely

fast/infinitely slow” diffusion limit as p→∞.

The work begins with the consideration that for large p, the p-Laplacian

∆pu = div (|Du|p−2Du)

is a prototype “fast/slow diffusion” operator, because, for each δ > 0 small, the

diffusion coefficient |Du|p−2 is very small in the region {|Du| < 1− δ}, very large in

{|Du| > 1 + δ}, while the set {1− δ ≤ |Du| ≤ 1 + δ} is a kind of intermediate region.

Then, the authors study the behaviour of the solutions up of the evolution system{
up,t −∆pup = fp in Rn × (0,∞)

up = g on Rn × {t = 0},
(2.2.2)

where fp ≥ 0 represents a given source and g an initial distribution. They are mostly

interested in the analysis of system (2.2.2) at the limit p→∞, because of the diffusion
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effect that confines the evolution in the region where the modulus of the gradient is

less than or equal to 1. They obtain what follows.

If fp is smooth and compactly supported in Rn × [0, T ] for each T > 0, and g is a

Lipschitz continuous function with compact support and ‖Dg‖∞ ≤ 1, then for all

p ≥ n+1 the system (2.2.2) admits a unique weak solution up such that, for all T > 0

up ∈ Lp((0, T ),W1,p(Rn)), up,t ∈ L2
loc((0, T ), L2(Rn))

and ∫ T

0

∫
Rn

(up,tv + |Dup|p−2Dup ·Dv) dx dt =

∫ T

0

∫
Rn

vfp dx dt.

Moreover, up has compact support in Rn × [0, T ] for each T > 0 and up ∈ C0,α

in Rn × (0,∞) for some 0 < α < 1. In the case when fp is a suitable smooth

approximation to the time varying measure

f =
m∑
k=1

fk(t)δdk(x),

where fk > 0 is Lipschitz continuous for all k = 1, . . . ,m, the authors prove that–up

to subsequences–the solutions of system (2.2.2) converge, in a suitable sense, to a

function u which is Lipschitz continuous with ‖Du‖∞ ≤ 1 and u ∈ L2(Rn × (0, T )),

ut ∈ L2(0, T, L2(Rn)) for every T > 0. Furthermore, if we set

I[u] =

{
0 if v ∈ L2(Rn), |Dv| ≤ 1 a.e.

∞ otherwise,

then u satisfies

I[v] ≥ I[u] +

∫
Rn

(f(x, t)− ut(x, t))(v − u(x, t)) dx, (2.2.3)

for each v ∈ L2(Rn) at almost every t > 0 and

lim
t→0+

u(·, t) = g, in L2(Rn). (2.2.4)

Here
∫
Rn
f(x, t)(v − u(x, t)) dx stands for

m∑
k=1

fk(t)(v(dk)− u(dk, t)).
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In the language of convex analysis, u solves the evolution equation{
f − ut ∈ ∂I[u] t > 0

u = g t = 0,

where ∂I[·] is the subdifferential of the indicator function of the set {v ∈ L2(Rn) :

|Dv| ≤ 1 a.e. } (in our notations ∂I = D−I).

Comparing (2.2.3) with the variational inequality of Prigozhin in Theorem 2.1.3, it is

not surprising that in [7] (2.2.3)–(2.2.4) is presented as a model for growing sandpiles.

Moreover, in [7], the authors prove that the solution to (2.2.3)–(2.2.4) is unique and

if

‖Dg‖∞ < 1,

then its solution u is compatible with the function z constructed by Aronsson in [5].

More precisely, they prove that

u(x, t) = max{g(x), z1(t)− |x− d1|, . . . , zm(t)− |x− dm|}, x ∈ Rn, t ≥ 0,

where z1(t), . . . , zm(t) solve the ODE (2.2.1) with initial conditions

zk(0) = g(dk), k = 1, . . . ,m.

The results obtained so far permit the authors to analyze (2.2.3)–(2.2.4) in the case

of general source term f . Indeed if

f is a nonnegative Lipschitz continuous function, with compact

support in Rn × [0, T ] for all T > 0,

then (2.2.3)–(2.2.4) admits a unique solution u with |Du| ≤ 1 almost everywhere and

ut ∈ L2(0, T, L2(Rn)) for every T > 0. Furthermore, ut ≥ 0 almost everywhere in

R
n × (0,∞) and if W is the smallest convex set such that

spt(f)|Rn×[0,T ] ⊂ W × [0, T ],

then, for each t > 0 and x /∈ W , u verifies

u(x, t) = max

{
0, max

y∈∂W
{u(y, t)− |x− y|}

}
.
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2.3 A New Evolutionary Model

A few years ago Hadeler and Kuttler [28] proposed a new model to study the evolution

of a sandpile created by pouring dry matter onto a 1 dimensional set or a ‘table’.

In such a model, built on previous work by Boutreux and de Gennes [11], the 1

dimensional set or the table are represented by a bounded domain Ω ⊂ Rn, n = 1, 2,

and the matter source by a function f(t, x) ≥ 0. The physical description of the

growing heap is based on the introduction of the so-called standing and rolling layers.

The former collects the amount of matter that remains at rest, the latter represents

matter moving down along the surface of the standing layer–eventually falling down

when the base of the heap touches the boundary of Ω. For physical reasons, the slope

of the standing layer cannot exceed a given constant–typical of the matter under

consideration–that we normalize to 1. On shallow slopes matter from the rolling

layer is added to the standing layer, while on steep slopes there can be abrasion from

the standing layer into the rolling layer. Hence locally the dynamic is described by

the local slope and the local density of the rolling layer. To be more precise, let u(t, x)

and v(t, x), respectively, the heights of the standing and rolling layers at time t and

at a point x ∈ Ω. The system proposed in [28] with normalized constants reads

{
vt(t, x) = div (vDu)(t, x)− (1− |Du(t, x)|)v(t, x) + f(t, x)

ut(t, x) = (1− |Du(t, x)|)v(t, x).
(2.3.1)

The system describes that the grains enter the standing layer proportional to the

thickness of v if the slope is below the critical one, while grains are pulled away from

the standing layer whenever the slope exceeds the critical angle and there is some

rolling matter.

System (2.3.1) is also associated with a boundary condition on u that takes into

account the gradient constraint |Du| ≤ 1: u ≡ 0 on ∂Ω for any t ≥ 0. Of course

this condition says that no matter can accumulate on the boundary of Ω. The above
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considerations lead to the boundary value problem
vt = div (vDu)− (1− |Du|)v + f in [0,∞)× Ω

ut = (1− |Du|)v in [0,∞)× Ω

|Du| ≤ 1 u, v ≥ 0 in [0,∞)× Ω

u = 0 on [0,∞)× ∂Ω

(2.3.2)

A similar problem is also presented to describe sandpiles growing in a silo. The

remaining of the paper [28] is devoted to the analysis of the equilibrium configurations

that may occur in the case of constant (in time) source. The boundary value problem

(2.3.2) becomes 
−div (vDu)(x) = f(x) in Ω

|Du(x)| − 1 = 0 in {v > 0}
|Du(x)| ≤ 1 u, v ≥ 0 in Ω

u(x) = 0 on ∂Ω,

(2.3.3)

which is formally the same system (2.1.19) that can be deduced from [35]. An in-

teresting representation formula for the (pointwise) solution of (2.3.3), in 1 space

dimension, is presented in [28]. There is also an attempt to build a representation

solution in the 2 dimensional case. Unfortunately, the conjectured solution for the

rolling layer is wrong and indeed no rigorous mathematical proof is presented in [28].

Nevertheless, the paper underlines some interesting features of problem (2.3.3) that

will lead to the correct solution in [13].

First of all, there is a discussion on the subeikonal solutions. Indeed, starting from

physical considerations, Hadeler and Kuttler guess that the standing layer must have

some pointwise maximality property in the class of the nonnegative Lipschitz func-

tions of constant 1 that vanishes on the boundary of Ω. Moreover, they introduce

the singular set Σ to explain the structure of the rolling layer. They assume that

spt(f) has positive distance from the boundary and they conjecture that the “unique

solution” (they do not specify in which class) of (2.3.3) is the pair (u, v) given (in our

notations) by

u(x) = max
y∈spt(f)

{d(y)− |x− y|} ,
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and

v(x) =

{
0 on Σ∫ tΣ(x)

0
f(Π(x) + t(x− Π(x))d(x) dt on Ω \ Σ,

where d(x) is the usual distance function from R
2 \ Ω, Π(x) is the unique projection

of x /∈ Σ onto ∂Ω and tΣ(x) = min{t : Π(x) + t(x − Π(x)) ∈ Σ}. Throughout the

paper, the regularity of the boundary ∂Ω is not specified.

As we will in the next section, the exact solution (in a suitable sense) of problem

(2.3.3) can be explicitly given, provided we ask some regularity to the boundary and

to f .

2.4 Representation of Solutions in the Plane

Recently, Cannarsa and Cardaliaguet [13] have obtained a representation formula for

the solution of problem (2.3.3) that starts from the physical considerations of Hadeler

and Kuttler [28] but develops in a rigorous mathematical framework.

It is well-known that the eikonal equation |Du| = 1 does not possess global smooth

solutions in general, neither does the conservation law −div (vDu) = f . Thus, solu-

tions of problem (2.3.3) are meant in the following sense.

Definition 2.4.1. A pair (u, v) of continuous functions in Ω is a solution of problem

(2.3.3) if

• u = 0 on ∂Ω, ‖Du‖∞,Ω ≤ 1, and u is a viscosity solution of

|Du| = 1 in {x ∈ Ω : v(x) > 0}

• v ≥ 0 in Ω and, for every test function φ ∈ C∞c (Ω),∫
Ω

v(x)〈Du(x), Dφ(x)〉dx =

∫
Ω

f(x)φ(x)dx .
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In Definition 2.4.1, continuity is required because u and v should represent the

layers describing the (non microlocal) configuration of a pile of sand. Moreover,

the maximality of the standing layer, justified in [28] by physical considerations, is

ensured by typical properties of viscosity solutions. Finally, the requirement on v to

be a weak solution of the conservation law −div (vDu) = f is a natural one, since the

viscosity solutions of the eikonal equations are not globally smooth and so we cannot

read −div (vDu) = f in the classical sense. In the theorem below, which is the main

result in [13], we use the notations d for the distance function from R
2 \ Ω, Σ for its

singular set, Π(x) for the projection of x ∈ Ω \Σ onto ∂Ω and κ(x) for the curvature

of ∂Ω at the point Π(x) whenever x ∈ Ω \ Σ.

Theorem 2.4.2. Let Ω ⊂ R2 be a bounded domain with boundary of class C2 and

f ≥ 0 be a continuous function in Ω. Then, a solution of system (2.3.3) is given by

the pair (u, v), where u = d in Ω, v = 0 on Σ and

v(x) =

∫ τ(x)

0

f(x+ tDd(x))
1− (d(x) + t)κ(x)

1− d(x)κ(x)
dt ∀x ∈ Ω\Σ , (2.4.1)

where τ : Ω→ [0, diam(Ω)/2] is the maximal retraction length of Ω, defined by

τ(x) =

 min
{
t ≥ 0 : x+ tDd(x) ∈ Σ

}
∀x ∈ Ω\Σ

0 ∀x ∈ Σ.
(2.4.2)

Moreover, the above solution is unique in the following sense: if (u′, v′) is another

solution of (2.3.3), then v′ = v in Ω and u′ = u in {x ∈ Ω : v > 0}.

The first step of the proof of Theorem 2.4.2 is to show that the pair (u, v) is indeed

a solution of the boundary value problem. This also provides an existence result for

(2.3.3), as in [35], [21], [3], [9], [10], where existence results are given in any space

dimension. Then the second step is to prove that the solution of (2.3.3) is unique.

Uniqueness of the solution to (2.3.3) might also be deduced from a theorem by Bou-

chitté, Buttazzo and Seppecher [9], characterizing any solution of (2.3.3) in terms of a

suitable Monge-Kantorovich problem, and from the uniqueness result by Ambrosio [3]
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for such a problem. This procedure, however, would use very powerful–as well as very

technical–tools that are not really needed in this context. The main novelty of the

paper [13] is neither existence nor uniqueness but formula (2.4.1). No other simple

representation for the solution of (2.3.3) has been provided in the previous papers.

Moreover, Theorem 2.4.2 produces a continuous solution, instead of just a measure

or a function in L1(Ω) as is generally expected for v. So, Theorem 2.4.2 can be also

viewed as a regularity result.

Summarizing the results obtained in [35], [5]–[7], [28] and [13], we can say that

for the problem of growing sandpiles, some existence and uniqueness results are pro-

vided for the free surface of the sandpile and regularity results are proven in special

cases. In the case of the equilibrium configuration, existence and uniqueness results

are proven for n = 2 as well, but also a representation formula is given.

The main difference between the “dynamical” and “stationary” case is in the role

of the function that describes the “flow” of the sand on the descent of the sandpile.

Indeed, in the “dynamical” model, it is ignored or considered just a Lagrange mul-

tiplier, related to the gradient constraint on the free surface. On the other hand,

in the “stationary” model such a function (the “rolling layer”) is explicitly used in

the mathematical description and plays an important role there. But, apart from

continuity, no regularity result is given for the rolling layer, while the standing layer

(the function describing the profile of the sandpile) is completely described.

In this work we want to go deeper into the analysis of the regularity of the rolling

layer in dimension n = 2 and eventually extend the representation formula of the

table problem in [13] to general space dimension. Before the regularity analysis, we

will presents the results of Cannarsa and Cardaliaguet [13] in slightly more general

assumptions. Indeed, we will permit the “table” to have corners pointing “outside”

the table, which is physically more realistic.



Chapter 3

The problem in the plane

Let us start with the analysis of the system we introduced as a model for the equi-

librium configuration of a growing sandpile,
−div (vDu)(x) = f(x) in Ω

|Du(x)| − 1 = 0 in {v > 0}
|Du(x)| ≤ 1 u, v ≥ 0 in Ω

u(x) = 0 on ∂Ω.

(3.0.1)

In this chapter we restrict our attention to the the system (3.0.1) when Ω is a set

in the plane. Throughout the chapter, unless otherwise specified, we will suppose that

Ω has piecewise C2,1 boundary and outer corners and then that it satisfies conditions

(H1)–(H3) of Definition 1.1.9:

(H1) ∂Ω = ∪mi=1Γi, m ∈ N, where

Γi ∩ Γj =


{xi} if 1 ≤ i ≤ m− 1, j = i+ 1

{xm} if i = m, j = 1

∅ if 1 ≤ i ≤ m, j 6= i, i± 1

and for any i = 1, . . . ,m Γi is a C2,1 curve up to the endpoints xi and xi+1 (xm

and x1 when i = m);

60
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(H2) there exists some 0 < θ < 1 such that for any i = 1, . . . ,m− 1,

〈νi(xi), νi+1(xi)〉 ≤ θ 〈νm(xm), ν1(xm)〉 ≤ θ,

where νi stands for the unit inner normal to the boundary component Γi and

where

νi(xj) := lim
y→xj
y∈Γi

νi(y).

(H3) Ω satisfies a uniform exterior sphere condition of radius r > 0, that is for any

x ∈ ∂Ω there exists some y ∈ Rn \Ω such that Br(y) ⊂ Rn \Ω and x ∈ ∂Br(y).

The plan of this chapter is the following.

Section 3.1 is devoted to the proof that the pair (d, vf ), where d is the distance

function to the boundary ∂Ω and vf is the function vf : Ω→ R defined by

vf (x) =


∫ τ(x)

0

f(x+ tDd(x))
1− (d(x) + t)κ(x)

1− d(x)κ(x)
dt ∀x ∈ Ω\Σ

0 ∀x ∈ Σ,

(3.0.2)

is the unique solution, in the sense of Definition 2.4.1, of problem (3.0.1).

In Section 3.2 we will face the problem of the regularity of the solution of problem

(3.0.1), under the stronger assumption that Ω has analytic boundary. In particular,

in Section 3.2.2 we will deeply analyze the regularity of the maximal retraction length

of Ω. This is the first step to prove that vf in (3.0.2) is itself Hölder continuous, which

is the main result in the concluding Section 3.2.3

3.1 Solutions of the Model Problem

We recall that the solutions of system (3.0.1) are meant in the sense of [13].

Definition 3.1.1. A pair (u, v) of continuous functions in Ω is a solution of problem

(3.0.1) if
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• u = 0 on ∂Ω, ‖Du‖∞,Ω ≤ 1, and u is a viscosity solution of

|Du| = 1 in {x ∈ Ω : v(x) > 0}

• v ≥ 0 in Ω and, for every test function φ ∈ C∞c (Ω),∫
Ω

v(x)〈Du(x), Dφ(x)〉dx =

∫
Ω

f(x)φ(x)dx .

Before proving our existence/uniqueness result we need some preliminary regu-

larity results on the maximal retraction length, which are the content of the next

section.

3.1.1 The maximal retraction length

Let us consider again the maximal retraction length of Ω onto Σ

τ(x) =

 min
{
t ≥ 0 : x+ tDd(x) ∈ Σ

}
∀x ∈ Ω\Σ

0 ∀x ∈ Σ.
(3.1.1)

We will show that if Ω has piecewise C2,1 boundary and outer corners then the map τ

is Lipschitz continuous when restricted to the boundary. Such a result will permit us

to show that the pair (d, vf ) is a solution of problem (3.0.1) almost everywhere, which

is the first step of the existence result. It is important to stress that the regularity

result for τ is inspired by recent work on the subject. Indeed, a proof of this result

for C∞ smooth submanifolds of an n-dimensional smooth manifold is given in [29],

while [31] treats the case of the normal distance that arises in the context of Finsler

geometry. The proof we present is instead modeled on the particular case of sets in

R
2 and is based on the propagation of singularities described in Proposition 1.2.16.

In the case when ∂Ω is a C2,1 boundary in the plane, the results below have been

proven first in [13] and our arguments are a modifications of those ones.

We start with a continuity result.



63

Lemma 3.1.2. Assume that Ω has piecewise C2,1 boundary and outer corners. Then

the map τ , extended to 0 on Σ, is continuous in Ω.

Proof—Let us first show that τ is lower semicontinuous in Ω. If x ∈ Σ, then τ(x) = 0,

while τ(y) ≥ 0 for any y ∈ Ω. Hence lim infy→x τ(y) ≥ τ(x) for any x ∈ Σ. On

the other hand, if x ∈ Ω \ Σ, let {xk} be any sequence converging to x such that

lim infy→x τ(y) = limk→∞ τ(xk) =: t∗. Then, for k sufficiently large, xk /∈ Σ because

Σ is closed and Dd(xk)→ Dd(x). Hence, xk + τ(xk)Dd(xk)→ x+ t∗Dd(x) ∈ Σ. We

readily conclude τ(x) ≤ t∗ = lim infy→x τ(y) because of the definition of τ .

Let us now prove the upper semicontinuity of τ in Ω. For this purpose, consider a

sequence {xk} in Ω\Σ, converging to some point x ∈ Ω, and suppose by contradiction

t∗ := limk τ(xk) > τ(x). In particular, this implies that t∗ is positive. We can also

assume, without loss of generality, that the sequence {Dd(xk)} converges, say to p.

Let t̄ ∈ (τ(x), t∗). Then, d is differentiable at xk + t̄Dd(xk) by definition. Thus, for k

large enough,

Π(xk + t̄Dd(xk)) = Π(xk) = {xk − d(xk)Dd(xk)} .

Taking the limit as k →∞, we obtain x− d(x)p ∈ Π(x+ t̄p). So, x+ τ(x)p belongs

to the interior of the segment [x−d(x)p, x+ t̄p]. Since x+τ(x)p ∈ Σ, this contradicts

Proposition 1.1.8. 2

The following result is a modification of the analogous result given in [13].

Theorem 3.1.3. Let Ω be a bounded domain in R2 with piecewise C2,1 boundary and

outer corners. Then the map τ defined in (2.4.2) is Lipschitz continuous on ∂Ω.

Hereafter, we will denote by Lip(τ) the Lipschitz semi-norm of τ on ∂Ω. Since

x 7→ x+ τ(x)Dd(x) maps ∂Ω onto Σ, a straightforward application of Theorem 3.1.3

is that the 1-dimensional Hausdorff measure of Σ is finite:

Corollary 3.1.4. Let Ω be a bounded domain in R2 with piecewise C2,1 boundary and

outer corners. Then,

H1(Σ) ≤ kΩH1(∂Ω) <∞
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where kΩ ≥ 0 is a constant depending on Lip(τ) and Ω.

In order to prove Theorem 3.1.3 we will proceed by steps. As a first step we will

prove a one–sided Lipschitz estimate of τ on any Γ0
i , where Γ0

i is the relative interior

of the set Γi in assumption (H1); then we will show that τ |Γi is Lipschitz continuous

with some constant Ki for any i = 1, . . . ,m, by using the fact that the boundary

components join in outer corners; finally, we will prove the Lipschitz continuity on

the whole boundary using the continuity of τ in Ω.

Lemma 3.1.5. Let Ω be a bounded domain in R2 with piecewise C2,1 boundary and

outer corners. Then there exists a constant Ki > 0 such that every x ∈ Γ0
i has a

neighborhood, U , where

τ(y) ≤ τ(x) +Ki|y − x| ∀y ∈ Γ0
i ∩ U . (3.1.2)

Proof—Put

Li = sup
x,y∈Γ0

i
x 6=y

max
{ |κ(y)− κ(x)|

|y − x|
,
|Dd(y)−Dd(x)−D2d(x)(y − x)|

|y − x|2
}
.

and let x ∈ Γ0
i be fixed. We will analyze, first, the simpler case τ(x)κ(x) = 1.

Recalling that τ(x) ≤ diam(Ω)/2, we have κ(x) ≥ 2/diam(Ω). Let U be an open

neighborhood of x such that κ(y) > 1/diam(Ω) for every y ∈ U . Then, for every

y ∈ Γ0
i ∩ U ,

τ(y) ≤ 1

κ(y)
≤ 1

κ(x)
+
κ(y)− κ(x)

κ(y)κ(x)
≤ τ(x) +

Li
2

diam(Ω)2|y − x|

and (3.1.2) is proven with Ki = Li
2

diam(Ω)2.

Now, suppose τ(x)κ(x) < 1 and define x̄ = x + τ(x)Dd(x). We claim that

Dd(x) must be isolated in D∗d(x̄). For suppose Dd(x) = limk pk for some sequence

{pk} in D∗d(x̄) satisfying pk 6= Dd(x) for every k. Then, pk = Dd(xk) , where

xk = x̄−d(x̄)pk 6= x̄−d(x̄)Dd(x) = x is a sequence of boundary points {xk} converging

to x. We can also assume, without loss of generality, that (xk−x)/|xk−x| converges
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to some unit vector θ. Hence,

θ = lim
k→∞

xk − x
|xk − x|

= −d(x̄) lim
k→∞

Dd(xk)−Dd(x)

|xk − x|
= −d(x̄)D2d(x)θ .

Therefore, recalling that the nonzero eigenvalue of D2d(x) is given by −κ(x), we

obtain −κ(x) = −1/d(x̄) = −1/τ(x) in contrast with τ(x)κ(x) < 1. So, our claim is

proven.

Hereafter, we denote by R the rotation matrix

R =

(
0 −1

1 0

)

and by {e1, e2} the orthonormal basis of R2 given by

e1 = R−1Dd(x) e2 = Dd(x) .

We split the reasoning into several steps.

Step 1: constructing a singular arc.

We want to construct a Lipschitz arc ζ : [0, η]→ Ω such that

ζ(0) = x̄ , 〈ζ̇(0), e1〉 > 0 , ζ(s) ∈ Σ ∀s ∈ [0, η] . (3.1.3)

Suppose, first, x̄ ∈ Σ2. Since e2 is isolated in D∗d(x̄), there are two distinct vectors

p1, p2 ∈ D∗d(x̄) such that the segments [p1, e2] and [p2, e2] are contained in ∂D+d(x̄).

Let n1 and n2 be unit outward normals to D+d(x̄) exposing the faces [p1, e2] and

[p2, e2] respectively, i.e.

max
p∈D+d(x̄)

〈p, ni〉 = 〈pi, ni〉 = 〈e2, ni〉 i = 1, 2 .

We claim that

e2 = λ1n1 + λ2n2 (3.1.4)

for suitable numbers λ1, λ2 > 0. Indeed, the normal cone to D+d(x̄) at e2 is generated

by {n1, n2}. Since e2 belongs to such a cone, e2 = λ1n1 + λ2n2 with λ1, λ2 ≥ 0. If
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λ1 = 0, then λ2 = 1 and e2 = n2. Therefore, 〈p2, n2〉 = 〈e2, n2〉 = 1, which implies

p2 = n2 = e2 in contrast with the definition of p2. So, λ1 > 0. Similarly, λ2 > 0;

our claim is thus proven. Now, observe that 0 = λ1〈n1, e1〉 + λ2〈n2, e1〉, on account

of (3.1.4). So, either 〈n1, e1〉 < 0 or 〈n2, e1〉 < 0. Suppose 〈n1, e1〉 < 0, and apply

Proposition 1.2.16 to the face [p1, e2] of D+d(x̄), with normal n1, to construct a

Lipschitz arc ζ : [0, η]→ Ω such that

ζ(0) = x̄ , ζ̇(0) = −n1 , ζ(s) ∈ Σ ∀s ∈ [0, η] .

Since 〈n1, e1〉 < 0, we have 〈ζ̇(0), e1〉 > 0, which proves (3.1.3). To complete the proof

of this step it suffices to note that the case x̄ ∈ Σ1 can be treated by a similar–yet

simpler–argument.

Step 2: intersecting the singular arc.

We want to construct a neighborhood of x, U , such that, for any boundary point

y ∈ Γ0
i ∩ U satisfying 〈y − x, e1〉 > 0, there exist sy, ρy > 0 with

ζ(sy) = y + ρyDd(y) (3.1.5)

lim
y→x

sy = 0 (3.1.6)

(where the limit is taken for y ∈ Γ0
i ∩ U such that 〈y − x, e1〉 > 0). Let V be

an open neighborhood of x such that Γ0
i ∩ V is the trace of a regular curve h ∈

]− r, r[7→ χ(h), with χ(0) = x and χ̇(0) = e1. Then, χ(h) = x+he1 + o(h), where the

standard notation o(h) denotes–hereafter–a (scalar- or vector-valued) map satisfying

o(h)/h→ 0 as h→ 0. Moreover, for every y ∈ Γ0
i ∩ V satisfying 〈y − x, e1〉 > 0,

∃! hy ∈ (0, r) such that y = χ(hy) . (3.1.7)

Now, for 0 < h < r, consider the map φh : [0, η]→ R

φh(s) = 〈ζ(s)− χ(h),RDd(χ(h))〉 ∀s ∈ [0, η] ,
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where ζ is the singular arc of Step 1. Since D2d(x) = −κ(x)e1 ⊗ e1, we have

φh(0) = 〈x̄− χ(h),RDd(χ(h))〉

= 〈x+ τ(x)e2 − (x+ he1 + hε(h)),−e1 + hRD2d(x)e1〉+ o(h)

= h(1− τ(x)κ(x)) + o(h) .

But 1− τ(x)κ(x) > 0. So, φh(0) > 0 for h small enough, say 0 < h < r0. Moreover,

φh(s) = 〈ζ(s)− χ(h),RDd(χ(h))〉

= 〈τ(x)e2 + sζ̇(0)− he1,−e1 + hRD2d(x)e1〉+ o(h) + o(s)

= −s〈ζ̇(0), e1〉+ h(1− τ(x)κ(x)) + o(h) + o(s) (3.1.8)

Since 〈ζ̇(0), e1〉 > 0, there exists s̄ ∈ (0, η] such that

φh(s) ≤ −
s

2
〈ζ̇(0), e1〉+ h(1− τ(x)κ(x)) + o(h) ∀s ∈ [0, s̄] (3.1.9)

So, there exists r̄ ∈ (0, r0] such that φh(s̄) < 0 for every h ∈ [0, r̄]. This proves that,

for any h ∈ [0, r̄], there exists s(h) ∈ (0, s̄) such that

φh(s(h)) = 〈ζ(s(h))− χ(h),RDd(χ(h))〉 = 0 . (3.1.10)

Furthermore, recalling (3.1.9),

0 < s(h) ≤ 2

〈ζ̇(0), e1〉

[
h(1− τ(x)κ(x)) + o(h)

]
∀h ∈ [0, r̄] , (3.1.11)

so that s(h) → 0 as h ↓ 0. Next, observe that, in view of (3.1.7), equality (3.1.10)

can be expressed in intrinsic terms saying that for any point y ∈ Γ0
i of a suitable

neighborhood of x, say U ⊂ V , satisfying 〈y− x, e1〉 > 0, there exists sy := s(hy) > 0

such that 〈ζ(sy) − y,RDd(y)〉 = 0. Consequently, ζ(sy) = y + ρyDd(y) for some

ρy ∈ R, and (3.1.5) will be proven if we show ρy > 0. To this end, observe that

hy = |y − x|+ o(|y − x|) (3.1.12)

as Γ0
i ∩ U 3 y → x satisfying 〈y − x, e1〉 > 0. Also, in view of the above formula and

(3.1.11),

0 < sy ≤ C|y − x| (3.1.13)
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for some constant C > 0. So, (3.1.6) is proven. Furthermore,

lim
y→x

ζ(sy) = x̄ = x+ τ(x)Dd(x) ,

so that ρy → τ(x) as y → x. Hence, ρy > 0 for y sufficiently close to x, which

completes the proof of this step.

Step 3: an estimate for sy.

We claim that

sy =
1− τ(x)κ(x)

〈ζ̇(0), e1〉
|y − x|+ o(|y − x|) (3.1.14)

as Γ0
i ∩ U 3 y → x satisfying 〈y − x, e1〉 > 0. Indeed, (3.1.8) yields

0 = −sy〈ζ̇(0), e1〉+ hy(1− τ(x)κ(x)) + o(hy) + o(sy) .

The above identity yields the desired result thanks to (3.1.12) and (3.1.13).

Step 4: an upper bound for ρy.

We claim that

ρy ≤ τ(x) +
1− τ(x)κ(x)

〈ζ̇(0), e1〉
|y − x|+ o(|y − x|) (3.1.15)

as Γ0
i ∩ U 3 y → x satisfying 〈y − x, e1〉 > 0. Indeed, returning to the parametric

representation of Γ0
i introduced in Step 1, we have, for every h ∈ [0, r̄],

ρy(h) = |ζ(s(h))− χ(h)| = 〈ζ(s(h))− χ(h), Dd(y(h))〉

= 〈τ(x)e2 + s(h)ζ̇(0)− he1 + o(h), e2 + hD2d(x)(e1) + o(h)〉

= τ(x) + s(h)〈ζ̇(0), e2〉+ o(h)

since 0 < s(h) ≤ Ch. In intrinsic notation, ρy = τ(x) + sy〈ζ̇(0), e2〉+ o(hy) for every

y ∈ Γ0
i ∩ U satisfying 〈y − x, e1〉 > 0. Since |〈ζ̇(0), e2〉| ≤ 1, our claim follows in view

of (3.1.12) and (3.1.14).

Step 5: a global bound.
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We will now derive the estimate

1− τ(x)κ(x)

〈ζ̇(0), e1〉
≤ Li

2
diam(Ω)2 (3.1.16)

that is a delicate one, since ζ̇(0) = −n1 and e1 = R−1Dd(x) also depend on x. Let p1

and n1 be as in Step 1. Then, the point z := x̄− τ(x)p1 belongs to Π(x̄). Moreover,

Dd(z) = p1. So,

z − x = −τ(x)(Dd(z)−Dd(x)) = τ(x)(e2 − p1) .

We now have to distinguish two cases: z ∈ Γ0
i and z /∈ Γ0

i . In the first case, due to

the regularity of Γ0
i , we also have

|Dd(z)− (Dd(x) +D2d(x)(z − x))| ≤ Li|z − x|2 .

Therefore, recalling that D2d(x) = −κ(x)e1 ⊗ e1,

|(I − τ(x)κ(x)e1 ⊗ e1)(p1 − e2)| ≤ Liτ
2(x)|p1 − e2|2

≤ Li
4

diam(Ω)2|p1 − e2|2 .

Since the matrix I − τ(x)κ(x)e1 ⊗ e1 is positive definite and has eigenvalues 1 and

1− τ(x)κ(x) > 0, this proves that

(1− τ(x)κ(x))|p1 − e2| ≤
Li
4

diam(Ω)2|p1 − e2|2 .

Now, recall that p1 6= e2 to conclude

1− τ(x)κ(x) ≤ Li
4

diam(Ω)2|p1 − e2| . (3.1.17)

Next, the identity 〈ζ̇(0), p1− e2〉 = 0 implies that ζ̇(0) = λR(p1− e2) for some λ ∈ R
satisfying |λ| = 1/|p1 − e2|. Therefore,

〈ζ̇(0), e1〉 = |λ〈R(p1 − e2), e1〉| =
|〈p1 − e2, e2〉|
|p1 − e2|

=
1− 〈p1, e2〉
|p1 − e2|

.
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Since |p1− e2|2 = 2(1− 〈p1, e2〉), we have 〈ζ̇(0), e1〉 = |p1− e2|/2. Combining the last

equality and (3.1.17) proves our claim (3.1.16) in the case when z ∈ Γ0
i .

It remains to consider the case when z /∈ Γ0
i . We still have to prove

1− τ(x)κ(x) ≤ Ki

2
|p1 − e2| . (3.1.18)

for some Ki > 0 independent of x, since the identity 〈ζ̇(0), e1〉 = |p1 − e2|/2 holds

true as in the previous case. Suppose by contradiction that for any k ∈ N there exists

a point xk ∈ Γ0
i such that zk /∈ Γ0

i and

1− τ(xk)κ(xk) > n|p1,n − e2,n| .

Then |p1,n − e2,n| → 0 as k →∞, which in turn gives

|zk − xk| = d(xk)|p1,n − e2,n| → 0, as k →∞.

Hence, without loss of generality we can suppose that zk ∈ Γ0
i+1 definitely and that

xk, zk → xi as k →∞, where {xi} = Γi∩Γi+1. But also e2,n = νi(xk), p1,n = νi+1(zk),

where νi and νi+1 are the unit inner normals to Γi and Γi+1 respectively. Hence, due

to hypothesis (H2),

e2,n → νi(xi), p1,n → νi+1(xi), as k →∞,

which is a contradiction to |p1,n − e2,n| → 0, since νi(xi) 6= νi+1(xi). This shows

(3.1.18) in the case of z /∈ Γ0
i for some Ki > 0 dependent on Γi only.

Step 6: conclusion. Possibly reducing the neighborhood U of x that we found in the

previous steps, the above construction shows that, for every y ∈ U ∩ ∂Ω satisfying

〈y − x, e1〉 > 0,

τ(y) ≤ ρy ≤ τ(x) +Ki|y − x| .

By a similar reasoning, there exists another neighborhood U ′ of x such that, for every

y ∈ U ′ ∩ ∂Ω satisfying 〈y − x, e1〉 < 0,

τ(y) ≤ τ(x) +Ki|y − x| .
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Putting these estimates together completes the proof of the lemma. 2

We are now ready to prove the Lipschitz continuity of the maximal retraction

length on each component Γi.

Theorem 3.1.6. Let Ω be a bounded domain in R2 with piecewise C2,1 boundary

and outer corners. Then the map τ defined in (2.4.2) is Lipschitz continuous when

restricted to any Γi.

Proof—Fix a boundary component Γi and let Ci be the connected component of

Ω \ Σ containing Γi in its closure. We first claim that Γj 6⊆ Ci for j 6= i. Indeed, let

t ∈ [a, b] 7→ x(t) a C2,1 parametrization of Γi, with x(a) = xi and x(b) = xi+1, and

denote by νi(x) the unit inner normal of Ω at x ∈ Γi. By the regularity of Γi, we have

that the limits

lim
y→xi
y∈Γi

νi(y), lim
y→xi+1
y∈Γi

νi(y)

exist, so that νi can be considered as a continuous function on Γi. Hence, the map φ :

[a, b]→ Σ, defined by φ(t) = x(t)+τ(x(t))νi(x(t)) is itself continuous (τ is continuous

by the previous proposition). Moreover, its image is a curve in Σ, because νi(x) =

Dd(x) on Γ0
i , whose extremes are the points xi, xi+1 ∈ C. Therefore, φ([a, b]) ∪ Γi is

a closed curve, contained in Ci, which implies that no other boundary components

Γj can be contained in Ci.

Now, in order to prove the statement we have to extend estimate (3.1.2) to the ε-

neighborhood Γ0
i,ε := {x ∈ Ci : 0 < d(x) < ε} of Γ0

i . Let ε > 0 be such that

d ∈ C2,1(Γ0
i,ε). We claim that a constant K̃i = K̃i(ε) > 0 exists so that every x ∈ Γ0

i,ε

has a ball Bρ(x) ⊂ Ωε such that

τ(y) ≤ τ(x) + K̃i|y − x| ∀y ∈ Bρ(x) . (3.1.19)

To show this, observe that for every y ∈ Γ0
i,ε such that Π(y) is in the neighborhood
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U of Π(x) provided by Lemma 3.1.5, we have, in view of (3.1.2),

τ(y) = τ(Π(y))− d(y) (3.1.20)

≤ τ(Π(x)) +Ki|Π(y)− Π(x)| − d(y)

≤ τ(x) +Ki‖DΠ‖∞,Γ0
i,ε
|y − x|+ d(x)− d(y) .

Our claim (3.1.19) follows with K̃i = Ki‖DΠ‖∞,Γ0
i,ε

+ 1. Next, we will derive the

bound

|p| ≤ K̃i ∀p ∈ ∂P τ(x) ∀x ∈ Γ0
i,ε , (3.1.21)

where ∂P τ(x) denotes the proximal subgradient of τ at x and K̃i is the constant that

appears in (3.1.19). Then, by Theorem 1.2.20, such an estimate will imply that τ

is locally Lipschitz continuous in Γ0
i,ε with Lipschitz constant K̃i. To check (3.1.21),

recall that a vector p ∈ R2 belongs to ∂P τ(x) if and only if there exist numbers

σ, η > 0 such that

τ(y) ≥ τ(x) + 〈p, y − x〉 − σ|y − x|2 ∀y ∈ Bη(x) ,

see Definition 1.2.17. Now, combine the above inequality with (3.1.19) to obtain

〈p, y − x〉 ≤ K̃i|y − x|+ σ|y − x|2

whenever |y−x| < min{ρ, η}. This implies (3.1.21). In order to complete the proof we

have to pass from the local Lipschitz continuity of τ in Γ0
i,ε to its Lipschitz continuity

on Γi. First of all, we can choose r = r(ε,Γi) > 0 such that

(a) there exists a finite covering of Γi with balls Br(z1), . . . , Br(zik) of radius r;

(b) Γi ∩Br(zs), s = 1, . . . , ik, can be written as the graph of a C2,1 function;

(c) if x, y ∈ Γi satisfy |x− y| ≤ r/2, then x, y ∈ Γi ∩Br(zs) for some s = 1, . . . , ik.

Since Γi ∩Br(zs) is the graph of a C2,1 function, we can call Mi = Mi(r) the maximal

Lipschitz constant among all detected in Γi ∩ Br(zs), s = 1, . . . , ik and without loss
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of generality we can suppose that r < ε/(Mi + 2) (Mi(r) is non–decreasing with r).

So, take any x, y ∈ Γi. If |x− y| > r/2, then obviously

|τ(x)− τ(y)| ≤ diam(Ω) <
2diam(Ω)

r
|x− y|.

On the other hand, if |x − y| ≤ r/2, then x, y ∈ Γi ∩ Br(zs) for some s = 1, . . . , ik

and without loss of generality we can suppose that

Γi ∩Br(zs) = {(s, γ(s)) : s ∈ [0, 1]},

where γ(·) is of class C2,1 and that Γ0
i,ε ∩ Br(zs) is contained in the epigraph of γ(·).

Moreover we can take x = (sx, γ(sx)), y = (sy, γ(sy)) with sx < sy. Now consider

the lines thru x and y with slope Mi + 1 and −Mi − 1 respectively and call z their

intersection. By the assumption r < ε/(Mi + 2) we have that 0 < d(z) < ε. If also z,

(x, z], [z, y) are contained in Ci, then τ is differentiable almost everywhere on (x, z]

and [z, y) and we have

|τ(x)− τ(y)| ≤ |τ(x)− τ(z)|+ |τ(z)− τ(y)|
≤
∫ 1

0
(|∇τ(z + t(x− z))||x− z|+ |∇τ(y + t(z − y))||z − y|) dt

≤ 2K̃i(Mi + 1)|x− y|

In all the other cases, we claim that there exists a piecewise linear curve φ : [0, 1]→ Ω,

such that φ(0) = x and φ(1) = y, φ(s) ∈ Ci for s 6= 0, 1 and whose graph is in between

the graph of γ and [x, z]∪ [z, y]. Indeed, Ci is an open connected component of Ω \Σ

and then it is also connected by piecewise linear curves. Also, x and y are points in its

closure and the segments [x, z], [z, y] intersect the graph of γ in x and y, respectively,

and cannot be tangent to the curve at x and y by construction. With the choice of φ

as above, we find

|τ(x)− τ(y)| ≤
∫ 1

0
|∇τ(φ(t))||φ′(t)| dt

≤ 2K̃i(Mi + 1)|x− y|.

The desired Lipschitz constant of τ on Γi is given by max{2K̃i(Mi + 1), 2diam(Ω)
r
}. 2

We are now in position to prove Theorem 3.1.3 as a simple corollary of the previous

results.
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Proof of Theorem 3.1.3—It remains to prove is that we can extend the Lipschtiz

property of τ from any single component Γi ⊂ ∂Ω to the whole boundary. To see

this, just set

K = max
i∈{1,...,m}

max

{
2K̃i(Mi + 1),

2diam(Ω)

r

}
.

The conclusion follows from the fact that τ is continuous on Ω and that for any

i = 1, . . . ,m Γi and Γi+1 join in a point. 2

3.1.2 Existence

In this section we prove that the pair (d, vf ), where

vf (x) =

∫ τ(x)

0

f(x+ tDd(x))
1− (d(x) + t)κ(x)

1− d(x)κ(x)
dt ∀x ∈ Ω \ Σ (3.1.22)

and vf ≡ 0 on Σ, is a solution of system (3.0.1). We begin with two preliminary

results, the former describing continuity and differentiability properties of vf , the

latter providing an approximation result for the characteristic function of a compact

set, in the spirit of capacity theory.

Proposition 3.1.7. Let Ω ⊂ R
2 be a bounded domain in R2 with piecewise C2,1

boundary and outer corners and f ≥ 0 be a Lipschitz continuous function in Ω.

Then, vf is a continuous function in Ω, which satisfies the bound

0 ≤ vf (x) ≤ ‖f‖∞
[
1 + ‖[κ]−‖∗diam(Ω)

]
τ(x) ∀x ∈ Ωε, (3.1.23)

where

‖[κ]−‖∗ := max
i=1,...,m

sup
x∈Γ0

i

[κ(x)]−,

and [κ(x)]− = max{−κ(x), 0}. Moreover, vf is locally Lipschitz continuous in Ω\Σ
and satisfies

−div (vf (x)Dd(x)) = f(x) (3.1.24)

at each point x ∈ Ω\Σ at which vf is differentiable.
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Remark 3.1.8. Since d is C2,1 in any (open) connected component of Ω\Σ, equality

(3.1.24) reads

〈Dvf (x), Dd(x)〉+ vf (x)∆d(x) + f(x) = 0 . (3.1.25)

Moreover, a straightforward consequence of Proposition 3.1.7 is that the equality

−div (vfDd) = f

holds in the sense of distributions in Ω\Σ.

Proof—We note, first, that the maps Dd, τ and κ are continuous in Ω\Σ. Hence,

when f is continuous, so is vf in Ω\Σ.

Let us now prove that vf is continuous on Σ. Observe that, for any x /∈ Σ, the

term
1− (d(x) + t)κ(x)

1− d(x)κ(x)
=

1− d(x+ tDd(x))κ(x)

1− d(x)κ(x)
0 < t < τ(x)

is nonnegative by Proposition 1.1.4. A simple computation shows that it is also

bounded by 1 + ‖[κ]−‖∗τ(x). This proves (3.1.23). The continuity of vf on Σ is

an immediate consequence of (3.1.23). Next, since ∂Ω is a piecewise C2,1 boundary

with outer corners, then Theorem 3.1.3 ensures that τ is Lipschitz on ∂Ω. Therefore,

τ = τ ◦ Π is locally Lipschitz in Ω\Σ, as well as vf . Finally, let us check the validity

of (3.1.24) at every differentiability point x for vf in the open set Ω\Σ. We note that,

at any such point x,

〈Dvf (x), Dd(x)〉 =
d

dλ
vf (x+ λDd(x))|λ=0

.

But τ(x + λDd(x)) = τ(x) − λ and d(x + λDd(x)) = d(x) + λ for λ > 0 sufficiently

small. So,

vf (x+ λDd(x)) =

∫ τ(x)−λ

0

f
(
x+ (t+ λ)Dd(x)

)1− (d(x) + λ+ t)κ(x)

1− (d(x) + λ)κ(x)
dt

=

∫ τ(x)

λ

f(x+ tDd(x))
1− (d(x) + t)κ(x)

1− (d(x) + λ)κ(x)
dt .

Therefore,

〈Dvf (x), Dd(x)〉 = −f(x) +

∫ τ(x)

0

f(x+ tDd(x))
1− (d(x) + t)κ(x)

(1− d(x)κ(x))2
κ(x) dt

= −f(x)− vf (x)∆d(x)
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where we have taken into account the identity

∆d(x) = − κ(x)

1− d(x)κ(x)
∀x ∈ Ω\Σ ,

that follows from Proposition 1.1.12. We have thus obtained (3.1.25)–an equivalent

version of (3.1.24)–and completed the proof. 2

Proposition 3.1.9. Let K be a compact subset of R2 such that H1(K) <∞. Then,

there exists a sequence {ξk} of functions in W 1,1(R2) with compact support, such that

(a) 0 ≤ ξk ≤ 1 for every k ∈ N;

(b) dist(spt(ξk), K)→ 0 as k →∞;

(c) K ⊂ int{x ∈ R2 : ξk(x) ≥ 1} for every k ∈ N;

(d) ξk → 0 in L1(R2) as k →∞;

(e)
∫
R2 |Dξk|dx ≤ 3

2
π(H1(K) + 1/k) for every k ∈ N.

The standard notations dist, spt and int stand for distance (between two sets),

support (of a function) and interior (of a set), respectively. We give a proof of the

proposition for the reader’s convenience.

Proof—Since H1(K) < ∞, for any fixed k ∈ N there exists a sequence of points

{x(k)
i }i∈N in K and a sequence of radii {r(k)

i }i∈N such that

• 0 < r
(k)
i ≤ 1

k
and

∑
i r

(k)
i ≤ 1

2

(
H1(K) + 1

k

)
;

• K ⊂ int
(⋃

iBr
(k)
i

(x
(k)
i )
)

.

Now, define, for any x ∈ R2,

ξ
(k)
i (x) =

[
1− 1

r
(k)
i

(
|x− x(k)

i | − r
(k)
i

)
+

]
+

ξk(x) = sup
i∈N

ξ
(k)
i (x)
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and observe that

spt(ξ
(k)
i ) = B

2r
(k)
i

(x
(k)
i )

spt(Dξ
(k)
i ) = B

2r
(k)
i

(x
(k)
i )\B

r
(k)
i

(x
(k)
i )

Then, ξk ∈ L1(R2) since 0 ≤ ξk ≤ 1 and ξk has compact support. Also, ξ
(k)
i ∈

W1,1(R2) with
∫
R2 |Dξ(k)

i |dx = 3πr
(k)
i . In order to prove that ξk ∈ W1,1(R2), let us

set for all l ∈ N
fk,l = max

1≤i≤l
ξ

(k)
i , hk = sup

1≤i<∞
|Dξ(k)

i |.

Notice that hk can be seen as the limit of a non–decreasing family of L1 functions

sup1≤i≤l |Dξ
(k)
i |, l ∈ N, and ξk is the limit of the monotone family {fk,l}l. Direct

computations using Beppo Levi’s Theorem show that∫
R2 hkdx =

∫
R2 liml→∞ sup1≤i≤l |Dξ

(k)
i |dx

≤ liml→∞
∫
R2

∑l
i=1 |Dξ

(k)
k |dx ≤ 3

2
π
(
H1(K) + 1

k

)
.

and fk,l ∈ W1,1(R2) with

|Dfk,l| ≤ sup
1≤i≤l

|Dξ(k)
i | ≤ hk, a.e.

Now, for each φ ∈ C1
c (R

2) and m = 1, 2,∫
R2 ξk

∂
∂xm

φdx = liml→∞
∫
R2 fk,l

∂
∂xm

φdx

= − liml→∞
∫
R2 φ

∂
∂xm

fk,ldx ≤
∫
R2 |φ|hkdx.

The linear functional Lmk (φ) :=
∫
R2 ξk

∂
∂xm

φdx, with φ ∈ C1
c (R

2), can be uniquely

extended to a linear functional L̄mk : Cc(R2)→ R such that

L̄mk (φ) ≤
∫
R2

|φ|hkdx, ∀φ ∈ Cc(R2). (3.1.26)

By Riesz Representation Theorem we conclude that there exits a Radon measure µmk

on R2 such that

L̄k(φ) =

∫
R2

φdµmk , ∀φ ∈ Cc(R2).
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But (3.1.26) implies that for any Lebesgue measurable set A ⊂ R2

µmk (A) ≤
∫
A

hkdx.

Hence, µmk is absolutely continuous with respect to the Lebesgue measure and by

Radon–Nikodym Theorem there exists a function gmk ∈ L1(R2), |gmk | ≤ hk almost

everywhere, such that for any Lebesgue measurable set A ⊂ R2

µmk (A) =

∫
A

gmk (x)dx.

In particular, we deduce that for m = 1, 2∫
R2

ξk
∂

∂xm
φdx =

∫
R2

φgmk dx, ∀φ ∈ C1
c (R

2),

which gives ξk ∈ W1,1(R2) for any k ∈ N. The above computations also show (e),

because ∫
R2

|Dξk|dx ≤ lim
l→∞

∫
R2

sup
1≤i≤l

|Dξ(k)
i |dx ≤

3

2
π
(
H1(K) +

1

k

)
.

Properties (b) and (c) are true by construction. Finally, (d) follows by Lebesgue’s

Theorem because 0 ≤ ξk ≤ 1 and ξk(x) = 0 for any point x /∈ K and k large enough.

2

Proof of Theorem 2.4.2[Part 1: Existence]—We will prove that the pair (d, vf ),

with vf defined by (3.1.22), is a solution of system (3.0.1). Let us point out, to begin

with, that d is a viscosity solution of the eikonal equation in Ω, and so, a fortiori, in

the open set {x ∈ Ω : vf (x) > 0}. Therefore, what actually remains to be shown is

that ∫
Ω

fφ dx =

∫
Ω

vf〈Dd,Dφ〉dx ∀φ ∈ C∞c (Ω) . (3.1.27)

Since H1(Σ) < ∞ by Proposition 3.1.4, we can apply Proposition 3.1.9 with K = Σ

to construct a sequence {ξk} enjoying properties (a), (b), (c) and (d). Choose any

test function φ ∈ C∞c (Ω) and set φk = φ(1 − ξk). Notice that, for k large enough,

spt(φk) ⊂⊂ Ω\Σ. This follows from (a), (b) and from the fact that Σ ∩ ∂Ω = C (see

Proposition 1.1.13). Then, Proposition 3.1.7 and Rademacher’s Theorem imply that
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−div (vfDd) = f a. e. in Ω\Σ. So, multiplying this equation by φk and integrating

by parts, we obtain∫
Ω

fφkdx =

∫
Ω

vf (1− ξk)〈Dd,Dφ〉dx−
∫

Ω

vfφ〈Dd,Dξk〉dx . (3.1.28)

We claim that the right–most term above goes to 0 as k →∞. Indeed,∣∣∣ ∫
Ω

vfφ〈Dd,Dξk〉dx
∣∣∣ ≤ ‖φ‖∞,Ω ‖vf‖∞,spt(ξk)

∫
Ω

|Dξk|dx

≤ C ‖φ‖∞,Ω ‖vf‖∞,spt(ξk)

where C is the constant provided by Proposition 3.1.9 (d). Now, using property (a)

of that proposition and the fact that vf is a continuous function vanishing on Σ, we

conclude that ‖vf‖∞,spt(ξk) → 0 as k → ∞. This proves our claim. The conclusion

(3.1.27) immediately follows since, in view of (a) and (c), the integrals
∫

Ω
fφkdx and∫

Ω
vf (1 − ξk)〈Dd,Dφ〉dx converge to

∫
Ω
fφdx and

∫
Ω
vf〈Dd,Dφ〉dx–respectively–as

k →∞.

3.1.3 Uniqueness

In this section we will prove that, if (u, v) is a solution of system (3.0.1), then v is

given by (2.4.1) and u ≡ d in Ωv := {x ∈ Ω : v(x) > 0}. We begin by showing the

last statement.

Proposition 3.1.10. If (u, v) is a solution of system (3.0.1), then u ≡ d in Ωv.

Proof—Since ‖Du‖∞,Ω ≤ 1 and u = 0 on ∂Ω, we have that u ≤ d in Ω because, in

view of Remark 1.3.6 , d is the largest function with such properties. Moreover, since

u solves the eikonal equation in Ωv, Proposition 1.3.7 (a) ensures that

u(x) = min
y∈∂Ωv , ]x,y[⊂Ωv

{
u(y) + |y − x|

}
∀x ∈ Ωv .

We will argue by contradiction, supposing u(x0) < d(x0) for some point x0 ∈ Ωv.

Without loss of generality, x0 may be assumed to be a point of differentiability of u,
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and of approximate differentiability of Du (see Remark 1.3.10). Let then L : Rn → R
n

be a linear map such that, for any ε > 0,

lim
r↓0

1

r2

∣∣∣Br(x0) ∩
{
x ∈ Ω :

|Du(x)−Du(x0)− L(x− x0)|
|x− x0|

> ε
}∣∣∣ = 0 . (3.1.29)

Moreover, let y0 ∈ ∂Ωv be such that

]x0, y0[⊂ Ωv and u(x0) = u(y0) + |y0 − x0| .

Notice that y0 /∈ ∂Ω because, otherwise, one would have u(y0) = 0, and in turn

u(x0) = |y0 − x0|, in contrast with u(x0) < d(x0). Next, let us fix

0 < ε < min
{

1,
v(x0)

16[1 + (1 + ‖L‖)diam(Ω)]

}
, (3.1.30)

where ‖L‖ = sup|x|=1 |L(x)|. We claim that there exists ρ > 0 such that the balls

Bρ(x0) and Bρ(y0) are both contained in Ω, and

|p−Du(x0)| ≤ 1/2 ∀p ∈ D+u(x), ∀x ∈ Bρ(x0) (3.1.31)

v(x) ≥ v(x0)/2 ∀x ∈ Bρ(x0) (3.1.32)

v(y) ≤ ε ∀y ∈ Bρ(y0) (3.1.33)

Indeed, (3.1.31) follows from the upper semicontinuity of D+u (see Remark 1.3.10),

while (3.1.32) and (3.1.33) can be obtained by a simple continuity argument since

v(x0) > 0 and v(y0) = 0. Let us set, for the sake of brevity, e2 = Du(x0) and

let e1 ∈ R2 be such that {e1, e2} is a positively oriented orthonormal basis of R2.

From (3.1.29) it follows that, for every sufficiently small r > 0, there exists a point

xr ∈ Br(x0) of differentiability for u such that

(i) |Du(xr)−Du(x0)− L(xr − x0)| ≤ εr

(ii) 〈e2, xr − x0〉 < 0 (3.1.34)

(iii) 〈e1, xr − x0〉 > r/2.

Now, fix y1 ∈]x0, y0[∩Bρ/2(y0), and let r > 0 and be so small that

yr := xr − |x0 − y1|Du(xr) ∈ Bρ(y0) and co {x0, xr, y1, yr} ⊂ Ωv .
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Such a number r exists because [x0, y1] ⊂ Ωv and

lim
r↓0

yr = x0 − |x0 − y1|Du(x0) = y1 ,

since xr → x0 and Du(xr) → Du(x0) as r ↓ 0. Finally, let us set x1 = Π[x0,y1](xr)

and Q = co {x1, y1, xr, yr}. We point out that, because of (3.1.34)(ii), x1 belongs

to the open segment ]x0, y1[. The convex set Q is a quadrilateral with sides [x1, xr],

[xr, yr], [yr, y1] and [y1, x1]. Moreover, u is differentiable at any point x ∈ [y1, x1] and

Du(x) = Du(x0), as guaranteed by Corollary 1.3.9. Similarly, combining properties

(b) and (c) of the same corollary shows that u is differentiable at any point x ∈
[xr, yr] and Du(x) = Du(xr). Our next step would be to integrate the equation

−div (vDu) = f over Q and apply the Divergence Theorem. This reasoning needs

the following approximation argument to be made rigorous. For any σ > 0, consider

the test function

ψσ(x) :=
[
1− 1

σ
dQ(x)

]
+

x ∈ R2 ,

an element of W 1,∞(R2) with support Qσ := {x ∈ R2 : dQ(x) ≤ σ}. Observe that,

for σ sufficiently small, ψσ ∈ W 1,∞
c (Ω). Also, spt(Dψσ) = Qσ\Q. Thus,∫

Ω

fψσdx =

∫
Ω

v〈Du,Dψσ〉dx =

∫
Qσ\Q

v〈Du,Dψσ〉dx . (3.1.35)

In the right-hand side of the above equality, we split the integration domain as

Qσ\Q = E1(σ) ∪ E2(σ) ∪ E3(σ) ∪ E4(σ), where

E1(σ) = {x ∈ E : ΠQ(x) ∈]x1, y1[}

E2(σ) = {x ∈ E : ΠQ(x) ∈]xr, yr[}

E3(σ) = {x ∈ E : ΠQ(x) ∈ [y1, yr]}

E4(σ) = {x ∈ E : ΠQ(x) ∈ [x1, xr]} ,

and proceed to estimate the integrals

Ei(σ) :=

∫
Ei(σ)

v〈Du,Dψσ〉dx i = 1, . . . , 4 .
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To find an upper bound for E1(σ), observe that |E1(σ)| ≤ σ|y1−x1| and Dψσ = −e1/σ

on E1(σ). Therefore, recalling that Du(x0) = e2,

|E1(σ)| = 1

σ

∣∣∣ ∫
E1(σ)

v′〈Du, e1〉dx
∣∣∣ =

1

σ

∣∣∣ ∫
E1(σ)

v′〈Du−Du(x0), e1〉dx
∣∣∣

≤ 1

σ
|E1(σ)| ‖v‖∞,Qσ‖Du−Du(x0)‖∞,E1(σ)

≤ |y1 − x1| ‖v‖∞,Qσ‖Du−Du(x0)‖∞,E1(σ). (3.1.36)

Moreover, since u is continuously differentiable at every point x ∈]y0, x0[ and satisfies

Du(x) = Du(x0), we have

ω1(σ) := ‖Du−Du(x0)‖∞,E1(σ) → 0 as σ ↓ 0 .

Similarly,

|E2(σ)| ≤ |yr − xr| ‖v′‖∞,Qσ ω2(σ) , (3.1.37)

where ω2(σ) := ‖Du −Du(x0)‖∞,E2(σ) → 0 as σ ↓ 0 . Next, to bound E3(σ) we note

that E3(σ) ⊂ Bρ(y0) for σ > 0 small enough. So, in view of (3.1.33), |E3(σ)| ≤
ε|E3(σ)|/σ because |Dψσ| ≤ 1/σ and |Du| ≤ 1. Since |E3(σ)| ≤ 2σ(|y1 − yr| + 2σ) ,

we finally get the estimate

|E3(σ)| ≤ 2ε(|y1 − yr|+ 2σ) . (3.1.38)

The reasoning we need to estimate E4(σ) is just slightly longer than the previous ones.

Let us split E4(σ) in two parts, E ′4(σ) and E ′′4 (σ), where

E ′4(σ) = {x ∈ E4(σ) : ΠQ(x) ∈]x1, xr[}

E ′′4 (σ) = {x ∈ E4(σ) : ΠQ(x) ∈ {x1, x2}} .

By choosing σ > 0 so small that E4(σ) ⊂ Bρ(x0), we have |Du − e2| ≤ 1/2 a.e. in

E4(σ) owing to (3.1.31). Therefore,

〈Du,Dψσ〉 ≤ 〈e2, Dψσ〉+
1

2σ
≤ − 1

2σ
a. e. in E ′4(σ)
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because, on such a set, Dψσ = −e2/σ. Now, by (3.1.32),

E4(σ) ≤
∫
E′4(σ)

v〈Du,Dψσ〉 dx+
|E ′′4 (σ)|
σ

‖v‖∞,Qσ

≤ − 1

2σ

v(x0)

2
|E ′′4 (σ)|+ 2πσ‖v‖∞,Qσ

≤ − v(x0)

4
|x1 − xr|+ 2πσ‖v‖∞,Qσ (3.1.39)

Now, plugging estimates (3.1.36), (3.1.37), (3.1.38) and (3.1.39) into (3.1.35), we

obtain

0 ≤
∫

Ω

fψσ dx ≤ 2ε
(
|y1 − yr|+ 2σ

)
− v(x0)

4
|x1 − xr|

+‖v‖∞,Qσ
[
|y1 − x1|ω1(σ) + |yr − xr|ω2(σ) + 2πσ

]
Hence, letting σ ↓ 0,

0 ≤ 2ε|y1 − yr| −
v(x0)

4
|x1 − xr| . (3.1.40)

Since, owing to (3.1.34)(i), |Du(xr)−Du(x0)| ≤ εr + ‖L‖|xr − x0|, we have

|y1 − yr| =
∣∣∣ xr − |x0 − y1|Du(xr)−

(
x0 − |x0 − y1|Du(x0)

) ∣∣∣
≤ |x0 − y1| (εr + ‖L‖|xr − x0|) + |xr − x0|

But |xr − x0| ≤ r and, by (3.1.34)(iii), |x1 − xr| ≥ r/2. So,

εr + ‖L‖|xr − x0| ≤ 2(ε+ ‖L‖)|x1 − xr|

and

|y1 − yr| ≤ 2 [ 1 + |x0 − y1| (ε+ ‖L‖) ] |x1 − xr| . (3.1.41)

Combining (3.1.40) and (3.1.41), we obtain

0 ≤
{

4ε
[

1 + |x0 − y1| (ε+ ‖L‖)
]
− v(x0)

4

}
|x1 − xr| ,

which is in contrast with (3.1.30). We have reached a contradiction assuming that

u(x0) < d(x0). So, u ≡ d and the proof is complete. 2

Our next task is to show that v is given by the representation formula (2.4.1).

We will do this in the next two propositions: the first one computes v away from the

singular set, the second one on Σ.
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Proposition 3.1.11. Let (d, v) be a solution of system (3.0.1). Then, for any z0 ∈
Ω \ Σ and θ ∈ (0, τ(z0)), we have

v(z0)− 1− (d(z0) + θ)κ(z0)

1− d(z0)κ(z0)
v(z0 + θDd(z0))

=

∫ θ

0

f(z0 + tDd(z0))
1− (d(z0) + t)κ(z0)

1− d(z0)κ(z0)
dt .

Proof—Let z0 ∈ Ω \ Σ, θ ∈ (0, τ(z0)) and set x0 = z0 + θDd(z0). Notice that

[z0, x0] ⊂ Ω\Σ and Dd(z) = Dd(z0) for z ∈ [z0, x0] by Proposition 1.1.3. Let us use–

once again–a coordinate system that simplifies the notation: we set e2 = Dd(z0) and

choose e1 such that {e1, e2} is a positively oriented orthonormal basis of R2. Also, fix

r > 0 so small that xr := x0 + re1 /∈ Σ and 〈Dd(xr), e2〉 > 0. Let then t̄ > 0 be such

that the point zr := xr − t̄Dd(xr) satisfies 〈zr − z0, e2〉 = 0. We note that t̄ is given

by

t̄ =
〈xr − z0, e2〉
〈Dd(xr), e2〉

=
|x0 − z0|
〈Dd(xr), e2〉

. (3.1.42)

Finally, let us possibly reduce r > 0 in order to ensure that Dr := co {x0, xr, zr, z0}
is contained in Ω\Σ and d be of class C2,1 in a neighborhood of Dr.

Integrating by parts the equation −div (vDd) = f on Dr, we obtain∫
Dr

fdx = −
∫
∂Dr

v〈Dd, ν〉dH1 (3.1.43)

where ν is the unit outward normal to ∂Dr. The above right-hand side amounts to∫
∂Dr

v〈Dd, ν〉dH1 =

∫
[x0,xr]

v〈Dd, e2〉dH1 +

∫
[z0,zr]

v〈Dd,−e2〉dH1 (3.1.44)

because ∫
[z0,x0]

v〈Dd, ν〉dH1 =

∫
[z0,x0]

v〈e2,−e1〉dH1 = 0

and, similarly, 〈Dd, ν〉 = 0 on [zr, xr]. Moreover, we have∫
Dr

fdx =

∫ |z0−x0|

0

dt

∫ lt

0

f(z0 + te2 + se1)ds (3.1.45)

where

lt =
(

1− t

|z0 − x0|

)
|z0 − zr|+

t

|z0 − x0|
|x0 − xr| .
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Our next step will be to compute limr↓0
1
r

∫
Dr
fdx. Aiming at this, let us recall

that, in view of Proposition 1.1.12,

D2d(x0) = γ0(e1 ⊗ e1) where γ0 = − κ(x0)

1− κ(x0)d(x0)
.

Hence,

1

r

〈Dd(xr), e1〉
〈Dd(xr), e2〉

=
1

r

〈Dd(x0) + rD2d(x0)e1 + o(r), e1〉
〈Dd(x0) + rD2d(x0)e1 + o(r), e2〉

=
γ0 + ε(r)

1 + ε(r)

where ε(r)→ 0 as r ↓ 0. Since

|z0 − zr|
r

= 1− |x0 − z0|
1

r

〈Dd(xr), e1〉
〈Dd(xr), e2〉

= 1− |x0 − z0|
γ0 + ε(r)

1 + ε(r)
, (3.1.46)

we obtain

lim
r→0+

lt
r

=
(

1− t

|z0 − x0|

)
(1− γ0|x0 − z0|) +

t

|z0 − x0|
= 1− γ0|x0 − z0|+ tγ0

Therefore, in view of (3.1.45), we conclude that

lim
r↓0

1

r

∫
Dr

fdx =

∫ |z0−x0|

0

f(z0 + te2)
(

1− γ0|x0 − z0|+ tγ0

)
dt . (3.1.47)

We now turn to the evaluation of limr↓0
1
r

∫
∂Dr

v〈Dd, ν〉. Since Dd is continuous

at x0 and Dd(x0) = e2, we have

lim
r↓0

1

r

∫
[x0,xr]

v〈Dd, e2〉dH1 = v(x0) .

A similar continuity argument and (3.1.46) show that

lim
r↓0

1

r

∫
[z0,zr]

v〈Dd,−e2〉dH1 = −v(z0)(1− γ0|x0 − z0|) .

Then, recalling (3.1.43), (3.1.44) and (3.1.47), we conclude that

lim
r↓0
−1

r

∫
∂Dr

v〈Dd, ν〉dH1 = v(z0)(1− γ0|x0 − z0|)− v(x0)

=

∫ |z0−x0|

0

f(z0 + te2)
(

1− γ0|x0 − z0|+ tγ0

)
dt ,
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whence, since |z0 − x0| = θ,

v(z0)− v(x0)

1− γ0θ
=

∫ θ

0

f(z0 + te2)
(

1 +
tγ0

1− γ0θ

)
dt . (3.1.48)

Finally, recalling the definition of γ0 and using the equality d(x0) = d(z0)+θ, we have

1− γ0θ = 1 +
κ(x0)θ

1− d(x0)κ(x0)
=

1− d(z0)κ(x0)

1− d(x0)κ(x0)

and
γ0

1− γ0θ
= − κ(x0)

1− d(z0)κ(x0)
.

In view of the above identities and of the fact that κ(x0) = κ(z0), (3.1.48) can be

recasted as

v(z0)− 1− d(x0)κ(z0)

1− d(z0)κ(z0)
v(x0) =

∫ θ

0

f(z0 + te2)
1− (d(z0) + t)κ(z0)

1− d(z0)κ(z0)
dt .

The last formula yields the conclusion. 2

Proposition 3.1.12. If (d, v) is a solution of system (3.0.1), then v = 0 on Σ.

Proof—Let us assume, first, that Σ is a singleton, say {x0}. Then, by a classical

result of Motzkin’s [34] (see also Remark 1.2.15), Ω is the disk BR(x0) with R = d(x0).

Also C = ∅. Integrating the equation −div (vDd) = f on Br(x0), for 0 < r < R, gives∫
Br(x0)

fdx = −
∫
∂Br(x0)

v〈Dd, ν〉dH1 ,

where ν is the unit outward normal to ∂Br(x0). Since 〈Dd, ν〉 = −1, we have

0 = lim
r↓0

1

r

∫
Br(x0)

fdx = lim
r↓0

1

r

∫
∂Br(x0)

vdH1 = 2πv(x0) .

Thus, v(x0) = 0. Suppose, next, that Σ is not a singleton. Then, again by Remark

1.2.15, the set Σ1 of singular points with magnitude 1 is dense in Σ. Since v is

continuous, it suffices to prove that v vanishes on Σ1. So, suppose that x0 ∈ Σ1

and let D+d(x0) = [p0, q0] with p0 6= q0. Then, by Proposition 1.2.16, there exists a

Lipschitz arc ζ : [0, η]→ Σ such that ζ(0) = x0, ζ̇(0) 6= 0, and

〈ζ̇(0), p0 − q0〉 = 0 . (3.1.49)
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Moreover, ζ(sk) ∈ Σ1 for some sequence sk ↓ 0, and

D+d(ζ(sk)) = [pk, qk] with pk → p0 , qk → q0 . (3.1.50)

Since Σ has Lebesgue measure zero, we have, by Fubini’s Theorem,

H1
(

[x0 − αskp0, ζ(sk)− αskpk] ∩ Σ
)

= 0 for a. e. α ∈ [1, 2] ,

provided k is sufficiently large. Let αk ∈ [1, 2] be such that

H1
(

[x0 − αkskp0, ζ(sk)− αkskpk] ∩ Σ
)

= 0 .

In the same way, let βk ∈ [1, 2] be such that

H1
(

[x0 − βkskq0, ζ(sk)− βkskqk] ∩ Σ
)

= 0 .

Let us set, for every k ∈ N,

Ikp :=]x0 − αkskp0, ζ(sk)− αkskpk[ , Ikq :=]x0 − βkskq0, ζ(sk)− βkskqk[ ,

and let us denote by I
k

p (resp. I
k

q) the closure of Ikp (resp. Ikq ). Now, for k ∈ N large

enough define the domain

Dk := co ([x0, ζ(sk)] ∪ I
k

p) ∪ co ([x0, ζ(sk)] ∪ I
k

p)

and consider, for σ > 0, the function

ψkσ(x) =
[
1− 1

σ
dDk(x)

]
+

x ∈ Ω .

Notice that, for k large enough, ψkσ ∈ W 1,∞
c (Ω). Therefore, using ψkσ as test function

for the equation −div (vDd) = f , we have∫
Ω

fψkσdx =

∫
Ω

v〈Dd,Dψkσ〉dx .

In order to estimate the right-hand side, observe that the support of Dψkσ is given by

the closure of the set Ak(σ) := {x ∈ Ω\Dk : dDk(x) < σ}. This set can be represented

as the disjoint union Akp(σ) ∪ Akq(σ) ∪ Ãk(σ), where

Akp(σ) = {x ∈ A(σ) : ΠDk(x) ∈ Ikp } , Akq(σ) = {x ∈ A(σ) : ΠDk(x) ∈ Ikp } .
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Then, the gradient of dDk is constant on Akp(σ), say DdDk ≡ νkp . Similarly, DdDk ≡ νkq

on Akq(σ). Now, observe that∫
Ω

fψσdx (3.1.51)

=

∫
Akp(σ)

v

σ
〈Dd, νkp 〉dx+

∫
Akq (σ)

v

σ
〈Dd, νkq 〉dx+

∫
Ãk(σ)

v〈Dd,Dψkσ〉dx

We will pass to the limit as σ ↓ 0 in the above identity. We have

lim
σ↓0

∫
Ω

fψkσdx =

∫
Dk

fdx .

Moreover, arguing as in the proof of Proposition 3.1.10, we find

lim
σ↓0

∫
Ãk(σ)

v〈Dd,Dψkσ〉dx = 0 .

In order to estimate the term∫
Akp(σ)

v

σ
〈Dd, νkp 〉dx =

1

σ

∫
Ikp

dH1(y)

∫ σ

0

v(y + tνkp )〈Dd(y + tνkp ), νkp 〉dt ,

recall that H1(Ikp ∩ Σ) = 0, and so Dd is continuous at H1-almost every point of Ikp .

Therefore,

lim
σ↓0

∫
Akp(σ)

v

σ
〈Dd, νkp 〉dx =

∫
Ikp

v(y)〈Dd(y), νkp 〉dH1(y) .

Similarly,

lim
σ↓0

∫
Akq (σ)

v

σ
〈Dd, νkq 〉dx =

∫
Ikq

v(y)〈Dd(y), νkq 〉dH1(y) .

Thus, passing to the limit as σ ↓ 0 in (3.1.51), we conclude that∫
Dk

f =

∫
Ikp

v(y)〈Dd(y), νkp 〉dH1(y) +

∫
Ikq

v(y)〈Dd(y), νkq 〉dH1(y) . (3.1.52)

Our final step will be to divide both sides of (3.1.52) by sk and to take the limit as

k → ∞. For this we need two preliminary remarks. The first one is that, for every
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sequence {yk}k such that yk ∈ Ikp and d is differentiable at yk, Dd(yk) converges to p0

as k →∞. For let λk ∈ [0, 1] be such that

yk = λk(x0 − αkskp0) + (1− λk)(ζ(sk)− αkskpk)

= λk(x0 − αkskp0) + (1− λk)(x0 + skζ̇(0) + o(sk)− αkskpk)

and suppose λk → λ∗ ∈ [0, 1], αk → α∗ ∈ [1, 2] and Dd(yk) → p∗ as k → ∞ (which

always holds, up to subsequences). Then,

lim
k→∞

yk − x0

sk
= −α∗p0 + (1− λ∗)ζ̇(0) =: θ∗ .

But min{〈p, θ∗〉 : p ∈ D+d(x0)} is attained at p0, since 〈ζ̇(0), p〉 = 〈ζ̇(0), p0〉 for every

p ∈ [p0, q0], in view of (3.1.49). Now, arguing as in Proposition 1.2.16 for the proof

of (1.2.25), we deduce from the semiconcavity of d that

p∗ ∈ arg min
p∈D+d(x0)

〈p, θ∗〉.

Hence p∗ = p0, since p∗ ∈ D∗d(x0) = {p0, q0} and q0 /∈ arg minp∈D+d(x0)〈p, θ∗〉. The

second remark we need, to proceed with our computation, is that

lim
k→∞

νkp = − p0 − q0

|p0 − q0|
. (3.1.53)

Indeed, by definition,

〈νkp , ζ(sk)− αkskpk − (x0 − αkskp0)〉 = 0

where

ζ(sk)− x0 + αksk(p0 − pk) = skζ̇(0) + o(sk) (3.1.54)

in view of (3.1.50). Thus, νkp is nearly orthogonal to ζ̇(0), and so

νkp = ρ0(p0 − q0) + εk with lim
k→∞

εk = 0 and |ρ0| =
1

|p0 − q0|
.

Moreover, 〈νkp , p0〉 ≤ 0 for k large enough, because νkp is an outward normal to the set

co ([x0, ζ(sk)] ∪ I
k

p) at the point x0 − αkskp0 and x0 belongs to such a set. Therefore,
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ρ0 < 0 and (3.1.53) follows. We are now ready for our final step. Dividing both sides

of (3.1.52) by sk and taking the limit as k →∞, we obtain

0 = lim
k→∞

1

sk

{∫
Ikp

v(y)〈Dd(y), νkp 〉dH1(y) +

∫
Ikq

v(y)〈Dd(y), νkq 〉dH1(y)
}
.

Since H1(Ikp ) = |ζ(sk) − αkskpk − (x0 − αkskp0)| = sk|ζ̇(0)| + o(sk) on account of

(3.1.54), we have

lim
k→∞

1

sk

∫
Ikp

v(y)〈Dd(y), νkp 〉dH1(y) = −v(x0)|ζ̇(0)|
〈
p0,

p0 − q0

|p0 − q0|

〉
.

By a similar argument,

lim
k

1

sk

∫
Ikq

v(y)〈Dd(y), νkq 〉dH1(y) = v(x0)|ζ̇(0)|
〈
q0,

p0 − q0

|p0 − q0|

〉
.

Thus,

0 = v(x0)|ζ̇(0)|
{
−
〈
p0,

p0 − q0

|p0 − q0|

〉
+
〈
q0,

p0 − q0

|p0 − q0|

〉}
= −v(x0)|ζ̇(0)| |p0 − q0|

Since ζ̇(0) 6= 0 and p0 6= q0, we have finally obtained that v(x0) = 0. 2

We are now ready to complete the proof of our main result.

Proof of Theorem 2.4.2[Part 2: Uniqueness]—Let (u, v) is a solution of system

(3.0.1). Then, u ≡ d in Ωv := {x ∈ Ω : v(x) > 0} by Proposition 3.1.10. In particular,

(d, v) is also a solution of (3.0.1). So, owing to Proposition 3.1.12, v = 0 on Σ. Now,

let x ∈ Ω \ Σ. In view of Proposition 3.1.11, we have

v(x)− 1− (d(x) + θ)κ(x)

1− d(x)κ(x)
v(x+ θDd(x))

=

∫ θ

0

f(x+ tDd(x))
1− (d(x) + t)κ(x)

1− d(x)κ(x)
dt

for each θ ∈ (0, τ(x)). Since v is continuous and vanishes on Σ, the left-hand side

above converges to v(x) as θ ↑ τ(x). So, v(x) coincides with vf (x), given by (2.4.1),

and the proof is complete. 2
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3.2 Analytic Boundaries: Regularity results

We have seen in Section 3.1.1 that if ∂Ω is a piecewise C2,1 boundary with outer

corners, then τ has the following properties:

(i) τ is continuous in Ω;

(ii) τ is Lipschitz continuous on ∂Ω;

(iii) τ is locally Lipschitz continuous in Ω \ Σ.

Also, the regularity of τ affects the regularity of vf too, since it appears in its rep-

resentation formula (3.1.22). Our aim is to show that under suitable hypotheses on

∂Ω and on f , then τ and vf are Hölder continuous functions in Ω. In our analysis we

will exclude the case when Ω is a disk. For suppose that Ω = BR(0), for some R > 0.

Then τ is trivially Lipschitz continuous in BR(0), since τ(x) = |x| for x ∈ BR(0).

The same can be proven for the map vf (see Section 3.2.3). But in general, if Ω is

not a disk, Lipschitz continuity may fail, even if the boundary is very smooth, as the

next example shows.

Example 3.2.1 (The parabola case). In the cartesian plane consider the set

Ω := {(x, y) ∈ R2 : y > x2},

whose boundary is a parabola with vertex (0, 0). The graph of the map s 7→ s2 is a

regular parametrization of the boundary and the vector

ν(s) =
1√

1 + 4s2

(
−2s,

1

)

is the inward unit normal to ∂Ω at the point (s, s2). By the symmetry of ∂Ω with

respect to the vertical axis we deduce that Σ must be contained in such an axis.

Moreover, an easy calculation shows that for any s 6= 0, the line through (s, s2) with

direction ν(s) intersects the vertical axis in the point (0, s2 + 1/2). Hence,

Σ = {(0, y) : y ≥ 1/2}
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and

τ((s, s2)) =
1

2

√
1 + 4s2.

Taking into account that the curvature at the point (s, s2) is given by

κ((s, s2)) =
2

(1 + 4s2)3/2
,

we deduce that the unique conjugate point of Ω is (0, 1/2), which is also regular.

Let us prove that the map τ cannot be Lipschitz continuous in the whole set Ω by

showing that for any a small enough

|τ((a, 1/2))− τ((0, 1/2))| ≥M |(a, 1/2)− (0, 1/2)|2/3,

for some constant M > 0.

For any fixed a ∈ (−
√

2/2, 0) ∪ (0,
√

2/2), the unique projection on the boundary of

(a, 1/2) is the point (sa, s
2
a) where sa satisfies sa = a1/3

21/3 . Indeed, for any s, the line

through (s, s2) with direction ν(s) = Dd((s, s2)) has equation

y − s2 = − 1

2s
(x− s).

Hence, (a, 1/2) belongs to this line if and only if s2 = a
2s

, i.e. sa = a1/3

21/3 . We deduce

that

τ((a, 1/2)) = |(a, 1/2)− (0, s2
a + 1/2)| =

(
a2 +

a4/3

24/3

)1/2

= a2/3

(
a2/3 +

1

24/3

)1/2

≥ 1

22/3
a2/3,

which proves the claim.

This example shows that even in the case of analytic boundaries, τ cannot be Lip-

schitz continuous around a regular conjugate point. Indeed, as we will see in Theorem

3.2.6, the only obstruction to Lipschitz regularity is the presence of conjugate points.

On the other hand, such points necessarily occur in the case of simply connected

domains with analytic boundary.

In what follows our standing assumption will be that
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Ω is a simply connected domain in R2,

with analytic boundary, different from a disk.

The main motivation for this strong requirement on ∂Ω is that the knowledge of the

structure of Σ is essential in the analysis of the regularity of the maximal retrac-

tion length τ , and only in the case of analytic boundaries a complete description is

available.

3.2.1 The Cut Locus of Analytic Sets

In this section we collect together some known and new results on Σ in the case of

analytic boundary ∂Ω. Before starting our analysis we have to introduce some more

definitions.

Definition 3.2.2. We call a geometric graph any closed connected set which consists

of a finite number of disjoint vertices and edges, where a vertex is a point in R2 and

an edge is a regular curve with finite length whose limits of tangents at the end points

exist.

Also, let us introduce singular analogous of the set Γ, that is

Γ̃ = {x ∈ Σ : d(x)κ(y) = 1 for some y ∈ Π(x) } . (3.2.1)

The following result can be deduced from [17] or [33].

Proposition 3.2.3. Let Ω be a bounded simply connected domain with analytic bound-

ary, different from a disk. Then Γ, Γ̃ and Σ2 are finite sets and Γ is nonempty. More-

over, Σ is a geometric graph. The edges of the graph are real analytic curves and the

vertices are precisely the points of Γ∪ Γ̃∪Σ2. The number of analytic arcs emanating

from a vertex equals the number of projections of the vertex on the boundary.

By Proposition 1.2.16 we also know how singular arcs propagate from singular

points. In order to complete the knowledge of Σ we need a description of the propa-

gation of singularities from regular conjugate points as well. We have the following

result.
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Lemma 3.2.4. Let Ω be a bounded domain with analytic boundary and x0 be a regular

conjugate point of the distance function. Then the analytic singular arc propagating

from x0 coincides in a suitable neighborhood of x0 with the unique solution of the

differential inclusion {
ζ̇(s) ∈ D+d(ζ(s))

ζ(0) = x0

(3.2.2)

Proof– For any starting point x0 ∈ Ω, the existence of a global solution of (3.2.2) is

a classical result in the theory of differential inclusions. The solution of (3.2.2) is at

least Lipschitz continuous as a consequence of the inclusion D+d(x) ⊆ B1(0) for any

x ∈ Ω. The fact that such a solution is unique is a consequence of the semiconcavity

property of the distance function. Indeed, if ζi, for i = 1, 2 are two distinct solutions

of (3.2.2), then we can apply Proposition 1.2.8 (a) twice to get

〈ζ̇1(s)− ζ̇2(s), ζ1(s)− ζ2(s)〉 ≤ C|ζ1(s)− ζ2(s)|2

for all s sufficiently small, being C the semiconcavity constant of d in a neighborhood

of x0. This means that

1

2

d

ds
|ζ1(s)− ζ2(s)|2 ≤ |ζ1(s)− ζ2(s)|2

and the coincidence of ζ1 and ζ2 follows from Gronwall’s Lemma. So let us denote by

ζ(·) the unique global Lipschitz solution of (3.2.2) with x0 ∈ Γ. We will first prove

that, at least for small times, arc ζ(·) cannot consist of regular points only. Indeed,

if there exists s0 > 0 such that ζ(s) /∈ Σ for any s ∈ (0, s0), the differential inclusion

reduces to the equation ζ̇(s) = Dd(ζ(s)) for s ∈ (0, s0). Moreover, being Γ finite in

the case of analytic boundary, we can suppose that ζ(s) /∈ Γ for all s ∈ (0, s0). Hence

differentiating the equation we obtain

ζ̈(s) = D2d(ζ(s))ζ̇(s) = D2d(ζ(s))Dd(ζ(s)) = 0, s ∈ (0, s0).

But then ζ(s) = x0 + sDd(x0), Dd(ζ(s)) = Dd(x0) for any s ∈ (0, s0) and we have

d(ζ(s)) = d(x0) + s = 1/κ(x0) + s, i.e.

d(ζ(s))κ(ζ(s)) = 1 + sκ(x0) > 1,
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against Proposition 1.1.4. Hence we have proven that there exists a sequence {sk}
converging to 0 such that ζ(sk) is singular. From the upper semicontinuity of the

superdifferential D+d(·) we get that there exists δ > 0 such that D+d(x) ⊆ Dd(x0) +

1
2
B1(0) for any x ∈ Bδ(x0); since |ζ(sk) − x0| ≤ sk we deduce that 0 /∈ D+d(ζ(sk))

for k sufficiently large. In light of Proposition 1.2.16 we then have that ζ(·) is locally

singular around each point ζ(sk). For any k set

σk := sup{t ≥ 0 : ζ(sk + t) ∈ Σ ∩Bδ(x0)}.

In order to complete the proof we need to show that σk does not shrink to 0 as

k → ∞. So, suppose by contradiction that σk → 0 as k → ∞. By definition,

ζ(sk + σk) is either a regular conjugate point or |ζ(sk + σk) − x0| = δ. In the latter

case, δ = |ζ(sk +σk)−x0| ≤ sk +σk and then σk ≥ δ/2 for k large. The former case is

excluded by Theorem 3.2.3, because the number of regular conjugate points is finite

in the case of analytic boundary.

Hence, we have found a singular Lipschitz arc propagating from x0; such an arc must

coincide with the unique analytic arc with vertex x0 given by Proposition 3.2.3. 2

Remark 3.2.5. Collecting together the previous results, we can say that if Ω ⊂ R2 is

a bounded simply connected domain with analytic boundary, different from a disk,

then for any x0 ∈ Σ there exist exactly m analytic singular arcs starting from x0,

where m is the number of elements of D∗d(x0), say D∗d(x0) = {p1, . . . , pm}. When

x0 is singular, the initial directions of these arcs are given by the opposite of the unit

outward normal vectors to the exposed faces of D+d(x0). More precisely, for any

pi 6= pj such that [pi, pj] ⊂ ∂D+d(x0) let nij be defined by

max
p∈D+d(x̄)

〈p, nij〉 = 〈pi, nij〉 = 〈pj, nij〉.

Then, −nij gives the initial direction of a singular arc emanating from x0. In the

case when x0 is regular and conjugate, the initial direction of the unique singular

arc starting from x0 is Dd(x0). Moreover, being Σ2 finite, any analytic singular

arc ζ starting from a point x0 ∈ Σ is locally made of points of Σ1 only. Hence,
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D+d(ζ(s)) = [p(s), q(s)], with p(s), q(s) ∈ D∗d(ζ(s)). Also, when x0 ∈ Σ, Proposition

1.2.16 gives that there exist δ0 > 0 and s0 > 0 such that

diam(D+d(ζ(s)) = |p(s)− q(s)| ≥ δ0, ∀s ∈ (0, s0).

Finally, as a consequence of the fact that Γ ∪ Γ̃ is finite, we deduce the following

property. For any x0 ∈ Γ ∪ Γ̃, let S(x0) be the line segment [x0, x0 − d(x0)p0], where

p0 = Dd(x0) if x0 is a regular point and p0 ∈ D∗d(x0) satisfies d(x0)κ(x0−d(x0)p0) = 1

if x0 is singular. Then, there exists an open cone C0, with apex x0 and symmetry axis

containing the segment S(x0) such that C0 ∩Σ = ∅. Such a property will be useful in

the sequel when we study the behaviour of τ and of vf , respectively, on the sets

Σ ∪

(⋃
x0∈Γ

S(x0)

)
, Σ ∪

 ⋃
x0∈Γ̃∪Γ

S(x0)

 .

3.2.2 Regularity of the Maximal Retraction Length of Ω

The main result of this section is the proof of the Hölder continuity of τ in the whole

set Ω. We already know that τ is locally Lipschitz continuous in Ω \ Σ, but, as the

next theorem will show, the (local) Lipschitz constant of τ explodes near the set of

regular conjugate points. On the other hand, Example 3.2.1 gives an indication on

how things go in the case of a regular boundary, suggesting the idea that a local

analysis near the set of regular conjugate points can produce the right estimates to

get the Hölder regularity of τ .

The formal proof turns out to be surprisingly long, so that it must be divided in

several steps. As a first step, we will provide an estimate for the local Lipschitz

constant of τ in the set Ω \ S, where

S :=
⋃
x0∈Γ

{x0 − tDd(x0) : t ∈ [0, d(x0)]}.

Afterwards, we will compare it with the distance to the set Σ∪S. This is the crucial

part of the proof, where we will make use of local coordinates for the boundary ∂Ω
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and the set Σ. At the very end, we will be able to conclude the Hölder continuity of

τ by means of a simple regularity lemma.

Let us start with the local Lipschitz estimate. We recall that our standing assumption

is the following:

Ω is a simply connected bounded domain of R2

with analytic boundary, different from a disk.

We will omit the above assumption in the sequel.

Theorem 3.2.6. Set S :=
⋃
x0∈Γ{x0 − tDd(x0) : t ∈ [0, d(x0)]}. Then, for any

x ∈ Ω \ (Σ ∪ S) there exists an open ball Br(x), r = r(x) > 0, such that for all

y ∈ Br(x)

τ(y) ≤ τ(x) + C(x)|x− y|, (3.2.3)

where

C(x) = 2

(
1 +

1− (d(x) + τ(x))κ(x)

1− d(x)κ(x)

1

δ(x̄)

)
, (3.2.4)

x̄ = x+ τ(x)Dd(x) is the singular point corresponding to x and

δ(x̄) = min
{
|p− q| : p, q ∈ D∗d(x̄), [p, q] ⊆ ∂D+d(x̄)

}
. (3.2.5)

Proof– Fix any x ∈ Ω\(Σ ∪ S) and set x̄ = x+τ(x)Dd(x). Moreover, let e2 = Dd(x)

and e1 such that {e1, e2} is a positively oriented orthonormal basis of R2. We will first

prove the theorem in the case x̄ ∈ Σ1. Under this assumption, there exists a limiting

gradient p such that D+d(x̄) = [e2, p]. Moreover, by Theorem 3.2.3 and Proposition

1.2.16 there exists an analytic singular arc (except maybe for the point x̄), say ζ(·),
passing through x̄ with direction −n, where n is defined by

max
q∈D+d(x̄)

〈q, n〉 = 〈p, n〉 = 〈e2, n〉

and 〈n, e1〉 < 0. As a matter of fact, there are exactly two nonzero vectors satisfying

the previous equality, both orthogonal to p− e2 and then having opposite direction.

So, let us locally represent the arc ζ(·) above as

ζ(s) = x̄− ns+ o(s), (3.2.6)
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where s ∈ (−s0, s0) and s0 > 0. Now, take r > 0 sufficiently small such that the

ball Br(x) is contained in Ω \ (Σ ∪ S) and consider any point y ∈ Br(x). Define the

continuous map φ : Br(x)× (−s0, s0)→ R by

φ(y, s) := 〈ζ(s)− y,RDd(y)〉, (3.2.7)

where R is the rotation matrix

R =

(
0 −1

1 0

)
. (3.2.8)

Recalling (1.1.2), we have for any y ∈ Br(x)

Dd(y) = Dd(x) +D2d(x)(y − x) + o(|y − x|)

= e2 −
κ(x)

1− κ(x)d(x)
(e1 ⊗ e1) (y − x) + o(|y − x|).

Then,

φ(y, s) =

〈
x− y,−e1 −

κ(x)

1− κ(x)d(x)
〈y − x, e1〉e2 + o(|y − x|)

〉
+

〈
τ(x)e2 − ns+ o(s),−e1 −

κ(x)

1− κ(x)d(x)
〈y − x, e1〉e2 + o(|y − x|)

〉
= 〈y − x, e1〉

(
1− τ(x)κ(x)

1− κ(x)d(x)

)
+

κ(x)

1− κ(x)d(x)
〈y − x, e1〉〈y − x, e2〉

+〈n, e1〉s+
κ(x)s

1− κ(x)d(x)
〈y − x, e1〉〈n, e2〉+ o(s) + o(|y − x|).

(3.2.9)

Hence, there exist s̄ = s̄(x) > 0 and r = r(x) > 0 such that

φ(y, s̄) < 0, φ(y,−s̄) > 0, ∀ y ∈ Br(x). (3.2.10)

Therefore, we conclude that for any y ∈ Br(x) we can find some sy ∈ (−s̄, s̄) such

that φ(y, sy) = 0, i.e.

ζ(sy) = y + ρyDd(y), for some ρy ∈ R. (3.2.11)

Notice that sy → 0 as y → x. So, ζ(sy) → x̄ = x + τ(x)Dd(x) as y → x and then

ρy → τ(x) as y → x. Possibly reducing again r we can then assume that ρy > 0
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for any y ∈ Br(x). Let us estimate sy. Since sy → 0 as y → x, we have that
κ(x)

1−κ(x)d(x)
sy〈y − x, e1〉〈n, e2〉 = o(|y − x|), so that

0 = sy〈n, e1〉+ 〈y − x, e1〉
(

1− (τ(x) + d(x))κ(x)

1− κ(x)d(x)

)
+ o(sy) + o(|y − x|) (3.2.12)

and then

sy + o(sy) = −〈y − x, e1〉
〈n, e1〉

(
1− (τ(x) + d(x))κ(x)

1− κ(x)d(x)

)
+ o(|y − x|), (3.2.13)

which gives

sy = −〈y − x, e1〉
〈n, e1〉

(
1− (τ(x) + d(x))κ(x)

1− κ(x)d(x)

)
+ o(|y − x|). (3.2.14)

Using (3.2.14) we can actually estimate ρy, which is an upper bound for τ(y). Indeed,

ρy = 〈ζ(sy)− y,Dd(y)〉

=

〈
x+ τ(x)e2 − nsy − y, e2 −

κ(x)

1− κ(x)d(x)
〈y − x, e1〉e1

〉
+ o(sy) + o(|y − x|)

= −〈y − x, e2〉+ τ(x)− sy〈n, e2〉+
κ(x)sy

1− κ(x)d(x)
〈y − x, e1〉〈n, e1〉

+ o(sy) + o(|y − x|)

= τ(x)− 〈y − x, e2〉 −
(

1− (τ(x) + d(x))κ(x)

1− κ(x)d(x)

)
〈n, e2〉
〈n, e1〉

〈y − x, e1〉

+ o(|y − x|)

≤ τ(x) +

(
2 +

1− (τ(x) + d(x))κ(x)

1− κ(x)d(x)

|〈n, e2〉|
|〈n, e1〉|

)
|y − x|, ∀y ∈ Br(x),

provided we take r small enough. Now, recalling that n is orthogonal to p − e2, we

deduce that

|〈n, e1〉| =
|n|
|p− e2|

|〈R(p− e2), e1〉| =
|n|
|p− e2|

|〈p− e2, e2〉|

=
|n|
|p− e2|

(1− 〈p, e2〉) =
|n|
2
|p− e2|.

Therefore,

τ(y) ≤ τ(x) + 2

(
1 +

1− (τ(x) + d(x))κ(x)

1− κ(x)d(x)

)
1

|p− e2|
|y − x|, (3.2.15)
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which is the desired inequality, since in this case δ(x̄) = |p− e2|.
Next, let us suppose that x̄ ∈ Σ2. By Remark 3.2.5 we already know that D∗d(x̄)

is finite. Then, there exist two limiting gradients, say p1, p2 6= e2, such that [pi, e2]

(i = 1, 2) is an exposed face of D+d(x̄), that is [pi, e2] ⊂ ∂D+d(x̄). Moreover, there

exist two analytic (except for the starting point) arcs propagating from x̄ with initial

direction given by the opposite of the unit outward normals n1 and n2 to the faces

[p1, e2] and [p2, e2] of D+d(x̄) respectively. As in Lemma 3.1.5 we can prove that

e2 = λ1n1 + λ2n2 (3.2.16)

for suitable numbers λ1, λ2 > 0. Taking into account that e1 and e2 are mutually

orthogonal, we have 0 = λ1〈n1, e1〉+λ2〈n2, e1〉. So, either 〈n1, e1〉 < 0 and 〈n2, e1〉 > 0

or viceversa. Suppose 〈n1, e1〉 < 0. Then the arc

ζ(s) =

{
x̄− n1s+ o(s), for s ∈ [0, s0)

x̄+ n2s+ o(s), for s ∈ (−s0, 0)
(3.2.17)

is the local representation of the singular arc mentioned above. By repeating the

argument of the case x̄ ∈ Σ1, we obtain that there exists a ball Br(x) such that, for

any y ∈ Br(x)

τ(y) ≤ τ(x) + 2

(
1 +

1− (τ(x) + d(x))κ(x)

1− κ(x)d(x)

)
1

min{|p1 − e2|, |p2 − e2|}
|y − x|.

The general inequality is now a straightforward consequence of the previous compu-

tations. 2

Lemma 3.2.7. For any ball B compactly embedded in Ω \ S there exists a positive

constant δB such that

δ(x̄) ≥ δB for any x ∈ B,

where x̄ = x+ τ(x)Dd(x).

Proof– First of all, δ(·) is strictly positive on Ω \ S (see Remark 3.2.5). Moreover,

let B ⊂ Ω \S be any ball and suppose, by contradiction, that there exists a sequence
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{xk} ⊂ B such that δ(x̄k)→ 0 as k →∞. We can assume, without loss of generality,

that x̄k ∈ Σ1. Hence, for any k, there exist pk, qk ∈ D∗d(x̄k) with [pk, qk] = ∂D+d(x̄k)

and δ(x̄k) = |pk − qk| → 0 as k → ∞. Consider now the projections yk and zk

corresponding to pk and qk respectively, that is yk = x̄k−d(x̄k)pk and zk = x̄k−d(x̄k)qk.

Then,

yk − zk
|yk − zk|

= −d(x̄k)
(pk − qk)
|yk − zk|

= −bΩ(x̄k)
(DbΩ(yk)−DbΩ(zk))

|yk − zk|

= −bΩ(x̄k)D
2bΩ(zk + λk(yk − zk)) ·

(yk − zk)
|yk − zk|

, (3.2.18)

for some λk ∈ (0, 1), where bΩ(·) denotes the signed distance from ∂Ω (see also Remark

1.1.6)

bΩ(x) = dR2\Ω(x)− dΩ(x).

Choosing appropriate subsequences, still called {xk}, {pk}, {qk}, we can suppose that

xk → x0 ∈ Ω \ S, pk, qk → e0 ∈ D∗d(x̄0) and yk−zk
|yk−zk|

→ θ0 as k → ∞. Thus x̄k → x̄0

and, passing to the limit in (3.2.18), we obtain

θ0 = −d(x̄0)D2d(x̂0) · θ0, (3.2.19)

where x̂0 ∈ ∂Ω is the limiting point of both yk and zk. Recalling the structure of the

Hessian matrix D2d(x̂0) (see (1.1.2)), we conclude that d(x̄0)κ(x̂0) = 1. Therefore,

x̄0 belongs to Γ̃ ∪ Γ. But x̄0 cannot be a regular conjugate point because x0 /∈ S by

construction; on the other hand, x̄0 cannot be a singular point either, for otherwise

{x̄k} would be a sequence of singular points approaching x0 with

diam(D+d(x̄k)) = |pk − qk| → 0, as k →∞,

in contrast with Remark 3.2.5 on the structure of Σ. This contradiction prove the

assertion of the lemma. 2

Proposition 3.2.8. The map τ is locally Lipschitz continuous on the set Ω \ S.

Moreover, τ is differentiable a.e. in Ω \ (Σ ∪ S) and

|∇τ(x)| ≤ C(x) x ∈ Ω \ (Σ ∪ S) a.e.,

where C(x) is given by (3.2.4).



102

Proof– We will first prove that for any x ∈ Ω \ (Σ ∪ S) we have

|p| ≤ C(x) ∀ p ∈ ∂P τ(x) ∀ x ∈ Ω \ (Σ ∪ S) , (3.2.20)

where ∂P τ(x) denotes the proximal subgradient of τ at x. Indeed, recall that a vector

p ∈ R2 belongs to ∂P τ(x) if and only if there exist numbers σ, η > 0 such that

τ(y) ≥ τ(x) + 〈p, y − x〉 − σ|y − x|2 ∀ y ∈ Bη(x) ,

see Definition 1.2.17. Now, combine the above inequality with (3.2.3) to obtain

〈p, y − x〉 ≤ C(x)|y − x|+ σ|y − x|2

whenever |y − x| < min{r, η}. The last inequality implies (3.2.20).

Now, we note that C(·) is locally bounded on Ω \ (Σ ∪ S) by Lemma 3.2.7 and the

inequality
1− (τ(x) + d(x))κ(x)

1− κ(x)d(x)
≤ 1 + diam(Ω) max

x∈∂Ω
[κ(x)]−,

where [κ(x)]− := max{0,−κ(x)}. Owing to Theorem 1.2.20, τ is locally Lipschitz

in Ω \ (Σ ∪ S). Thus, τ is also differentiable a.e. on such a set. Moreover, by

Theorem 1.2.19 and Lemma 1.2.18 we have respectively that ∂P τ(x) 6= ∅ a.e. and

∂P τ(x) ⊆ {∇τ(x)} at any differentiability point of τ . Collecting together all these

properties we obtain

|∇τ(x)| ≤ C(x) x ∈ Ω \ (Σ ∪ S) a.e.

In order to complete the proof, we need to bound C(x) from above when x approaches

Σ. The expression of C(x) given by (3.2.4) for any x ∈ Ω\ (Σ ∪ S) is meaningful also

on the set of singular points, provided we define

C(x) = 2

(
1 +

1

δ(x)

)
, for all x ∈ Σ.

Taking into account Lemma 3.2.7 we easily deduce the local Lipschitz continuity of

τ on Ω \ S. 2



103

Remark 3.2.9. At this point of our reasoning it is important to stress again that the

loss of Lipschitz regularity for τ (and then for vf ) depends on the presence of conjugate

points only. When Ω is a bounded domain with no conjugate points (both regular

and singular) and C2,1 boundary, then it can be shown that the results obtained so far

still hold true. In particular, it turns out that τ is Lipschitz continuous on the whole

set Ω. Indeed, if Ω has no conjugate points, it can be proven that any x ∈ Ω has a

finite number of projections onto ∂Ω, which is one of the main properties we need in

the proof of those results. On the other hand, if Ω is a simply connected domain with

analytic boundary, different from a disk, then the set of regular conjugate points is

nonempty, so that we cannot avoid the loss of regularity they produce.

The second step of our argument is to estimate C(x) in (3.2.4) in terms of dS̃(x),

which is the distance of x from the set S̃ := S ∪ Σ. Aiming at this, we need some

deeper results on the behaviour of the singular arcs starting from a regular conjugate

point. In what follows we choose the reference system so that the regular conjugate

point coincides with the point x0 = (0, r), r > 0, being (0, 0) its projection on the

boundary. Moreover, we locally represent ∂Ω as the graph of an analytic function

α : (−s0, s0) → R, 0 < s0 < r, such that α(0) = 0, α′(0) = 0 and α′′(0) = 1
r
. We

claim that there exist n ≥ 2, a = a(n) > 0 and an analytic function b(·) in (−s0, s0)

satisfying

b(s) =
∑

i≥2n+1

bis
i, (3.2.21)

such that

α(s) =
[
r −

(
r2 − s2

)1/2
]
− as2n + b(s) ∀s ∈ (−s0, s0). (3.2.22)

Indeed, one of the main properties of analytic boundaries is that the curvature κ has

a maximum at the projection of a conjugate point (see [17, Theorem 3.1]). More

precisely, given a local representation of the boundary as above, the curvature, whose

expression is

κ(s) := κ((s, α(s)) =
α′′(s)

(1 + α′(s)2)3/2
, (3.2.23)
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satisfies κ(s) ≤ κ(0) for any s in a neighborhood of 0. In particular, being κ analytic

and nonconstant (Ω is not a disk), we obtain that there exists n ≥ 2 such that, for

any 1 ≤ m ≤ 2n− 3,

κ(m)(0) = 0

and

κ(2n−2)(0) < 0.

Writing the above relations in terms of the derivatives of α, and taking into account

that β(s) := r− (r2 − s2)
1/2

is a local representation of the circle of centre (0, r) and

radius r (the unique analytic curve with constant curvature 1/r), we obtain that the

difference α(s) − β(s) is not identically zero and its Taylor expansion at 0 is of the

form −as2n + b(s), where a is 1
(2n)!

times the difference between the 2n-th derivatives

of the functions β(s) and of α(s) at s = 0, and b(s) is the remainder of the difference

of the Taylor expansions in 0 of α and β. Being b(s) of the form
∑

i≥2n+1 bis
i, we will

say that it is a series of valuation Val(b) ≥ 2n+ 1, meaning that the first index with

nonzero coefficient is 2n+ 1.

Our next lemma provides a description of the singular arc emanating from x0 with

respect to the boundary parameter s.

Lemma 3.2.10. There exist ε > 0 and two analytic functions t : (−ε, ε) → R and

ρ : (−ε, ε)→ R, with t(0) = 0, ρ(0) = r and{
t(s) = s+ o(s),

ρ(s) = r + 2nar2s2n−2 + o(s2n−2),
(3.2.24)

such that for any s ∈ (0, ε)

A(s) + ρ(s) ν(s) = A(−t(s)) + ρ(s) ν(−t(s)), (3.2.25)

where

A(s) = (s, α(s))
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and

ν(s) :=

(
−α′(s)

(1 + α′(s)2)1/2
,

1

(1 + α′(s)2)1/2

)
.

Moreover, there exist η > 0 such that

Σ ∩Bη((0, r)) = {ξ(s) | s ∈ (0, ε)} ,

where

ξ(s) = A(s) + ρ(s) ν(s).

Proof– Our first step is to find, for any s > 0 sufficiently small, numbers t < 0 and

ρ > 0 satisfying

s+ ρ

[
−α′(s)

(1 + α′(s)2)1/2

]
= −t+ ρ

[
−α′(−t)

(1 + α′(−t)2)1/2

]
, (3.2.26)

α(s) +
ρ

(1 + α′(s)2)1/2
= α(−t) +

ρ

(1 + α′(−t)2)1/2
. (3.2.27)

Since α′′(0) > 0, if we choose s and t sufficiently small, we have α′(−t) < 0 and

α′(s) > 0. Hence, (3.2.26) gives

ρ = − s+ t

α′(−t)
(1 + α′(−t)2)1/2

− α′(s)

(1 + α′(s)2)1/2

. (3.2.28)

Now we want to simplify this expression by using (3.2.22). Since the map x 7→ x
(1+x2)1/2

is analytic, for any x and y we can write

y

(1 + y2)1/2
=

x

(1 + x2)1/2
+

y − x
(1 + x2)3/2

+ C(y − x),

where Val(C) ≥ 2. Substituting x = β′(s) and y = α′(s) = β′(s) − 2nas2n−1 + b′(s)

in the above expression, we obtain

α′(s)

(1 + α′(s)2)1/2
=

β′(s)

(1 + β′(s)2)1/2
+
−2nas2n−1 + b′(s)

(1 + β′(s)2)3/2
+ C1(s),

where Val(C1) ≥ 2(2n− 1). Moreover,

β′(s) =
s

(r2 − s2)1/2
,
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β′(s)

(1 + β′(s)2)1/2
=

s

(r2 − s2)1/2
·
[
1 +

s2

r2 − s2

]−1/2

=
s

r
,

while
1

(1 + β′(s)2)3/2
=

[
1 +

s2

r2 − s2

]−3/2

=
(r2 − s2)3/2

r3
= 1 + C2(s),

with Val(C2) ≥ 2. So,

α′(s)

(1 + α′(s)2)1/2
=
s

r
− 2nas2n−1 + C3(s),

where Val(C3) ≥ 2n, since Val(b′) ≥ 2n. Substituting the last expression into (3.2.28),

we then deduce that

ρ = ρ(s, t) = − s+ t

−s+ t

r
+ 2na(t2n−1 + s2n−1) + C3(s)− C3(−t)

= r

1− 2nar
t2n−1 + s2n−1

s+ t
+ r

C3(−t)− C3(s)

s+ t

.
(3.2.29)

Notice that t2n−1+s2n−1

s+t
is a polynomial of degree 2n− 2, while C3(s, t) := C3(−t)−C3(s)

s+t

is analytic of valuation greater than or equal to 2n− 1.

We will now try to solve (3.2.27), which is equivalent to

α(−t)− α(s)

ρ
+

1

(1 + α′(−t)2)1/2
− 1

(1 + α′(s)2)1/2
= 0. (3.2.30)

Reasoning as above we find that

1

(1 + α′(s)2)1/2
=

1

(1 + β′(s)2)1/2
− β′(s)

(1 + β′(s)2)3/2
(−2nas2n−1 + b′(s)) + C4(s),

with Val(C4) ≥ 2(2n− 1). On the other hand,

β′(s)

(1 + β′(s)2)3/2
=

(r2 − s2)

r2
· s
r

=
s

r
+ C5(s)

where Val(C5) ≥ 3. Thus,

1

(1 + α′(s)2)1/2
=

(
1− s2

r2

)1/2

+
2na

r
s2n + C6(s),
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where Val(C6) ≥ 2n + 1. Using the previous computations and taking into account

the expression of ρ in (3.2.29), we can finally estimate (3.2.30) as

0 =

(
1

r
− 2na

t2n−1 + s2n−1

s+ t
+ C3(s, t)

)
·(

r − (r2 − t2)
1/2 − at2n + b(−t)− r + (r2 − s2)

1/2
+ as2n − b(s)

)
+

(
1− t2

r2

)1/2

+
2na

r
t2n + C6(−t)−

(
1− s2

r2

)1/2

− 2na

r
s2n − C6(s),

(3.2.31)

that is

0 = (2na− a)(t2n − s2n)

−2nar
t2n−1 + s2n−1

s+ t

((
r2 − s2

)1/2 −
(
r2 − t2

)1/2
)

+M(s, t),
(3.2.32)

with Val(M) ≥ 2n+ 1. Furthermore,((
r2 − s2

)1/2 −
(
r2 − t2

)1/2
)

=
t2 − s2

2r
+ P (s, t), Val(P ) ≥ 4.

This gives

(2na− a)(t2n − s2n)− na(t2n − s2n)− na(s2n−1t− st2n−1) +Q(s, t) = 0, (3.2.33)

being Q(s, t) an analytic function of valuation Val(Q) ≥ 2n+ 1 of the form

Q(s, t) =
∑

k≥2n+1

qk(s
k − (−1)ktk). (3.2.34)

Now, let us set u :=
t

s
. Since s > 0, then (3.2.33) becomes

(na− a)(u2n − 1)− na(u− u2n−1) +
1

s2n
Q(s, su) = 0. (3.2.35)

Exploiting the structure of Q in (3.2.34) we see that 1
s2n
Q(s, su) is equal to sR(s, u),

where R is an analytic function of valuation Val(R) ≥ 2n+ 1. So, at the end of these

computations we can say that finding t(·) and ρ(·) that verify (3.2.24) and (3.2.25) is

equivalent to find, for any s sufficiently small, some u = u(s) which solves (3.2.35).

To this end, we apply the Implicit Function Theorem to the analytic function

φ(s, u) = (na− a)(u2n − 1)− na(u− u2n−1) + sR(s, u)
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at the point (s̄, ū) = (0, 1). Since

φ(0, 1) = 0, and
∂φ

∂u
(0, 1) = 2na(n− 1)− na(1− 2n+ 1) = 4na(n− 1) 6= 0,

the existence of t(·) and ρ(·) is proven.

Now, let us recover the local representation of Σ in terms of the above maps. Since

Γ ∪ Σ2 is finite and (0, r) /∈ Σ2, we can find some η > 0 such that

Σ ∩Bη((0, r)) ⊂ Σ1, Σ ∩Bη((0, r)) ⊂ Σ1 ∪ {(0, r)}. (3.2.36)

Moreover, by Lemma 3.2.4, there is an analytic arc ζ : [0, ε0)→ R
2 such that ζ(0) =

(0, r) and Σ ∩ Bη((0, r)) = {ζ(r) | r ∈ (0, ε0)}. Possibly reducing ε, we can suppose

that for any s ∈ (0, ε)

A(s) + τ(A(s)) ν(s) ∈ Bη((0, r)),

A(−t(s)) + τ(A(−t(s))) ν(−t(s)) ∈ Bη((0, r)).
(3.2.37)

Then, for any s ∈ (0, ε) there exist θs and θ̃s satisfying, respectively,

A(s) + τ(A(s)) ν(s) = ζ(θs)

and

A(−t(s)) + τ(A(−t(s))) ν(−t(s)) = ζ(θ̃s).

Suppose that θs < θ̃s. Then, ζ(θs) belongs to the interior of the Jordan curve delimited

by the segments
[
A(−t(s)), ζ(θ̃s)

]
,
[
p(s), ζ(θ̃s)

]
and the curve joining p(s) and A(t(s))

on the graph of α, being p(s) the other projection of ζ(θ̃s). On the other hand, A(s)

does not belong to the interior of this curve on the graph of α because otherwise

the point A(s) + ρ(s) ν(s) would lie on the segment
[
A(−t(s)), ζ(θ̃s)

]
and have two

projections, namely A(s) and A(−t(s)); a contradiction. Since A(s) does not belong

to the interior of the curve (p(s), A(−t(s))), we have that either A(s) = p(s) or

|ζ(θs)− p(s)| < |ζ(θs)− A(s)|,

which is again a contradiction. Hence, θs ≥ θ̃s. By the same argument, θ̃s ≥ θs.

Therefore, θs = θ̃s and τ(A(s)) = τ(A(−t(s))) = ρ(s). 2
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Lemma 3.2.11. There exists ε > 0 such that for any s ∈ (−ε, ε) the curvature of

∂Ω at the point A(s) = (s, α(s)) is given by

κ(s) =
1

r
− 2n(n− 1)as2n−2 + o(s2n−2). (3.2.38)

Moreover, κ(s) ≥ 1
2r

for any s ∈ (−ε, ε).

Proof– Fix ε > 0 as in Lemma 3.2.10. Using (3.2.23), (3.2.22) and arguing as in the

previous lemma, we have

κ(s) =
(
β′′(s)− 2n(n− 1)as2n−2 + o(s2n−2)

)
·
(

1

(1 + β′(s)2)3/2
+

3β′(s)

(1 + β′(s)2)5/2
2nas2n−1 + o(s2n−1)

)
,

where

β′(s) =
s

(r2 − s2)1/2
, β′′(s) =

r2

(r2 − s2)3/2

and
1

(1 + β′(s)2)3/2
=

(r2 − s2)3/2

r3
.

Substituting β′, β′′ in the expression of κ(s) we easily obtain

κ(s) =
1

r
− 2n(n− 1)as2n−2 + o(s2n−2)

and, possibly reducing ε, κ(s) ≥ 1
2r

. 2

Now, we proceed to estimate C(x), given in (3.2.4), with respect to dS̃(x), where

S̃ := S ∪ Σ and

S :=
⋃
x0∈Γ

{x0 − tDd(x0) : t ∈ [0, d(x0)]}.

For any h0 > 0 sufficiently small set Sh0 := {x ∈ Ω | dS(x) < h0}. By Proposi-

tion 3.2.8 we deduce that, outside Sh0 , the L∞ norm of C(x) is bounded by some

constant Ch0 . Hence, for any x ∈ Ω \ (Sh0 ∪ Σ) we have that

C(x) ≤ Ch0

dS̃(x)
1

2n−1

dS̃(x)
1

2n−1

≤ Ch0

diam(Ω)
1

2n−1

dS̃(x)
1

2n−1

.

It remains to estimate C(x) in Sh0 \ S̃.
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Lemma 3.2.12. Let x0 be a regular conjugate point. For any h0 > 0 let Sh0(x0) be

the connected component of Sh0 containing x0. Then, for h0 sufficiently small and for

any x ∈ Sh0(x0) \ S̃, we have

C(x) ≤ K

dS̃(x)
1

2n−1

, (3.2.39)

where n is the integer given in (3.2.22)) and K is a constant depending on h0 and Ω

only.

Proof– To begin with, let us fix the coordinates so that x0 = (0, r), r > 0, and (0, 0)

is the projection of x0 onto ∂Ω. Moreover, let ∂Ω be represented, in a neighborhood

of (0, 0), by the graph of an analytic function α(·), defined in (−s0, s0), such that

α(0) = 0, α′(0) = 0 and α′′(0) = 1
r
. Let us call again

A(s) = (s, α(s)) and ν(s) :=

(
−α′(s)

(1 + α′(s)2)1/2
,

1

(1 + α′(s)2)1/2

)
.

Now, take ε > 0 as in Lemma 3.2.10. Choose h0 sufficiently small such that the

projection onto ∂Ω of any x ∈ Sh0(x0)\(Σ ∪ S) is given by A(sx) for some sx ∈ (−ε, ε).
Actually sx 6= 0 because x /∈ S and Sh0(x0) \ (Σ ∪ S) is a two-connected-components

set, contained in the disjoint union of the sets C− and C+, where

C+ = ∪s∈(0,ε) Ts, C− = ∪s∈(−ε,0) Ts

and

Ts :=]A(s);A(s) + τ(A(s))Dd(A(s))[.

Let us fix our attention on the connected component

S+ := (Sh0(x0) \ (Σ ∪ S)) ∩ C+.

In light of Lemma 3.2.10, we have

Σ ∩ Sh0(x0) = {ξ(s) : s ∈ (0, ε)},
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where

ξ(s) = A(s) + ρ(s)ν(s)

and ρ(s) = r + 2nar2s2n−2 + o(s2n−2). Hence, for any s ∈ (0, ε),

Ts =]A(s), ξ(s)[.

Let us first estimate C(·) on any of these rays. Fix a ray Ts, with s ∈ (0, ε). Then,

from (3.2.4) we have that for any x ∈ Ts

C(x) = 2

(
1 +

1− d(ξ(s))κ(s)

1− d(x)κ(s)

1

δ(ξ(s))

)
,

where κ(s) stands for the curvature at the boundary point A(s). Since s is fixed, in

order to estimate C(x)dS̃(x)
1

2n−1 on Ts let us consider first the ratio

dS̃(x)
1

2n−1

1− d(x)κ(s)
. (3.2.40)

We claim that for x ∈ Ts an upper bound for dS̃(x) is given by

(d(ξ(s))− d(x)) |A(s)− A(−t(s))|
d(ξ(s))

, (3.2.41)

with t(s) as il Lemma 3.2.10. Indeed, ξ(s) ∈ Σ1; so, consider the other projecting

line from ξ(s), which is T−t(s), and the point x̃ on this line satisfying the condition

d(x) = d(x̃); then we have

dS̃(x) ≤ |x− x̃| = (d(ξ(s))− d(x)) |A(s)− A(−t(s))|
d(ξ(s))

.

Hence, the ratio in (3.2.40) is bounded from above by

sup
x∈Ts

(d(ξ(s))− d(x))
1

2n−1 |A(s)− A(−t(s))|
1

2n−1

d(ξ(s))
1

2n−1 (1− d(x)κ(s))
. (3.2.42)

On the other hand, since d(·) is linearly increasing on Ts, the above supremum is

attained at the (unique) point x ∈ Ts satisfying

d(x) =
2n− 1

2n− 2
d(ξ(s))− 1

(2n− 2)κ(s)
.
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In conclusion, for any x ∈ Ts,

C(x)dS̃(x)
1

2n−1 ≤ 2diam(Ω)
1

2n−1

+
2
(

(− 1
2n−2

d(ξ(s)) + 1
(2n−2)κ(s)

) |A(s)− A(−t(s))|
) 1

2n−1
(1− d(ξ(s))κ(s))

d(ξ(s))
1

2n−1

(
2n−1
2n−2

− 2n−1
2n−2

d(ξ(s))κ(s)
)
δ(ξ(s))

= 2diam(Ω)
1

2n−1 (3.2.43)

+
2(2n− 2)

2n−2
2n−1

2n− 1

[1− κ(s)d(ξ(s))]
1

2n−1 |A(s)− A(−t(s))|
1

2n−1

(κ(s)d(ξ(s)))
1

2n−1 δ(ξ(s))
.

In order to finish the estimate of C(x)dS̃(x)
1

2n−1 it remains to bound from above the

last term in (3.2.43)–call it Es–on (0, ε). We will complete the reasoning in three

steps.

Step 1: Estimate of δ(ξ(s)) and |A(s)− A(−t(s))|.
Since ξ(s) ∈ Σ1, we have by (1.2.10)

δ(ξ(s)) =
|A(s)− A(−t(s))|

d(ξ(s))
. (3.2.44)

Moreover, Lemma 3.2.10 gives that

|A(s)− A(−t(s))| = 2s+ o(s). (3.2.45)

Also, |A(s)− A(−t(s))| ≥ s.

Step 2: Estimate of 1− d(ξ(s))κ(s).

Recalling that d(ξ(s)) = ρ(s), with ρ given by (3.2.24) and that κ satisfies (3.2.38),

we easily derive

1− d(ξ(s))κ(s)

= 1− [r + 2nar2s2n−2 + o(s2n−2)]
[

1
r
− 2n(n− 1)as2n−2 + o(s2n−2)

]
= [2n(2n− 1)− 2n]ras2n−2 + o(s2n−2)

= 4n(n− 1)ras2n−2 + o(s2n−2).

(3.2.46)

Step 3: Estimate of Es.

If we collect together (3.2.44), (3.2.45) and (3.2.46), and take into account the bounds
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κ(s) ≥ 1
2r

from Lemma 3.2.11 and r ≤ d(ξ(s)) ≤ diam(Ω)/2, which follows from the

identity d(ξ(s)) = ρ(s) and from (3.2.24) with s small enough, we readily obtain

Es ≤
2

(k(s)d(ξ(s)))
1

2n−1

[4n(n− 1)ras2n−2 + o(s2n−2)]
1

2n−1d(ξ(s))

|A(s)− A(−t(s))|
2n−2
2n−1

≤
(

[4n(n− 1)a]
1

2n−1 diam(Ω)
2n

2n−1

)
(1 + o(1s)).

Possibly reducing again ε (and then h0) we get that

C(x)dS̃(x)
1

2n−1 ≤ 2diam(Ω)
1

2n−1 + 2[4n(n− 1)a]
1

2n−1 diam(Ω)
2n

2n−1 , (3.2.47)

for any x ∈ (Sh0(x0) \ (Σ ∪ S)) ∩ C+, which is an upper bound with an absolute

constant, depending on Ω and on the conjugate point x0. Since the above estimate

can be proven with the same reasoning on (Sh0(x0) \ (Σ ∪ S)) ∩ C−, the result is

complete. 2

Corollary 3.2.13. There exist a constant C > 0 and an integer n̄ ≥ 2 such that for

any x ∈ Ω \ S̃ we have

C(x) ≤ C

dS̃(x)
1

2n̄−1

. (3.2.48)

Proof– This is an immediate consequence of the previous lemma and of the finiteness

of the set of regular conjugate points Γ. In particular, n̄ is the smallest n arisen in

the previous local estimates. 2

Roughly speaking, the previous result is an estimate of the “explosion speed”

of the local Lipschitz constant of τ when approaching the set S̃. In the following

computations, it will be important to know also the behaviour of τ when restricted

to S̃.

Lemma 3.2.14. The restriction of τ to S̃ is Lipschitz continuous.

Proof–By definition τ is zero on the (closure of the) ridge set and linear, with rate

1, on any ray [x0, x0 − d(x0)Dd(x0)], when x0 ∈ Γ. So, in order to find the (global)



114

Lipschitz constant of τ on the set S̃, it suffices to estimate |τ(x) − τ(y)| in the case

when

x ∈ [x0, x0 − d(x0)Dd(x0)] =: S(x0)

and

y ∈ [y0, y0 − d(y0)Dd(y0)] =: S(y0)

for some x0, y0 ∈ Γ, x0 6= y0 and when

x ∈ [x0, x0 − d(x0)Dd(x0)] =: S(x0) and y ∈ Σ.

In the former case we have

|τ(x)− τ(y)| = ||x− x0| − |y − y0|| ≤ |x− y|+ |y0 − x0|

≤ |x− y|
(

1 +
diam(Ω)

minx0 6=y0∈Γ dist(S(x0),S(y0))

)
,

since the set of conjugate points is finite and dist(S(x0),S(y0)) > 0 for x0 6= y0. In

the latter case, the special structure of the ridge set for an analytic boundary, and in

particular the finiteness of the set of conjugate points, guarantees that there exists a

cone C0, with apex x0, semi–vertex angle θ0 = θ(x0) > 0 and symmetry axis containing

the segment S(x0) such that C0 ∩ Σ = ∅. Hence, |x − y| > dC0(x) = |x − x0| sin θ0,

which gives

|τ(x)− τ(y)| = |τ(x)| = |x− x0| <
1

sin θ0

|x− y|.

Defining γ as the maximum of 1/ sin θ(x0) over all x0 ∈ Γ, the Lipschitz constant of

τ over S̃ is given by

L := max

{
γ, 1 +

diam(Ω)

minx0 6=y0∈Γ dist(S(x0),S(y0))

}
. (3.2.49)

2

Summarizing the properties of the map τ obtained so far in this section and in

Section 3.1.1, we can say that in the case of a bounded simply connected domain with

analytic boundary, different from a disk,
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1. τ is locally Lipschitz continuous on Ω \ S̃ and almost everywhere

|∇τ(x)| ≤ C

dS̃(x)
1

2n̄−1

,

where C > 0 and n̄ ∈ N are the ones of Corollary 3.2.13.

2. τ is continuous on Ω.

3. τ is Lipschitz continuous on S̃ and S̃ has empty interior.

Now we are going to show that 1–3 are enough to conclude the Hölder continuity

of τ on the whole set Ω. Aiming at this, we need another technical lemma.

Lemma 3.2.15. Let φ : [0, 1]→ R be a locally Lipschitz continuous function on (0, 1]

such that for some α ∈ (0, 1) |φ′(t)| ≤ C
tα

almost everywhere and φ in continuous on

[0, 1]. Then |φ(1)− φ(0)| ≤ C
1−α .

Proof– For any s ∈ (0, 1)

|φ(1)− φ(s)| ≤
∣∣∣∣∫ 1

s

φ′(u) du

∣∣∣∣ ≤ ∫ 1

s

C

uα
du =

C

1− α
[
u1−α]1

s
≤ C

1− α
.

Letting s→ 0+ and using the continuity of φ the previous inequality gives the result.

2

Theorem 3.2.16. Let Ω be a bounded simply connected domain with analytic bound-

ary, different from a disk. Then τ is Hölder continuous in Ω with exponent 2n̄−2
2n̄−1

, being

n̄ as in Corollary 3.2.13. In particular, the map τ is at least 2/3-Hölder continuous.

Proof– Since S̃ has empty interior and τ in continuous on Ω, it is enough to show

that there exists some constant C ′ > 0 such that

|τ(x)− τ(y)| ≤ C ′|x− y|
2n̄−2
2n̄−1 ∀x, y ∈ Ω \ S̃. (3.2.50)
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We distinguish two cases.

Case 1: Assume that max {dS̃(x), dS̃(y)} ≤ 2|x− y|. Then

|τ(x)− τ(y)| ≤ |τ(x)− τ(x1)|+ |τ(x1)− τ(y1)|+ |τ(y1)− τ(y)|,

where x1 and y1 belong to the projection set of x and y on S̃ respectively. Now set

φ(s) := τ(x1 + s(x− x1)), for s ∈ [0, 1].

Since x1 + s(x−x1) /∈ S̃ for s ∈ (0, 1] and φ′(s) = ∇τ(x1 + s(x−x1)) · (x−x1) almost

everywhere, we have by property 1. above that

|φ′(s)| ≤ C|x− x1|
dS̃(x1 + s(x− x1))

1
2n̄−1

a.e. s ∈ (0, 1],

where C > 0 and n̄ ∈ N are the ones of Corollary 3.2.13. Also notice that φ is

continuous on [0, 1] because τ is continuous on Ω and that dS̃(x1+s(x−x1)) = s|x−x1|.
Hence we can apply Lemma 3.2.15 to φ, obtaining

|τ(x)− τ(x1)| = |φ(1)− φ(0)| ≤ C(2n̄− 1)

2n̄− 2
|x− x1|

2n̄−2
2n̄−1 ≤ 2C|x− x1|

2n̄−2
2n̄−1 . (3.2.51)

Arguing in the same way for y we get |τ(y) − τ(y1)| ≤ 2C|y − y1|
2n̄−2
2n̄−1 . Moreover,

being τ Lipschitz continuous of constant L on S̃ (see (3.2.49)), then

|τ(x)− τ(y)| ≤ 2C
[
|x− x1|

2n̄−2
2n̄−1 + |y − y1|

2n̄−2
2n̄−1

]
+ L|y1 − x1|.

By assumption |x − x1| = dS̃(x) ≤ 2|x − y| and |y − y1| = dS̃(y) ≤ 2|x − y|. Thus

|y1 − x1| ≤ |y − y1|+ |x− y|+ |x− x1| ≤ 5|x− y|. Therefore, setting

C ′ := 2 · 2
2n̄−2
2n̄−1C + 5Ldiam(Ω)

1
2n̄−1 ,

we conclude that |τ(x)− τ(y)| ≤ C ′|x− y|
2n̄−2
2n̄−1 in the above hypotheses.

Case 2: Suppose now that max {dS̃(x), dS̃(y)} > 2|x− y|. Without loss of generality

we can assume that dS̃(x) > 2|x− y|. Then for any z ∈ [x, y] we have

dS̃(z) ≥ dS̃(x)− |z − x| ≥ 2|x− y| − |y − x| = |y − x|.
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Hence the map φ(s) := τ(x+ s(y − x)) is well defined and satisfies

|φ′(s)| ≤ C|x− y|
dS̃(x+ s(y − x))

1
2n̄−1

≤ C|x− y|
|x− y|

1
2n̄−1

= C|x− y|
2n̄−2
2n̄−1

almost everywhere. Hence

|τ(x)− τ(y)| = |φ(1)− φ(0)| ≤ C|x− y|
2n̄−2
2n̄−1 .

Since C ′ > C, (3.2.50) is proven. 2

3.2.3 The Regularity of vf

In this section we will analyze the regularity of the map vf : Ω→ R defined by

vf (x) =


∫ τ(x)

0

f(x+ tDd(x))
1− (d(x) + t)κ(x)

1− d(x)κ(x)
dt ∀x ∈ Ω\Σ

0 ∀x ∈ Σ,

(3.2.52)

where f : Ω→ R is a non–negative continuous function. The aim of this section is to

show that vf is a Hölder continuous function on Ω under the standing assumptions

that

f is a Lipschitz continuous function in Ω

and

Ω is a simply connected bounded domain of R2

with analytic boundary, different from a disk.

Remark 3.2.17. As in the case of the maximal retraction length of Ω onto Σ, we exclude

a priori the case when Ω is a disk, because otherwise vf is Lipschitz continuous as

soon as f is. Indeed, let Ω = BR(0), for some R > 0. Then,

d(x) = R− |x|, τ(x) = |x|, κ(x) = 1/R, ∀x ∈ BR(0).
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Hence, for any choice of x, y ∈ BR(0) \ {0} with |x| ≥ |y| we have

|vf (y)− vf (x)| =

∣∣∣∣∣
∫ τ(y)

0

f(y + tDd(y))
1− (d(y) + t)κ(y)

1− d(y)κ(y)
dt

−
∫ τ(x)

0

f(x+ tDd(x))
1− (d(x) + t)κ(x)

1− d(x)κ(x)
dt

∣∣∣∣∣
≤
∫ |y|

0

1− (d(x) + t)κ(x)

1− d(x)κ(x)
|f(y + tDd(y))− f(x+ tDd(x))| dt

+

∫ |y|
0

f(y + tDd(y))

∣∣∣∣1− (d(y) + t)κ(y)

1− d(y)κ(y)
− 1− (d(x) + t)κ(x)

1− d(x)κ(x)

∣∣∣∣ dt
+

∫ |x|
|y|

f(x+ tDd(x))
1− (d(x) + t)κ(x)

1− d(x)κ(x)
dt

=: I1 + I2 + I3,

But,

|f(y + tDd(y))− f(x+ tDd(x))| ≤ ‖f‖Lip
∣∣∣x− t x|x| − y + t y|y|

∣∣∣
≤ ‖f‖Lip

{
|x− y|+ t

∣∣∣ |x|y−|y|x|x||y|

∣∣∣} ,
≤ ‖f‖Lip|x− y|

{
1 + t

(
1
|y| + 1

|x|

)}
∣∣∣∣1− (d(y) + t)κ(y)

1− d(y)κ(y)
− 1− (d(x) + t)κ(x)

1− d(x)κ(x)

∣∣∣∣ = t

∣∣∣∣ |y| − |x||x||y|

∣∣∣∣
and

1− (d(x) + t)κ(x)

1− d(x)κ(x)
=
|x| − t
|x|

≤ 1.

Hence,

I1 ≤ ‖f‖Lip|x− y|
{
|y|+ |y|

2

2

(
1

|y|
+

1

|x|

)}
≤ ‖f‖Lip(R + 1)|x− y|,

I2 ≤ ‖f‖∞
|y|2

2

∣∣∣∣ |y| − |x||x||y|

∣∣∣∣ ≤ ‖f‖∞2
|x− y|

and

I3 ≤ ‖f‖∞(|x| − |y|) ≤ ‖f‖∞|x− y|,

which gives the Lipschitz continuity of vf in BR(0).

We also remark that if Ω is not a disk, Lipschitz continuity may fail, as it can be seen

by considering the parabola case together with the choice f ≡ 1 in Ω.
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In what follows, we will denote by Σ̃ the set

Σ̃ = Σ ∪

 ⋃
x∈∂Ω

τ(x)κ(x)=1

[x, x+ τ(x)Dd(x)]

 . (3.2.54)

The precise regularity statement for vf is the following.

Theorem 3.2.18. Assume that f is a Lipschitz continuous function and that Ω is

a simply connected bounded domain of R2 with analytic boundary, different from a

disk. Then vf is a Hölder continuous function with exponent 1
2m−1

for some suitable

m ∈ N, m ≥ 2 depending on the geometry of ∂Ω.

Proof– The regularity result on vf will be proven by an argument similar to the one

used to prove the Hölder continuity of the normal distance τ . We will then divide

the proof in several steps, aiming at the following goals:

step 1 We prove that for all x ∈ Ω \ Σ̃ there exists a ball Br(x) ⊂ Ω \ Σ̃, with

r = r(x) > 0, such that for any y ∈ Br(x)

vf (y)− vf (x) ≤ C

(
1 +

τ(x)2

(1− d(x)κ(x))3
+

1

dΣ̃(x)
1

2n̄−1

)
|x− y|, (3.2.55)

where C > 0 depends on f and Ω only, and n̄ ∈ N is the integer that appears in

Theorem 3.2.6.

step 2 We show that for all x ∈ Ω \ Σ̃

τ(x)2

(1− d(x)κ(x))3
≤ C

dΣ̃(x)
2m−2
2m−1

(3.2.56)

for some constant C > 0 independent of x and some m ∈ N, 2 ≤ n̄ ≤ m. In this way

we can rewrite (3.2.55) as

vf (y)− vf (x) ≤ C

dΣ̃(x)
2m−2
2m−1

|x− y|, (3.2.57)

where C > 0 is some constant independent on x.

step 3 We show that vf is differentiable almost everywhere in Ω \ Σ̃, with

|∇vf (x)| ≤ C

dΣ̃(x)
2m−2
2m−1

, a.e. (3.2.58)
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step 4 We prove the Lipschitz continuity of vf when restricted to Σ̃.

step 5 We conclude the proof as in Theorem 3.2.6 by applying Lemma 3.2.15.

Let us start our argument.

step 1 Consider any x ∈ Ω \ Σ̃ and set η(x) := κ(x)
1−d(x)κ(x)

, so that we can write
1−(d(x)+t)κ(x)

1−d(x)κ(x)
= 1− tη(x) in (3.2.52). Notice that

1− tη(x) ≤ 1 + diam(Ω) max
x∈∂Ω

[κ(x)]−, ∀ x ∈ Ω \ Σ̃, t ∈ [0, τ(x)) (3.2.59)

and

|η(x)|τ(x) ≤ max

{
1; diam(Ω) max

x∈∂Ω
[κ(x)]−

}
, ∀ x ∈ Ω \ Σ̃, (3.2.60)

where [κ(x)]− := max{0,−κ(x)}. Now, for any x ∈ Ω \ Σ̃ choose r > 0 such that

Br(x) ⊂ Ω \ Σ̃ and |η(y)| ≤ |η(x)|+ 1,
1

1− d(y)κ(y)
≤ 2

1− d(x)κ(x)
,

for all y ∈ Br(x). (3.2.61)

Suppose first that τ(y) ≤ τ(x). Thus, for any y ∈ Br(x)

vf (y)− vf (x) =

∫ τ(y)

0

f(y + tDd(y))(1− tη(y)) dt

−
∫ τ(x)

0

f(x+ tDd(x))(1− tη(x)) dt

≤
∫ τ(y)

0

[f(y + tDd(y))(1− tη(y))− f(x+ tDd(x))(1− tη(x))] dt

≤
∫ τ(x)

0

|(1− tη(x)) (f(y + tDd(y))− f(x+ tDd(x)))| dt

+ ‖f‖∞
τ(x)2

2
|η(y)− η(x)|

=: I1 + I2. (3.2.62)

Observe that (3.2.59) and (3.2.61) give

I1 ≤ ‖f‖Lip
∫ τ(x)

0

(1− tη(x)) [|x− y|+ t|Dd(x)−Dd(y)|] dt

≤ ‖f‖Lip(1 + diam(Ω) maxx∈∂Ω [κ(x)]−)τ(x)|x− y|

+ ‖f‖Lip(1 + diam(Ω) max
x∈∂Ω

[κ(x)]−)
τ(x)2

2
|Dd(x)−Dd(y)|,



121

where

|Dd(x)−Dd(y)| =

∣∣∣∣∫ 1

0

D2d(y + t(x− y)) · (x− y) dt

∣∣∣∣
=

∣∣∣∣∫ 1

0

−η(xt)(RDd(xt)⊗RDd(xt)) · (x− y) dt

∣∣∣∣
≤

∫ 1

0

|η(xt)| dt |x− y|

≤ (|η(x)|+ 1)|x− y|, (3.2.63)

(in the above inequalities xt stands for y+ t(x− y)). Applying (3.2.60), we can write

I1 ≤ C1|x− y|

where C1 is a constant depending on the data f and Ω, but independent of the choice

of x. So it remains to estimate I2. We have

τ(x)2|η(x)− η(y)| = τ(x)2 |κ(x)− κ(y)− (d(x)− d(y))κ(x)κ(y)|
(1− d(x)κ(x))(1− d(y)κ(y))

≤ τ(x)2|κ(x)− κ(y)|
(1− d(x)κ(x))(1− d(y)κ(y))

+
τ(x)2|d(x)− d(y)| |κ(x)κ(y)|
(1− d(x)κ(x))(1− d(y)κ(y))

=: I21 + I22.

Now, exploiting (3.2.60), (3.2.61) and (3.2.63) we get

τ(x)2|κ(x)κ(y)|
(1− d(x)κ(x))(1− d(y)κ(y))

= τ(x)2|η(x)η(y)|

≤ τ(x)2|η(x)|(1 + |η(x)|) ≤ C22,

and then

I22 ≤ C22|x− y|, (3.2.64)

where C22 is a constant depending on Ω and independent of x. On the other hand,



122

denoting by ‖κ‖Lip the Lipschitz constant of κ over ∂Ω, we have

I21 = τ(x)2 |κ(x)− κ(y)|
(1− d(x)κ(x))(1− d(y)κ(y))

= τ(x)2 |κ(x− d(x)Dd(x))− κ(y − d(y)Dd(y))|
(1− d(x)κ(x))(1− d(y)κ(y))

≤ τ(x)2‖κ‖Lip (2|x− y|+ diam(Ω)|Dd(x)−Dd(y)|)
(1− d(x)κ(x))(1− d(y)κ(y))

≤ 2τ(x)2‖κ‖Lip (2|x− y|+ diam(Ω)(|η(x)|+ 1)|x− y|)
(1− d(x)κ(x))2

≤ C21
τ(x)2

(1− d(x)κ(x))3
|x− y|,

where C21 = C21(Ω) is independent of x. Summarizing the previous computations we

can write

vf (y)− vf (x) ≤ C̃1

(
1 +

τ(x)2

(1− d(x)κ(x))3

)
|x− y|, (3.2.65)

where C̃1 is a constant depending on the data f and Ω, but independent of the choice

of x. If we consider the case of τ(y) > τ(x), it is easy to see that inequality (3.2.62)

becomes

vf (y)− vf (x) =

∫ τ(y)

0

f(y + tDd(y))(1− tη(y)) dt

−
∫ τ(x)

0

f(x+ tDd(x))(1− tη(x)) dt

≤

∣∣∣∣∣
∫ τ(x)

0

[f(y + tDd(y))(1− tη(y))− f(x+ tDd(x))(1− tη(x))] dt

∣∣∣∣∣
+

∣∣∣∣∣
∫ τ(y)

τ(x)

f(y + tDd(y))(1− tη(y)) dt

∣∣∣∣∣
≤
∫ τ(x)

0

|(1− tη(x)) (f(y + tDd(y))− f(x+ tDd(x)))| dt

+ ‖f‖∞
τ(x)2

2
|η(y)− η(x)|+

∫ τ(y)

τ(x)

f(y + tDd(y))(1− tη(y)) dt

=: I1 + I2 + I3, (3.2.66)
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where I1 and I2 are exactly the same of inequality (3.2.62). Moreover,

I3 ≤ (1 + diam(Ω) max
x∈∂Ω

[κ(x)]−)‖f‖∞(τ(y)− τ(x)).

Hence, by Theorem 3.2.6, Corollary 3.2.13 and inclusion S̃ ⊂ Σ̃ we deduce that

I3 ≤
C3

dS̃(x)
1

2n̄−1

|x− y| ≤ C3

dΣ̃(x)
1

2n̄−1

|x− y|, (3.2.67)

for some constants C3 > 0, n̄ ∈ N which depend on the data f and Ω, but are

independent of the choice of x. Therefore if τ(y) > τ(x) we have

vf (y)−vf (x) ≤ C̃2

(
1 +

τ(x)2

(1− d(x)κ(x))3
+

1

dΣ̃(x)
1

2n̄−1

)
|x−y|, C̃2 > 0. (3.2.68)

The first step is then concluded with the choice of C = C̃2 in (3.2.55).

step 2 Let us now estimate

E(x) :=
τ(x)2

(1− d(x)κ(x))3
.

We can restrict our attention to a neighborhood of the set of conjugate points, since

we can globally bound E(x) on the complement of such a set. In order to do so,

we first give some local estimates around each conjugate point, giving next a global

estimate on the basis of the finiteness of the set of conjugate points (regular and

singular). Let us start considering the case of a regular conjugate point x0. Once

again suppose that x0 = (0, r), r > 0, and Π(x0) = {(0, 0)}. Moreover, suppose

that ∂Ω is locally the graph of an analytic function α : (−s0, s0) → R such that

α(0) = 0, α′(0) = 0 and α′′(0) = 1
r

and let n = n(x0) ≥ 2 be the integer such that

representation (3.2.22) holds true. We claim that for some h0 sufficiently small there

exists a constant C0 > 0 such that

dΣ̃(x) ≤ C0τ(x)s, ∀ x ∈ Bh0(x0) \ Σ̃, (3.2.69)

where s is the parameter defining the projection (s, α(s)) of the point x. Indeed,

let t(s) and ξ(s) be as in Lemma 3.2.10, and y be the point on the line segment
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[(−t(s), α(−t(s))); ξ(s)] satisfying |y−ξ(s)| = |x−ξ(s)|. Then, from Thales Theorem

|y − x|
((s+ t(s))2 + (α(s)− α(−t(s)))2)1/2

=
τ(x)

d(ξ(s))
.

Recalling that by definition d(ξ(s)) ≥ d(x0) and that(
(s+ t(s))2 + (α(s)− α(−t(s)))2

)1/2
= 2s+ o(s),

we get

|y − x| ≤ C0τ(x)s, ∀ x ∈ Bh0(x0) \ Σ̃,

for some C0 > 0, provided that s is sufficiently small and a fortiori for h0 small enough.

Thus (3.2.69) follows, since the segment [x; y] intersect Σ̃ and then dΣ̃(x) ≤ |y − x|.
Now, let us conclude the estimate of E(x) in the set Bh0(x0) \ Σ̃. We distinguish two

cases: τ(x) > |ξ(s) − x0| and τ(x) ≤ |ξ(s) − x0|. In what follows we will assume

(eventually reducing h0) that κ(x) ≥ κ(x0)
2

= 1
2r

in Bh0(x0)\ Σ̃, since κ is a continuous

function on Ω \ Σ. Suppose first that τ(x) > |ξ(s) − x0|. Then, taking into account

that ξ(s) =
(
o(s2n−2), r + 2nr2as2n−2 + o(s2n−2)

)
, we have

|ξ(s)− x0| = 2nr2as2n−2 + o(s2n−2) ≤ Cs2n−2 (3.2.70)

provided h0 is small enough. Thus, since 1 − d(x)κ(x) ≥ τ(x)κ(x) (because (τ(x) +

d(x))κ(x) ≤ 1),

dΣ̃(x)α
τ(x)2

(1− d(x)κ(x))3
≤ Cα

0 τ(x)2+αsα

(τ(x)κ(x))3

≤ C1s
α

|ξ(s)− x0|1−α
≤ C2s

α(2n−1)−2n+2.
(3.2.71)

On the other hand, when τ(x) ≤ |ξ(s)− x0|, taking into account that by (3.2.46)

1− d(ξ(s))κ(ξ(s)) = 4n(n− 1)ras2n−2 + o(s2n−2) ≥ C̃s2n−2

(for h0 is sufficiently small and some C̃ > 0), we have

dΣ̃(x)α
τ(x)2

(1− d(x)κ(x))3
≤ Cα

0 τ(x)2+αsα

(1− d(ξ(s))κ(ξ(s)))3

≤ C3s
α|ξ(s)− x0|α+2

s3(2n−2)
≤ C4s

α(2n−1)−2n+2.

(3.2.72)
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In both inequalities (3.2.71) and (3.2.72) the exponent α = 2n−2
2n−1

< 1 guarantees that

there is some h0 > 0 and a constant C > 0 such that

E(x) ≤ C

dΣ̃(x)
2n−2
2n−1

, ∀ x ∈ Bh0(x0) \ Σ̃. (3.2.73)

Now, let us estimate E(x) near any singular conjugate point x̃0. Recall that x̃0 is

singular and conjugate if τ(y)κ(y) = 1 for some y ∈ Π(x̃0). Hence it is easy to see

that E(x) can explode only if x approaches x̃0 near the projecting line on y. But

then the local behaviour of the boundary ∂Ω around y is not different from the case

of the regular conjugate point. In particular, the local representation of ∂Ω via an

analytic map α holds true as before. Moreover, take any analytic curve starting from

x̃0 with direction Dd(y) and let Σ∗ be the union of the trace of such a curve with the

line segment [x̃0; y]. Then, dΣ̃(x) ≤ dΣ∗(x) for any x near the projecting line on y,

because the singular arcs emanating from x̃0 have initial directions that are transversal

to Dd(y). Notice that if x̃0 was a regular conjugate point, then dΣ∗(x) would coincide

with the distance dΣ̃(x). Therefore, the previous inequality and (3.2.71)–(3.2.72) give

dΣ̃(x)
2n−2
2n−1

τ(x)2

(1− d(x)κ(x))3
≤ dΣ∗(x)

2n−2
2n−1

τ(x)2

(1− d(x)κ(x))3
≤ C, (3.2.74)

where n = n(x̃0) ≥ 2 is the integer that appears in (3.2.22). Now, being Γ∪ Γ̃ a finite

set, the maximum m ≥ 2 of all integers n selected in the previous computations fits

for the estimates (3.2.73) and (3.2.74) in a suitable neighborhood of Σ̃. Moreover,

2 ≤ n̄ ≤ m, where n̄ is the integer that appears in (3.2.55). Hence,

1

2n̄− 1
≤ 2n̄− 2

2n̄− 1
≤ 2m− 2

2m− 1
,

which means that actually the estimate (3.2.55) reads

vf (y)− vf (x) ≤ C̃

(
1 +

1

dΣ̃(x)
2m−2
2m−1

)
|x− y|, for some C̃ > 0. (3.2.75)

Since dΣ̃(x) ≤ diam(Ω), we finally get (3.2.57) by taking C = C̃
(

diam(Ω)
2m−2
2m−1 + 1

)
.

step 3 As in Proposition 3.2.8 it suffices to prove that for any x ∈ Ω \ Σ̃ we have

|p| ≤ C

dΣ̃(x)
2m−2
2m−1

∀ p ∈ ∂Pvf (x) ∀ x ∈ Ω \ Σ̃, (3.2.76)



126

where ∂Pvf (x) denotes the proximal subgradient of vf at x. By definition, a vector

p ∈ R2 belongs to ∂Pvf (x) if and only if there exist numbers σ, η > 0 such that

vf (y) ≥ vf (x) + 〈p, y − x〉 − σ|y − x|2 ∀ y ∈ Bη(x) ,

see Definition 1.2.17. Now, combine the above inequality with (3.2.57) to obtain

〈p, y − x〉 ≤ C

dΣ̃(x)
2m−2
2m−1

|y − x|+ σ|y − x|2

whenever |y − x| < min{r, η}. The last inequality implies (3.2.76). The differentia-

bility almost everywhere of vf in Ω \ Σ̃ and (3.2.58) follow from (3.2.76), combined

with Theorem 1.2.19 and Lemma 1.2.18.

step 4 Let us prove the Lipschitz continuity of vf on Σ̃. By definition, vf ≡ 0 on

Σ. Moreover, by Proposition 3.1.7 and Proposition 3.1.11, for any x ∈ Ω \ Σ and

θ ∈ (0, τ(x)), we have

vf (x) ≤ ‖f‖∞
[
1 + max

x∈∂Ω
[κ(x)]−

]
τ(x) =: K−τ(x) (3.2.77)

and

vf (x)− 1− (d(x) + θ)κ(x)

1− d(x)κ(x)
vf (x+ θDd(x))

=

∫ θ

0

f(x+ tDd(x))
1− (d(x) + t)κ(x)

1− d(x)κ(x)
dt.

Hence,

(i) if x ∈ ]x0, x0 + τ(x0)Dd(x0)] for some x0 ∈ ∂Ω such that κ(x0)τ(x0) = 1 and

y = x0 + τ(x0)Dd(x0), then

|vf (x)− vf (y)| = |vf (x)| ≤ K−τ(x) = K−|x− y|; (3.2.78)

(ii) if x, y ∈ ]x0, x0 + τ(x0)Dd(x0)] for some x0 ∈ ∂Ω such that κ(x0)τ(x0) = 1, then
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we can suppose without loss of generality that τ(x) > τ(y), obtaining

|vf (x)− vf (y)| = |vf (x)− vf (x+ |x− y|Dd(x))| =

vf (x+ |x− y|Dd(x))

∣∣∣∣1− 1− (d(x) + |x− y|)κ(x)

1− d(x)κ(x)

∣∣∣∣
+

∫ |x−y|
0

f(x+ tDd(x))
1− (d(x) + t)κ(x)

1− d(x)κ(x)
dt

≤ K−τ(y)
|x− y|κ(x)

1− d(x)κ(x)
+K−|x− y| (3.2.79)

≤ K−|x− y|
τ(x)κ(x)

1− d(x)κ(x)
+K−|x− y|

≤ K−

(
1 +

diam(Ω)

2
max
x∈∂Ω

[κ(x)]−

)
|x− y| =: L1|x− y|

(iii) if

x ∈ [x0, x0 + τ(x0)Dd(x0)] =: S(x0)

and

y ∈ [y0, y0 + τ(y0)Dd(y0)] =: S(y0)

for some x0 6= y0 ∈ ∂Ω with κ(x0)τ(x0) = κ(y0)τ(y0) = 1, then

|vf (x)− vf (y)| ≤ |vf (x)|+ |vf (y)| ≤ K−diam(Ω)

≤ K−diam(Ω)

minx0 6=y0∈Γ∪Γ̃ dist(S(x0),S(y0))
|x− y| =: L2|x− y|

(3.2.80)

(iv) if x ∈ S(x0) for some x0 ∈ ∂Ω with κ(x0)τ(x0) = 1 and y ∈ Σ, we have to

distinguish to sub-cases.

If x0 + τ(x0)Dd(x0) ∈ Γ, then the Lipschitz continuity of τ on Σ ∪ S (see Lemma

3.2.14) gives

|vf (x)− vf (y)| = |vf (x)| ≤ K−τ(x) ≤ K−L|x− y| =: L3|x− y|. (3.2.81)

On the other hand, when x0 + τ(x0)Dd(x0) ∈ Γ̃, as in estimate (3.2.81) we find

|vf (x)− vf (y)| = |vf (x)| ≤ K−τ(x) = K−|x− x0|,
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but we cannot directly apply Lemma 3.2.14, since it does not cover the case of seg-

ments starting from singular conjugate points. However, the finiteness of the set of

conjugate points guarantees again (as in the case of regular points) that there exists a

cone C̃0, with apex x0 +τ(x0)Dd(x0), semi–vertex angle θ̃0 = θ̃(x0 +τ(x0)Dd(x0)) > 0

and symmetry axis containing the segment S(x0), such that C̃0 ∩ Σ = ∅. Hence,

|x− y| > dC̃0(x) = |x− x0| sin θ̃0, which gives

|vf (x)− vf (y)| = |vf (x)| ≤ K−τ(x) = K−|x− x0| <
K−

sin θ̃0

|x− y|.

Defining γ̃ as the maximum of 1/ sin θ̃0 over all θ̃0 related to singular conjugate points,

we then obtain that

|vf (x)− vf (y)| = |vf (x)| ≤ K−γ̃|x− y| =: L4|x− y|. (3.2.82)

The (global) Lipschitz continuity of v over all Σ̃ follows by taking as Lipschitz constant

of vf the maximal constant Li, i = 1, . . . , 4, arisen in the above inequalities (3.2.79)–

(3.2.82).

step 5 The proof is really the same of Theorem 3.2.6. Since Σ̃ has empty interior and

vf in continuous on Ω, it is enough to show that there exists some constant C ′ > 0

such that

|vf (x)− vf (y)| ≤ C ′|x− y|
1

2m−1 ∀x, y ∈ Ω \ Σ̃. (3.2.83)

We distinguish two cases.

case 1: Assume that max {dΣ̃(x), dΣ̃(y)} ≤ 2|x− y|. Then

|vf (x)− vf (y)| ≤ |vf (x)− vf (x1)|+ |vf (x1)− vf (y1)|+ |vf (y1)− vf (y)|,

where x1 and y1 belong to the projection set of x and y on Σ̃ respectively. Now set

φ(s) := vf (x1 + s(x− x1)), for s ∈ [0, 1].

Since x1 + s(x − x1) /∈ Σ̃ for s ∈ (0, 1] and φ′(s) = ∇vf (x1 + s(x − x1)) · (x − x1)

almost everywhere, we have by (3.2.58) that

|φ′(s)| ≤ C|x− x1|
dS̃(x1 + s(x− x1))

2m−2
2m−1

a.e. s ∈ (0, 1],
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where C > 0 and m ∈ N are the ones of step 3. Moreover, dΣ̃(x1+s(x−x1)) = s|x−x1|
and φ is continuous on [0, 1] because vf is continuous on Ω. Hence we can apply

Lemma 3.2.15 to φ, obtaining

|vf (x)− vf (x1)| = |φ(1)− φ(0)| ≤ C(2m− 1)|x− x1|
1

2m−1 . (3.2.84)

Arguing in the same way for y we get |vf (y) − vf (y1)| ≤ C(2m − 1)|y − y1|
1

2m−1 .

Moreover, being vf Lipschitz continuous–say of constant L–on S̃ by step 4, then

|vf (x)− vf (y)| ≤ C(2m− 1)
[
|x− x1|

1
2m−1 + |y − y1|

1
2m−1

]
+ L|y1 − x1|.

By assumption |x − x1| = dΣ̃(x) ≤ 2|x − y| and |y − y1| = dΣ̃(y) ≤ 2|x − y|. Thus

|y1 − x1| ≤ |y − y1|+ |x− y|+ |x− x1| ≤ 5|x− y|. Therefore, setting

C ′ := 2(2m− 1) · 2
1

2m−1C + 5Ldiam(Ω)
2m−2
2m−1 ,

we conclude that |vf (x)− vf (y)| ≤ C ′|x− y|
1

2m−1 in the above hypotheses.

case 2: Suppose now that max {dΣ̃(x), dΣ̃(y)} > 2|x− y|. Without loss of generality

we can assume that dΣ̃(x) > 2|x− y|. Then for any z ∈ [x, y] we have

dΣ̃(z) ≥ dΣ̃(x)− |z − x| ≥ 2|x− y| − |y − x| = |y − x|.

Hence the map φ(s) := vf (x+ s(y − x)) is well defined and satisfies

|φ′(s)| ≤ C|x− y|
dΣ̃(x+ s(y − x))

2m−2
2m−1

≤ C|x− y|
|x− y|

2m−2
2m−1

= C|x− y|
1

2m−1

almost everywhere. Hence

|vf (x)− vf (y)| = |φ(1)− φ(0)| ≤ C|x− y|
1

2m−1 .

Since C ′ > C, (3.2.83) is proven. 2

Remark 3.2.19. As a concluding remark, we observe once again that when Ω is a

bounded domain with no conjugate points (both regular and singular) and C2,1 bound-

ary, then vf is Lipschitz continuous on the whole set Ω, as long as f is, because of

the Lipschitz continuity of τ (see Remark 3.2.9).



Chapter 4

The n-dimensional Problem:

Existence and Uniqueness

In this chapter we present an extension, to an arbitrary space dimension, of the

existence and uniqueness result of [13] for the solutions of system of partial differential

equations 
−div (vDu) = f in Ω

v ≥ 0, |Du| ≤ 1 in Ω

|Du| − 1 = 0 in {v > 0},

(4.0.1)

complemented with the conditions{
u ≥ 0, in Ω

u ≡ 0 on ∂Ω.
(4.0.2)

Here Ω ⊂ R
n is a bounded domain with C2 boundary and f ≥ 0 is a continuous

function in Ω.

We will prove that, in arbitrary space dimension, the unique solution of system

(2.0.1)–(4.0.2), in the sense of Definition 3.1.1, is given by the pair (d, vf ), where d is

the distance function from the boundary ∂Ω and

vf (x) =

{ ∫ τ(x)

0
f(x+ tDd(x))

∏n−1
i=1

1−(d(x)+t)κi(x)
1−d(x)κi(x)

dt ∀x ∈ Ω \ Σ,

0 ∀x ∈ Σ,
(4.0.3)
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where κi(x), i ∈ {1, . . . , n−1} stand for the principal curvatures of ∂Ω at the (unique)

projection Π(x) of x onto ∂Ω.

Let us first compare the present work with its two–dimensional analogue [13]. On

the one hand, showing that (d, vf ) is a solution of (4.0.1)–(4.0.2) follows the same

lines as in dimension two. On the other hand, the proof of the fact that (d, vf ) is the

unique solution to (4.0.1)–(4.0.2) requires completely different arguments. In fact,

in dimension two one can exploit the relatively simple structure of Σ to show–by a

direct argument–that any solution (u, v) of (4.0.1)–(4.0.2) satisfies u ≡ d in the set

{x ∈ Ω : vf (x) > 0} and v ≡ 0 on Σ. Such a technique cannot be extended to higher

space dimension due to obvious topological obstructions.

So uniqueness is obtained as follows. To see that the first component of a solution

of (4.0.1)–(4.0.2) is given by the distance function, we adapt an idea of [35], showing

that (u, v) is a saddle point of a suitable integral functional. Then, to identify the

second component of (u, v) with the function vf , we compute the variation of v along

all rays x+ tDd(x), 0 < t < τ(x)–which cover the set Ω \ Σ–as follows:

v(x)−
n−1∏
i=1

1− (d(x) + t)κi(x)

1− d(x)κi(x)
v(x+ tDd(x))

=

∫ t

0

f(x+ sDd(x))
n−1∏
i=1

1− (d(x) + s)κi(x)

1− d(x)κi(x)
ds. (4.0.4)

Finally, using the fact that v ≡ 0 on Σ–which can be proven by a blow up argument

as in [21]–we easily deduce that v ≡ vf in Ω.

As in the 2–dimensional case, a major role in our analysis will be played by the

following regularity result of [29] (also [31]) on the maximal retraction length of Ω

onto Σ.

Theorem 4.0.20. Let Ω be a bounded domain in Rn with boundary of class C2,1.

Then the map τ defined in (2.4.2) is Lipschitz continuous on ∂Ω.

In the 2-dimensional case, we could give a proof of this result even for piecewise C2,1

boundaries (see Theorem 3.1.3), by using, besides integration by parts, the analysis
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of [4] and [1], describing the propagation of singularities of semi-concave functions.

In the general case, such a result seems to be more difficult to obtain with the same

techniques and so we refer to [29] or [31] for its proof.

Hereafter, we will denote by Lip(τ) the Lipschitz semi-norm of τ on ∂Ω. Since

x 7→ x+τ(x)Dd(x) maps ∂Ω onto Σ, a straightforward application of Theorem 4.0.20

is that the (n-1)-dimensional Hausdorff measure of Σ is finite:

Corollary 4.0.21. Let Ω be a bounded domain in Rn with boundary of class C2,1.

Then,

Hn−1(Σ) ≤ kΩHn−1(∂Ω) <∞

where kΩ ≥ 0 is a constant depending on Lip(τ) and Ω.

For less regular domains the Lipschitz continuity of τ may fail, but continuity is

preserved. The proof of the lemma below is the same of Lemma 3.1.2.

Lemma 4.0.22. Assume that Ω is a connected bounded open subset of Rn with C2

boundary. Then the map τ , extended to 0 on Σ, is continuous in Ω.

We now give an approximation result that guarantees the stability of the singular

set and of the maximal retraction length with respect to the convergence in the C2

topology. Recall that the signed distance function of Ω is defined as

bΩ(x) := dRn\Ω(x)− dΩ(x).

We say that a sequence of bounded domains {Ωk} with C2 boundary converges to Ω

in the C2 topology if bΩk , DbΩk and D2bΩk converge to bΩ, DbΩ and D2bΩ, uniformly

in a neighborhood of ∂Ω. Also we say that a sequence of closed nonempty sets {Ak}k
converges to a closed nonempty set A in the Hausdorff topology if

sup
x∈Rn
|dAk(x)− dA(x)| → 0 as k →∞.

Whenever Ak, A are contained in a bounded set of Rn for all k ∈ N, it can be shown

that the Hausdorff convergence is equivalent to the conditions

lim sup
k→∞

Ak ⊆ A, lim inf
k→∞

Ak ⊇ A,
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where

lim sup
k→∞

Ak :=
{
x : ∀{Akm}m ⊆ {Ak}k ∃xkm ∈ Akm such that lim

m
xkm = x

}
,

lim inf
k→∞

Ak :=
{
x : ∃{Akm}m ⊆ {Ak}k ∃xkm ∈ Akm such that lim

m
xkm = x

}
.

Proposition 4.0.23. Let {Ωk} be a sequence of bounded domains {Ωk} with C2 bound-

ary. For any k ∈ N, denote by Σk and τk, respectively, the singular set and maxi-

mal retraction length of Ωk. If {Ωk} converges to Ω in the C2 topology, then {Σk}
converges to Σ in the Hausdorff topology, and {τk} converges to τ uniformly on all

compact subsets of Ω.

Proof—Let us prove, first, that the upper limit of {Σk} is contained in Σ. For this

it suffices to show that, if a sequence {xk} in Σk converges to a point x ∈ Ω, then

x belongs to Σ. Indeed, let yk and zk be two distinct projections of xk onto ∂Ωk.

Without loss of generality we can assume that both {yk} and {zk} converge to points

of Π(x), say y and z respectively. If y 6= z, then x belongs to Σ and our claim follows.

So, suppose x ∈ Ω\Σ and y = z. Since yk + bΩk(xk)DbΩk(yk) = zk + bΩk(xk)DbΩk(zk),

we have
yk − zk
|yk − zk|

= −bΩk(xk)
DbΩk(yk)−DbΩk(zk)

|yk − zk|
. (4.0.5)

The sequence in the left-hand side above will converge, up to replacement with a

subsequence, to some unit vector θ ∈ Rn. Then, passing to the limit in (4.0.5) we

obtain θ = −bΩ(x)D2bΩ(y)θ. Hence, recalling the structure of the hessian matrix

D2d(y) in Proposition 1.1.5, we conclude that d(x)κi(x) = d(x)κi(y) = 1 for some

i = 1, . . . , n− 1. Therefore, x belongs to Σ.

Now, let us prove that the lower limit of the sequence {Σk} contains Σ. For this,

it suffices to show that Σ ⊂ lim inf Σk. Let x ∈ Ω \ lim inf Σk. Then, there exists a

subsequence {Σkm}m of {Σk} such that, for some ε > 0, Bε(x) ⊂ Ω \ Σkm . We claim

that Bε/2(x) ∩ Σ = ∅. For let z ∈ Bε/2(x) and set ym = Π∂Ωkm
(z). Since

z + ε
z − ym

2bΩkm
(z)
∈ Bε/2(z) ⊂ Bε(x) ⊂ Ω \ Σkm ,
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ym is also the unique projection of z + ε(z − ym)/2bΩkm
(z) onto ∂Ωkm . Now, a

subsequence of {ym} will converge to some point y ∈ ∂Ω belonging to both Π(z)

and Π(z + ε(z − y)/2bΩ(z)). Therefore, z /∈ Σ owing to Proposition 1.1.8, and our

claim is proved as well as the convergence of Σk to Σ.

We omit the proof that {τk} converges to τ , because the reasoning has much in

common with the proof Lemma 3.1.2. 2

4.1 Existence

In this section we prove that the pair (d, vf ), where d is the distance function from

∂Ω and

vf (x) =

{ ∫ τ(x)

0
f(x+ tDd(x))

∏n−1
i=1

1−(d(x)+t)κi(x)
1−d(x)κi(x)

dt ∀x ∈ Ω \ Σ,

0 ∀x ∈ Σ,
(4.1.1)

is a solution of system (4.0.1)–(4.0.2) in the sense of Definition 3.1.1. More precisely,

we will prove the following result.

Theorem 4.1.1. Let Ω ⊂ Rn be a bounded domain with boundary of class C2 and

f ≥ 0 be a continuous function in Ω. Then, the pair (d, vf ) defined above satisfies

(4.0.1)–(4.0.2) in the following sense:

1. (d, vf ) is a pair of continuous functions

2. d = 0 on ∂Ω, ‖Dd‖∞,Ω ≤ 1, and d is a viscosity solution of

|Du| = 1 in {x ∈ Ω : vf (x) > 0}

3. vf ≥ 0 in Ω and, for every test function φ ∈ C∞c (Ω),∫
Ω

vf (x)〈Dd(x), Dφ(x)〉dx =

∫
Ω

f(x)φ(x)dx . (4.1.2)
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We begin with two preliminary results, the former describing continuity and dif-

ferentiability properties of vf , the latter providing an approximation result for the

characteristic function of a compact set, in the spirit of capacity theory.

Proposition 4.1.2. Let Ω ⊂ R
n be a bounded domain with boundary of class C2

and f ≥ 0 be a continuous function in Ω. Then, vf is a locally bounded continuous

function in Ω. Moreover, in any set Ωε := {x ∈ Ω : d(x) > ε}, ε > 0, vf satisfies

the bound

0 ≤ vf (x) ≤ ‖f‖∞,Ωε
n−1∏
i=1

[
1 + ‖[κi]−‖C(∂Ω)diam(Ω)

]
τ(x) ∀x ∈ Ωε, (4.1.3)

where ‖[κi]−‖C(∂Ω) := maxx∈∂Ω[κi(x)]−. If, in addition, ∂Ω is of class C2,1 and f is

Lipschitz continuous in Ω, then vf is locally Lipschitz continuous in Ω\Σ and satisfies

−div (vf (x)Dd(x)) = f(x) (4.1.4)

at each point x ∈ Ω\Σ at which vf is differentiable.

Remark 4.1.3. Since d is C2 in Ω\Σ, equality (4.1.4) reads, as in the 2 dimensional

case,

〈Dvf (x), Dd(x)〉+ vf (x)∆d(x) + f(x) = 0 . (4.1.5)

Also, Proposition 4.1.2 directly implies that equality −div (vfDd) = f holds in the

sense of distributions in Ω\Σ as soon as f is Lipschitz and ∂Ω of class C2,1.

Proof—Since Ω has a C2 boundary, then the maps Dd, τ and κi are continuous in

Ω\Σ. Hence, vf is continuous in Ω\Σ as soon as f is. Let us now prove that vf is

continuous on Σ. Observe that, for any x /∈ Σ and i = 1, . . . , n− 1, the term

1− (d(x) + t)κi(x)

1− d(x)κi(x)
=

1− d(x+ tDd(x))κi(x)

1− d(x)κi(x)
0 < t < τ(x)

is nonnegative by Proposition 1.1.4. Also, the product of the n − 1 terms above is

bounded by
∏n−1

i=1

[
1 + ‖[κi]−‖C(∂Ω)

]
τ(x). Recalling that x + tDd(x) ∈ Ωε whenever

x ∈ Ωε and 0 ≤ t ≤ τ(x), we have just proven (4.1.3) . The continuity of vf on Σ is
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an immediate consequence of (4.1.3). Next, let ∂Ω be of class C2,1 and f be Lipschitz

continuous. Then, Theorem 4.0.20 ensures that τ is Lipschitz continuous on ∂Ω.

Therefore, τ = τ ◦ Π is locally Lipschitz continuous in Ω\Σ, as well as vf . Finally,

let us check the validity of (4.1.4) at every differentiability point x for vf in the open

set Ω\Σ. Set en := Dd(x) and consider {e1, . . . , en} as a coordinate system, where

ei = ei(x), i = 1, . . . , n − 1 are the unit eigenvectors corresponding to the principal

curvatures of ∂Ω at the projection point of x on the boundary. We note that, at any

such point x,

〈Dvf (x), Dd(x)〉 =
d

dλ
vf (x+ λDd(x))

∣∣∣∣
λ=0

.

But τ(x + λDd(x)) = τ(x) − λ and d(x + λDd(x)) = d(x) + λ for λ > 0 sufficiently

small. So,

vf (x+ λDd(x))

=

∫ τ(x)−λ

0

f
(
x+ (t+ λ)Dd(x)

) n−1∏
i=1

1− (d(x) + λ+ t)κi(x)

1− (d(x) + λ)κi(x)
dt (4.1.6)

=

∫ τ(x)

λ

f(x+ tDd(x))
n−1∏
i=1

1− (d(x) + t)κi(x)

1− (d(x) + λ)κi(x)
dt .

Therefore,

〈Dvf (x), Dd(x)〉

=

∫ τ(x)

0

f(x+ tDd(x))
n−1∑
i=1

[
1− (d(x) + t)κi(x)2

(1− d(x)κi(x))2

·
n−1∏
j=1
j 6=i

1− (d(x) + t)κj(x)

1− d(x)κj(x)

]
dt− f(x)

=

∫ τ(x)

0

f(x+ tDd(x))

[
n−1∑
i=1

κi(x)

(1− d(x)κi(x))

]
n−1∏
i=1

1− (d(x) + t)κi(x)

1− d(x)κi(x)
dt

−f(x)

= −vf (x)∆d(x)− f(x)
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where we have taken into account the identity

∆d(x) = −
n−1∑
i=1

κi(x)

(1− d(x)κi(x))
∀x ∈ Ω\Σ ,

that follows from Proposition 1.1.4. We have thus obtained (4.1.5)–an equivalent

version of (4.1.4)–and completed the proof. 2

Proposition 4.1.4. Let K be a compact subset of Rn such that Hn−1(K) <∞. Then,

there exists a sequence {ξk} of functions in W 1,1(Rn) with compact support, such that

(a) 0 ≤ ξk ≤ 1 for every k ∈ N;

(b) dist(Rn \ spt(ξk), K)→ 0 as k →∞;

(c) K ⊂ int{x ∈ Rn : ξk(x) ≥ 1} for every k ∈ N;

(d) ξk → 0 in L1(Rn) as k →∞;

(e)
∫
Rn
|Dξk|dx ≤ C for every k ∈ N and some constant C > 0.

The proof of this lemma is very similar to the one of Lemma 3.1.9 and will be

omitted.

Proof of Theorem 4.1.1—Let us first suppose that ∂Ω is of class C2,1 and f is

Lipschitz continuous in Ω. We will prove that the pair (d, vf ), with vf defined by

(4.1.1), is a solution of system (4.0.1)–(4.0.2). Since d is a viscosity solution of the

eikonal equation in Ω, then so is in the open set {x ∈ Ω : vf (x) > 0}. Therefore, it

remains to show is that∫
Ω

fφ dx =

∫
Ω

vf〈Dd,Dφ〉dx ∀φ ∈ C∞c (Ω) . (4.1.7)

Since Hn−1(Σ) < ∞ by Proposition 4.0.21, we can apply Proposition 4.1.4 with

K = Σ to construct a sequence {ξk} enjoying properties (a), (b), (c) and (d). Let

φ ∈ C∞c (Ω) be a test function, and set φk = φ(1− ξk). By (a), (b) and the inclusion

Σ ⊂ Ω (see Proposition 1.1.7), we have that spt(φk) ⊂⊂ Ω\Σ for k large enough.
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Then, Proposition 4.1.2 and Rademacher’s Theorem imply that −div (vfDd) = f

almost everywhere in Ω\Σ. Multiplying this equation by φk and integrating by parts,

we obtain∫
Ω

fφkdx =

∫
Ω

vf (1− ξk)〈Dd,Dφ〉dx−
∫

Ω

vfφ〈Dd,Dξk〉dx . (4.1.8)

We claim that the rightmost term above goes to 0 as k →∞. Indeed,∣∣∣ ∫
Ω

vfφ〈Dd,Dξk〉dx
∣∣∣ ≤ ‖φ‖∞,Ω ‖vf‖∞,spt(ξk)

∫
Ω

|Dξk|dx

≤ C ‖φ‖∞,Ω ‖vf‖∞,spt(ξk)

where C is the constant provided by Proposition 4.1.4 (d). Now, using property (a)

of the proposition and the fact that vf is a continuous function vanishing on Σ, we

conclude that ‖vf‖∞,spt(ξk) → 0 as k → ∞. This proves our claim. The conclusion

(4.1.7) immediately follows since, in view of (a) and (c), the integrals
∫

Ω
fφkdx and∫

Ω
vf (1 − ξk)〈Dd,Dφ〉dx converge to

∫
Ω
fφdx and

∫
Ω
vf〈Dd,Dφ〉dx–respectively–as

k →∞. Finally, the extra assumptions that ∂Ω be of class C2,1 and f be Lipschitz in

Ω, can be easily removed by an approximation argument based on the lemma below.

Let {Ωk} be a sequence of open domains, with C2,1 boundary, converging to Ω in the

C2 topology, and let {fk} be a sequence of Lipschitz functions in Ωk converging to

f , uniformly on all compact subsets of Ω. Denote by Σk and τk, respectively, the

singular set and maximal retraction length of Ωk. Define vk(x) = 0 for every x ∈ Σk

and

vk(x) =

∫ τk(x)

0

fk(x+ tDbΩk(x))
n−1∏
i=1

1− (bΩk(x) + t)κi,k(x)

1− bΩk(x)κi,k(x)
dt ∀x ∈ Ωk \ Σk ,

where κi,k(x) stands for the i-th principal curvature of ∂Ωk at the projection of x.

Lemma 4.1.5. {vk} converges to vf in L1
loc(Ω).

Proof—Since, owing to (4.1.3), the sequence {vk} is locally uniformly bounded in

Ω, it suffices to prove that it converges uniformly to vf on every compact subset of

Ω. For this, recall that, on account of Proposition 4.0.23, {Σk} converges to Σ in the



139

Hausdorff topology and {τk} converges to τ uniformly on all compact subsets of Ω.

Then, our assumptions imply that {κi,k} converges to κi uniformly on every compact

subset of Ω\Σ for any i ∈ {1, . . . , n − 1}, and so does {vk} to vf . To complete the

proof it suffices to combine the above local uniform convergence in Ω\Σ with the

estimate

0 ≤ vk(x) ≤ ‖fk‖∞,Ωε
n−1∏
i=1

(
1 + ‖[κi,k]−‖C(∂Ωk)diam(Ωk)

)
τk(x) ∀x ∈ Ωε,

that allows to estimate vk on any neighborhood of Σ. 2

4.2 Uniqueness

In this section we will prove the following uniqueness result.

Theorem 4.2.1. If (u, v) is a solution of system (4.0.1)–(4.0.2), in the sense of

Theorem 4.1.1, then v is given by (4.1.1) and u ≡ d in Ωvf := {x ∈ Ω : vf (x) > 0}.

The techniques used in this section come essentially from three papers, [35], [13]

and [21]. In particular, functional Φ below is the “stationary” version of the La-

grangian L introduced by Prigozhin in [35] in order to study the evolving shape of

a sandpile. The idea of linking solutions of system (4.0.1)–(4.0.2) and saddle points

of Φ also comes from his work. Moreover, Proposition 4.2.5 is the generalization to

the n-dimensional case of the representation formula given in the plane by Cannarsa

and Cardaliaguet in [13]. Finally, Proposition 4.2.6 is a modification of [21, Propo-

sition 7.1, step 6.]; actually, Evans and Gangbo prove there the vanishing property

of the transport density a at the ends of transport rays, which is the analogue of the

vanishing of our vf on Σ in the different framework of the Monge–Kantorovich mass

transfer problem.

In order to prove Theorem 4.2.1, let us start by considering the lower semicontin-

uous functional Φ : H1
0 (Ω)× L2

+(Ω)→ R ∪ {∞} defined by

Φ(w, r) = −
∫

Ω

f(x)w(x) dx+

∫
Ω

r(x)

2

(
|Dw(x)|2 − 1

)
dx. (4.2.1)
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We will first prove the uniqueness of the first component of the solution of system

(4.0.1)–(4.0.2). More precisely, we will show that if (u, v) is a solution of system

(4.0.1)–(4.0.2), then u ≡ d in Ωvf := {x ∈ Ω : vf (x) > 0}.

Lemma 4.2.2. If (u, v) is a solution of system (4.0.1)–(4.0.2), then (u, v) is a saddle

point of Φ, in the sense that

Φ(u, r) ≤ Φ(u, v) ≤ Φ(w, v) ∀(w, r) ∈ H1
0 (Ω)× L2

+(Ω).

Proof—Since (u, v) is a solution of (4.0.1)–(4.0.2), then∫
Ω

v(x)

2

(
|Du(x)|2 − 1

)
dx = 0

and ∫
Ω

r(x)

2

(
|Du(x)|2 − 1

)
dx ≤ 0, ∀r ∈ L2

+(Ω).

Hence, for any r ∈ L2
+(Ω) we have

Φ(u, v) = −
∫

Ω

f(x)u(x) dx ≥

−
∫

Ω

f(x)u(x) dx+

∫
Ω

r(x)

2

(
|Du(x)|2 − 1

)
dx = Φ(u, r).

(4.2.2)

Moreover, for any w ∈ H1
0 (Ω) we have

∫
Ω
v(x)

2
|Dw(x)−Du(x)|2 dx ≥ 0 and

−
∫

Ω

f(x)(w(x)− u(x)) dx+

∫
Ω

v(x)〈Du(x), Dw(x)−Du(x)〉 dx = 0

as a consequence of the fact that for every φ ∈ C∞c (Ω) (actually for every φ ∈ H1
0 (Ω),

including the case φ := w − u),∫
Ω

v(x)〈Du(x), Dφ(x)〉dx =

∫
Ω

f(x)φ(x) dx .

Thus, for any w ∈ H1
0 (Ω),

Φ(w, v) = Φ(u, v)−
∫

Ω

f(x)(w(x)− u(x)) dx

+

∫
Ω

v(x)〈Du(x), Dw(x)−Du(x)〉 dx+

∫
Ω

v(x)

2
|Dw(x)−Du(x)|2 dx

≥ Φ(u, v).

(4.2.3)

Collecting together (4.2.2) and (4.2.3) we get the conclusion. 2
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Lemma 4.2.3. If (u, v) is a solution of system (4.0.1)–(4.0.2), then also (d, v) is a

solution of (4.0.1)–(4.0.2).

Proof—First of all, we claim that u ≡ d in the set spt(f) as a consequence of

Lemma 4.2.2. In fact, if we consider the set of functions

K := {w ∈ W 1,∞
0 (Ω) : ‖Dw‖∞ ≤ 1},

then for any w ∈ K we have∫
Ω

f(x)w(x) dx ≤
∫

Ω

f(x)u(x) dx, (4.2.4)

because

−
∫

Ω

f(x)w(x) dx ≥ −
∫

Ω

f(x)w(x) dx+

∫
Ω

v(x)

2

(
|Dw(x)|2 − 1

)
dx

= Φ(w, v) ≥ Φ(u, v) = −
∫

Ω

f(x)u(x) dx.

On the other hand, by Remark 1.3.6, d ∈ K is the largest element of K, meaning that

w ≤ d for any w ∈ K. Since f ≥ 0, the maximality of d implies that∫
Ω

f(x)u(x) dx ≤
∫

Ω

f(x)d(x) dx.

Thus
∫

Ω
f(x)u(x) dx =

∫
Ω
f(x)d(x) dx, yielding u ≡ d in the set spt(f). As an

easy consequence of the previous equality we also get that (d, v) is a saddle point of

functional Φ. Indeed, the coincidence u ≡ d on spt(f) gives Φ(d, v) = Φ(u, v) and

then for any w ∈ H1
0 (Ω) we have

Φ(d, v) = Φ(u, v) ≤ Φ(w, v).

Moreover, for any choice of r ∈ L2
+(Ω),

∫
Ω
r(x)

2

(
|Dd(x)|2 − 1

)
dx = 0; therefore

Φ(d, r) = −
∫

Ω

f(x)d(x) dx = Φ(d, v).
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Now, let us conclude the proof. Consider any φ ∈ C∞c (Ω). Since (d, v) is a saddle

point of Φ, then for any h > 0

Φ(d, v) ≤ Φ(d+ hφ, v)

= −
∫

Ω

f(x)
(
d(x) + hφ(x)

)
dx+

∫
Ω

v(x)

2

(
|D
(
d+ hφ

)
(x)|2 − 1

)
dx

= Φ(d, v) + h

(
−
∫

Ω

f(x)φ(x) dx+

∫
Ω

v(x)〈Dd(x), Dφ(x)〉dx
)

+
h2

2

∫
Ω

v(x)|Dφ(x)|2 dx,

which gives

h

(
−
∫

Ω

f(x)φ(x) dx+

∫
Ω

v(x)〈Dd(x), Dφ(x)〉dx
)

+
h2

2

∫
Ω

v(x)|Dφ(x)|2 dx ≥ 0.

Dividing by h and letting h→ 0+ we obtain

−
∫

Ω

f(x)φ(x) dx+

∫
Ω

v(x)〈Dd(x), Dφ(x)〉dx ≥ 0.

Replacing φ by −φ we also get the opposite inequality. 2

Proposition 4.2.4. If (u, v) is a solution of system (4.0.1)–(4.0.2), then u ≡ d in

the set {x ∈ Ω | vf (x) > 0}, where vf is the function defined by (4.1.1).

Proof—By definition of vf , it is readily seen that

spt(vf ) := {x ∈ Ω | vf (x) > 0}

= {x ∈ Ω | ∃p ∈ D∗d(x) s.t. [x, x+ τ(x)p] ∩ spt(f) 6= ∅}.

Hence, for any y ∈ {x ∈ Ω | vf (x) > 0} we can find x ∈ spt(f) such that

d(y) = d(x)− |x− y|.

Now, u ≡ d in spt(f)–as shown in the proof of Lemma 4.2.3–u is 1-Lipschitz con-

tinuous and d is the unique viscosity solution of the eikonal equation with Dirichlet
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boundary conditions, that is the largest function such that ‖Du‖∞,Ω ≤ 1 and u = 0

on ∂Ω (see Remark 1.3.6). Therefore we conclude

d(y) = d(x)− |x− y| = u(x)− |x− y| ≤ u(y) ≤ d(y),

i.e. u(y) = d(y). 2

Now that we have proven the uniqueness of the first component of the solution of

system (4.0.1)–(4.0.2), it remains to prove the uniqueness of the second one. In order

to do so, we will first exhibit for such a function a representation formula on the set

Ω \ Σ and then analyze its behaviour on Σ.

Proposition 4.2.5. If (d, v) is a solution of system (4.0.1)–(4.0.2), then for any

choice of z0 ∈ Ω \ Σ and θ ∈ (0, τ(z0)) we have

v(z0)−
n−1∏
i=1

1− (d(z0) + θ)κi(z0)

1− d(z0)κi(z0)
v(z0 + θDd(z0))

=

∫ θ

0

f(z0 + tDd(z0))
n−1∏
i=1

1− (d(z0) + t)κi(z0)

1− d(z0)κi(z0)
dt (4.2.5)

Proof—Set en = Dd(z0) and choose e1, . . . , en−1 such that {e1, . . . , en} is a positively

oriented orthonormal basis of Rn and, for any i = 1, . . . , n − 1, the vector ei is a

principal direction whose corresponding principal curvature is κi(z0). Moreover, let

x0 = z0 + θDd(z0), with θ ∈ (0, τ(z0)), and fix r > 0 sufficiently small such that

S0(r) := {y ∈ Rn | |y − x0| ≤ r, 〈y − x0, en〉 = 0} ⊂ Ω \ Σ and for any y ∈ S0(r) we

have 〈Dd(y), en〉 > 0. Finally, denote by Si(r), i = 1, 2, the sets

S1(r) :=

{
y − θDd(y)

〈Dd(y), en〉

∣∣∣ y ∈ S0(r)

}
S2(r) :=

{
y − tDd(y)

〈Dd(y), en〉

∣∣∣ |y − x0| = r, 〈y − x0, en〉 = 0, t ∈ [0, θ]

}
.

and let D(r) be the set enclosed by S0(r) ∪ S1(r) ∪ S2(r). So,

D(r) =

{
y − tDd(y)

〈Dd(y), en〉

∣∣∣ y ∈ S0(r), t ∈ [0, θ]

}
⊂ Ω \ Σ
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is set with piecewise regular boundary, because of the regularity of d. Thus we can

integrate by parts the identity∫
D(r)

f(x) dx = −
∫
D(r)

div (vDd)(x) dx,

obtaining ∫
D(r)

f(x) dx = −
∫
∂D(r)

v(x)〈Dd(x), ν(x)〉 dHn−1(x), (4.2.6)

where ν(x) is the unit outward normal to ∂D(r). Now,∫
∂D(r)

v(x)〈Dd(x), ν(x)〉 dHn−1(x)

=

∫
S0(r)∪S1(r)∪S2(r)

v(x)〈Dd(x), ν(x)〉 dHn−1(x)

=

∫
S0(r)

v(x)〈Dd(x), ν(x)〉 dHn−1(x)

+

∫
S1(r)

v(x)〈Dd(x), ν(x)〉 dHn−1(x)

because by construction ν(x) is orthogonal to Dd(x) on S2(r). Moreover,∫
S0(r)

v(x)〈Dd(x), ν(x)〉 dHn−1(x)

=

∫
S0(r)

v(x)〈Dd(x), en〉 dHn−1(x). (4.2.7)

Since Dd and v are continuous functions in S0(r) and Dd(x)→ en as x→ x0, then

lim
r→0

1

ωn−1rn−1

∫
S0(r)

v(x)〈Dd(x), en〉 dHn−1(x) = v(x0), (4.2.8)

where ωn−1 is the area of the unit ball in Rn−1. On the other hand,∫
S1(r)

v(x)〈Dd(x), ν(x)〉 dHn−1(x)

= −
∫
S0(r)

v(g(x))〈Dd(g(x)), en〉|Jg(x)| dHn−1(x), (4.2.9)

where

g(x) = x− θDd(x)

〈Dd(x), en〉
, x ∈ S0(r)
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and |Jg(x)| is the modulus of the determinant of the Jacobian matrix of g

Jg(x) = I +
θ

〈Dd(x), en〉

n−1∑
i=1

κi(x)

1− d(x)κi(x)
ei(x)⊗ ei(x).

Since limx→x0 g(x) = g(x0) = x0 − θen = z0 and

lim
x→x0

Jg(x) = I +
n−1∑
i=1

θκi(z0)

1− d(z0)κi(z0)
ei ⊗ ei,

we have

lim
x→x0

|Jg(x)| =
n−1∏
i=1

(
1 +

θκi(z0)

1− d(z0)κi(z0)

)
,

and then we conclude

lim
r→0

1

ωn−1rn−1

∫
S1(r)

v(x)〈Dd(x), ν(x)〉 dHn−1(x)

= −v(z0)
n−1∏
i=1

(
1 +

θκi(z0)

1− d(z0)κi(z0)

)
. (4.2.10)

So now it only remains to estimate limr→0
1

ωn−1rn−1

∫
D(r)

f(x) dx. Exploiting the

structure of the set D(r), it is easy to see that we can write∫
D(r)

f(x) dx =

∫ θ

0

dt

∫
St(r)

f(z) dHn−1(z) (4.2.11)

where

St(r) :=

{
y − t

〈Dd(y), en〉
Dd(y) | y ∈ S1(r)

}
.

Hence, using the previous computations and the continuity of f we finally find

lim
r→0

1

ωn−1rn−1

∫
D(r)

f(x) dx

=

∫ θ

0

f(x0 − tDd(x0))
n−1∏
i=1

(
1 +

tκi(x0)

1− d(x0)κi(x0)

)
dt (4.2.12)

Collecting together (4.2.8), (4.2.10) and (4.2.12) and recalling identity (4.2.6), we can

write ∫ θ

0

f(x0 − tDd(x0))
n−1∏
i=1

(
1 +

tκi(x0)

1− d(x0)κi(x0)

)
dt

= −v(x0) + v(z0)
n−1∏
i=1

(
1 +

θκi(z0)

1− d(z0)κi(z0)

)
. (4.2.13)
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In order to represent (4.2.13) in the form (4.2.5) we only have to divide both sides

of (4.2.13) by
n−1∏
i=1

(
1 +

θκi(x0)

1− d(x0)κi(x0)

)
and make a change of variable in the right–hand integral. Indeed, recalling that

x0 = z0 + θDd(z0), Dd(x0) = Dd(z0) and κi(x0) = κi(z0), the above computation

gives ∫ θ

0

f(z0 + (θ − t)Dd(z0))
n−1∏
i=1

(
1− (d(z0) + θ − t)κi(z0)

1− d(z0)κi(z0)

)
dt

= −v(z0 + θDd(z0)) + v(z0)
n−1∏
i=1

(
1− (d(z0) + θ)κi(z0)

1− d(z0)κi(z0)

)
. (4.2.14)

Now the representation formula (4.2.5) follows as soon as we replace the variable t

by θ − s in the above right–hand integral. 2

Proposition 4.2.6. If (d, v) is a solution of system (4.0.1)–(4.0.2), then v vanishes

on Σ.

Proof—Since v is a continuous function, it suffices to prove that v ≡ 0 on Σ. So, let

us fix any x0 ∈ Σ and choose ε > 0 sufficiently small such that Bε(x0) ⊂ Ω. Then,

for any x ∈ B1(0) set dε(x) :=
d(x0 + εx)− d(x0)

ε
vε(x) := v(x0 + εx), fε(x) := f(x0 + εx).

(4.2.15)

By construction, for any ε > 0 as above dε(0) = 0 and |Ddε(x)| = |Dd(x0 + εx)| = 1

almost everywhere in B1(0). Hence, there exist a sequence {εj}j∈N, εj → 0+ and a

1-Lipschitz function d0 : B1(0) → R such that dεj → d0 in the uniform topology in

B1(0). Moreover, being |Ddεj(x)| = 1 in the viscosity sense in B1(0), by [8, Proposi-

tion 2.2] also |Dd0(x)| = 1 in the viscosity sense in B1(0), which gives |Dd0(x)| = 1

almost everywhere. Thus,

lim
j→∞

∫
B1(0)

|Ddεj(x)|2 dx = ωn =

∫
B1(0)

|Dd0(x)|2 dx,
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which implies, together with the uniform convergence of dεj to d0, the convergence of

Ddεj to Dd0 in the L2 topology.

Also, an easy computation shows that dεj is a semiconcave function in B1(0)

with constant Cεj, where C > 0 is the semiconcavity constant of d in Bε(x0) ⊂ Ω.

Therefore, d0 is a concave function. Finally, the functions vεj and fεj defined above

uniformly converge to v(x0) and f(x0) respectively and the pair (dεj , vεj) solves

−div (vεjDdεj) = εjfεj in B1(0)

in the weak sense, because (d, v) solves (4.0.1)–(4.0.2). Passing to the limit as j →∞
we then obtain that d0 is a weak solution of

−div (v(x0)Dd0(x)) = 0 x ∈ B1(0).

Now, if v(x0) 6= 0, the previous equation turns out to be the classical Laplace equation

4d0 = 0 in B1(0)

and it is well-known that any weak Lipschitz solution in the ball of this equation is

actually analytic. On the other hand, d0 cannot be differentiable in x = 0, because d0

is the ’blow up’ of the distance function around a singular point x0. Hence v(x0) = 0

and the proof is complete. 2

The last two propositions allow us to prove Theorem 4.2.1 as a simple corollary.

Indeed, we already know by Proposition 4.2.4 that if (u, v) is a solution of system

(4.0.1)–(4.0.2), then u ≡ d on the set Ωvf = {vf > 0}. So it only remains to prove

that v ≡ vf in Ω, where vf is given by (3.1.22). But Proposition 4.2.6 guarantees that

v ≡ 0 in Σ, while Proposition 4.2.5 tells us that for any z0 ∈ Ω \Σ and θ ∈ (0, τ(z0))

v(z0)−
n−1∏
i=1

1− (d(z0) + θ)κi(z0)

1− d(z0)κi(z0)
v(z0 + θDd(z0))

=

∫ θ

0

f(z0 + tDd(z0))
n−1∏
i=1

1− (d(z0) + t)κi(z0)

1− d(z0)κi(z0)
dt.

Hence, letting θ → τ(z0)− and using the continuity of v we obtain the coincidence of

v and vf at the point z0. 2
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