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Summary    

Financial markets constitute the leading thread of the research activities carried out to 

prepare this thesis. The present research investigates several aspects of financial markets by 

adopting a specific-to-general perspective, going from market microstructure issues to macro-

finance subjects. 

This thesis consists of three articles. In the first Chapter, I adopt a microeconomic 

perspective so as to investigate the process of price formation in the MTS (Mercato 

Telematico dei Titoli di Stato) system, the most relevant electronic trading platform for 

trading European government securities. The second Chapter consists of bridging a market 

microstructure analysis of the MTS system to macroeconomic conditions as well as spillover 

across financial segments and monetary policy developments in the Euro area. Finally, in the 

third Chapter I embrace a genuine macroeconomic perspective in order to analyze whether 

financial developments in the Euro area and other industrialized countries (namely Japan 

and the US) have a role in explaining business cycle fluctuations in selected Latin American 

(LA) economies.  
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on the EuroMTS Platform    



 [13]

 

Abstract 

Using twenty-seven months of daily transaction prices data for 107 European Treasury 

bonds, this paper presents unambiguous evidence that trading government securities on the 

EuroMTS platform contributes to disclose information about their (unobservable) efficient 

price. We find that trades conveying information in terms of price discovery occur on the 

centralized European marketplace when the level of market liquidity is sufficiently high, even 

controlling for institutional features. Implications of the empirical findings in the light of the 

debate about the possible restructuring of the regulatory framework for the financial segment 

of the market for Treasury securities in Europe are also discussed. 

Keywords: Price discovery, liquidity, MTS system. 

JEL Classification: G10, C21, C32. 
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1 — Introduction 

Over the past few years, the study of European government bond markets has received 

increasing attention by the financial and economic literature. The growing availability of 

high-quality transaction data, thanks to the development of inter-dealer electronic trading 

platforms and greater willingness by some market participants to share their proprietary 

information with the academic community, has stimulated a number of empirical works 

aimed at shedding light on the way such a financial segment functions. Previous works have 

analyzed the dynamic relationship between trading activity and price movements (Cheung et 

al., 2005) or between yield dynamics and order flows (Menkveld et al., 2004), on the 

determination of the benchmark status among government securities of similar maturity 

(Dunne et al., 2007), on the analysis of yield differentials between sovereign bonds in the 

Euro area (Beber et al., 2008). With respect to this growing literature, the objective of this 

paper is to investigate the process of price discovery, that is the timely incorporation into 

market prices of heterogeneous private information or heterogeneous interpretation of public 

information through trading, in the most relevant electronic platform for euro-denominated 

government bonds: the MTS (Mercato Telematico dei Titoli di Stato) system. 

One of the most striking features of the MTS platform concerns the parallel listing of 

benchmark government securities (i.e. is on-the-run bonds with an outstanding value of at 

least 5 billion euro that satisfy listing requirements such as number of dealers acting as 

market makers) on a domestic and on a European (EuroMTS) platform. Despite their similar 

architecture, the domestic MTS and the EuroMTS markets reflect different scopes of 

functioning, with the former aiming at satisfying issuer’ liquidity needs within a regulated 

and efficient setting and the latter serving as a pure inter-dealer market. According to a more 

skeptical view, instead, most observers call attention to the possble redundancy of  the 

centralized European trading venue (“the redundancy hypothesis” in Cheung et al., 2005) as 

all bonds being traded on that market are a fraction of the bucket of securities traded on the 

respective MTS platforms. On the grounds of this dispute and in an effort to sharpen our 
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understanding of the process of price formation in the MTS system, this paper focuses in 

sequence on i) assessing whether domestic MTS and the EuroMTS markets price benchamark 

Treasury securities equally; ii) quantifying the percentage of price discovery taking place in 

the centralized European platform; and iii) establishing the causative determinants of the 

informational content of trades on the EuroMTS market. 

Here is an overview of our empical investigation. Using an original and extensive 

dataset of daily transaction prices for 107 government bonds over a 27-month horizon (from 

January 2004 to March 2006), we employ the methodology proposed by Harris et al. (1995) 

and Hasbrouck (1995) to document that about 20 percent of price discovery occurs in the 

European trading platform. Tobit estimation results show that trades conveying information 

in terms of price discovery occur on the EuroMTS market when trading activity is high and 

when price volatility is low. Trade cost differentials, instead, seem to have a scarce role in 

explaining market players’ preferences in choosing the EuroMTS trading venue rather to the 

domestic MTS platforms to trade government fixed income instruments. The strong 

relationship between measures of the contribution of the EuroMTS marketplace and 

observable market characteristics to price discovery remains unaffected even when 

institutional features related to the market making activity of primary dealers as well as 

controls for the maturities of bonds and the interplay between primary and secondary market 

for Treasury securites are included as additional covariates. These conclusions are robust 

across a number of alternative empirical specifications.  

The paper is structured as follows. In Section 2, we describe the key institutional 

features of the MTS system along with the set of the research questions tackled throughout 

the rest of the paper. The empirical framework is discussed in Section 3. Data and estimation 

results are presented in Section 4 and Section 5. Conclusions and discussions of the results in 

the light of the debate on the possible restructuring of the European secondary market for 

Treasury securities follow. Appendices containing the list of bonds involved in the empirical 

investigation and the construction of the covariates in the cross-sectional analysis conclude. 
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2 — Institutional features of the MTS system 

2.1 — A duplicated market setting for benchmark securities 

Trading on the secondary Treasury market can occur via four channels: inter-dealer (B2B) 

platforms and dealer-to-customer (B2C) electronic trading platforms, either multi-dealer or 

single-dealer, OTC inter-dealer via voice brokers and OTC dealer-to-customer trading. B2B 

platforms serve essentially for the trading of Treasury bonds and generally operate via cross-

matching methods. In the European case, MTS, Icap/BrokerTec Eurex Bonds and eSpeed are 

the most prevalent B2B platforms. As pointed out by Pagano and von Thadden (2004), the 

ability to bring together issuers, with long-term financing needs, and dealers, willing to place 

liquid funds in interest-bearing securities, and to induce them to a mutual commitment (the 

“liquidity pact”) constitutes the key to the widespread success of the MTS system. Galati 

and Tsatsaronis (2003) estimate that the MTS system accounts for 40 percent of government 

bond transactions in Europe and, according to the computations in Persaud (2006), for 

around 72 percent volume of electronic trading of European cash government bonds. 

All government marketable securities issued by euro area Member States are listed on 

their respective domestic MTS platforms. Only benchmark securities, or on-the-run bonds 

with an outstanding value of at least 5 billion euro that satisfy a number of listing 

requirements, are admitted, instead, to trading on the wholesale European market 

(EuroMTS).1 For benchmark securities, thus, dealers are allowed to post their quotes on both 

market simultaneously (parallel quoting). 

In the MTS system, market makers’ quotes are aggregated in a single order book to 

match best anonymous bids and offers automatically, subject to non-discretionary priority 

rules. Trades are anonymous and the identity of the counterpart is only revealed after an 

order is executed for clearing and settlement purposes, so as to avoid free-riding generated by 

the existence of less sophisticated traders and allowing for liquidity providers to reduce their 

                                                
1  Designed by the Italian MTS Group, the London-based EuroMTS was set up in 1999 as a trading venue for 

euro-denominated benchmark bonds. 
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exposure when trading (Albanesi and Rindi, 2000).2 As far the type of market participants, 

we can categorize them either as market makers (primary dealers) or as market takers 

(dealers). Primary dealers have to obey a number of obligations, which include: i) stringent 

capital requirements and trading protocols, ii) obligation to continuously post firm two-way 

prices for a selected subset of securities; iii) price-posting for at least five hours per day and 

for a certain minimum quantity; iv) possibility to be subject to maximum spread obligations. 

In return, they are the market participants entitled to participate in supplementary auctions 

and may gain other privileges. By contrast, dealers cannot enter quotes into the system and 

are obliged to trade bonds on the basis of bid/ask quotes placed by the primary dealers. In 

the primary market, a subset of primary dealers is committed to subscribe to specified shares 

of auctions, thus establishing a possible interplay between practices on the primary market 

and trading strategies in the secondary market. 

2.2 — Empirical issues 

As a background to the discussion, we present in Figure 1 (the logarithm of) daily 

transaction prices of a typical benchmark security (code: IT0003242747) traded on the MTS 

system, over the period January 2004 - March 2006.  

[Figure 1 about here] 

Since transaction prices of the same bond recorded in multiple markets are not 

independent of one another, their discrepancies are expected to be temporary in nature. 

Figure 1 shows indeed a close overlapping of the two log-price series, albeit some deviations 

occur. As the same security is traded in two different market places, the process of price 

formation driven by incorporating heterogeneous private or heterogeneous interpretation of 

public information into market values is split among trading venues. Since benchmark 

government bond trading takes places for the most part in the domestic MTS markets, the 

                                                
2  The full anonymity has been recently reached by means the introduction of the central counterparty (CCP) 

system, which aims at eliminating any risk faced by participants in trading with other dealers. For a detailed 

discussion of the MTS system, see Scalia and Vacca (1999).  
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informational content of prices recorded in the EuroMTS platform may be doubtful. In the 

MTS system, indeed, the centralized European trading venues seems to be a prototype of 

“satellite market” (in the sense of Hasbrouck, 1995), competing with a number of large 

domestic markets. Thus, the first issue (price discovery) we address can be stated as: What is 

the contribution of trading in a centralized European market to price discovery for 

benchmark government securities?  

Finally, the speed at which information arrivals are processed by market participants in 

a certain trading venue may be influenced by market-specific characteristics (Eun and 

Sabherwal, 2003; Chakravarty et al., 2004, among others) as well as by institutional 

arrangements (Huang, 2002). The last part of our empirical anlysis is devoted to ascertain 

the causative determinants of the degree of privce discovery taking place in the EuroMTS 

platform. By distingiushing between proxies for liquidity conditions (trading activity, 

volatility and transaction costs measures) and institutional features, we seek to establish 

which class of factors have an influence in the process of price formation in the centralized 

European platform. Thus, the second reserch question (drivers of price discovery) is the 

following: What are the cross-sectional determinants of the contribution of the satellite 

European marketplace to price discovery? 

3 — The empirical framework 

3.1 — Dynamics of benchmark government securities in the MTS system 

Consider a government benchmark security traded on the EuroMTS (E ) and the domestic 

MTS (D ) platforms. The (log-) price in market ,j E D=  at time t , j

tp , can be represented 

as the sum of a permanent component, tφ , and a market-specific transient part, j

tυ : 

j j

t t tp = φ + υ           (1)  

Given its forward-looking nature, only new information arrivals (due to macroeconomic 

releases and policy announcements and statements) should cause revisions to what is built 

into the current price of the bond (Andersson et al., 2006). The law of motion of the 
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permanent term is 
1 0

1

t

t t t i

i

φ φ
−

=

φ = φ + µ = φ + µ∑ , where the 0φ  term captures initial conditions 

and t

φµ  is an uncorrelated white noise process such that ( ) 0tE
φµ = , 2 2( )tE φ

φµ = σ , 

( ) 0t sE φ φµ µ =  for s t≠ . Under this set of assumptions, 
tφ  resembles a random walk. The 

transitory disturbance j

tυ , instead, is a covariance stationary process, following an ARMA 

scheme 
1

( )
j j j j j

t i t i t

i

L
∞

−
=

υ = δ ξ = δ ξ∑ , where the elements of the polynomial in the lag operator L , 

( )j Lδ , are market-specific parameters and j

tξ ’s are independently distributed with mean 

zero and constant variance.3 Thus, the difference between a generic pair of bond prices 

recorded in the two trading venues is: 

( ) ( )E D E E D D

t t t t tp p L L− = δ ξ − δ ξ = ε        (2) 

where the disturbance tε  is a linear combination of stationary processes and thus stationary 

itself. Thus, E

tp  and D

tp  are expected to be driven by a common factor, the i

φµ∑  term, 

which represents the efficient price related to news cumulating over time, while the tε  term 

should capture market-specific transient noises, affecting the speed at which market 

participants in a specific platform process information flows.4 

3.2 — The econometric approach 

The empirical implication of equation (2) can be suitably captured by specifying, for each 

                                                
3  Given only the observed transaction prices, the decomposition in equation (1) is unidentified. The literature on 

permanent and transitory decompositions offers several ways to split the price vector in  permanent and 

transient components, depending on the conditions imposed on the relationships between tφ  and i

tυ  and on 

the stochastic properties of these two components. In this work, we focus on the approaches proposed by Harris 

et al. (1995) and Hasbrouck (1995). 

4  This is a standard practice used in the analysis of stock market prices (see, among others, Hasbrouck, 1995; 

Harris et al. 1995). As pointed out by Albanesi and Rindi (2000), in the case of bond prices, such a 

representation is correct as far as the series used do not include the whole life of the asset. 
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pair ( E

tp , D

tp ), a dynamic system and testing whether the two log-price series, albeit 

individually non-stationary, are linked to one another by a stationary long-run equilibrium. 

Adopting the same notation as introduced above, the following Vector Error Correction 

(VEC) model (Johansen, 1995) constitutes the basis of our investigation: 

 
1

1

11

EE E Ek
t jt t t

j DD D D
j t jt t t

pp p u
A

pp p u

−
−−

= −−

 ∆     ∆
= Π ⋅ + ⋅ +      

∆∆        
∑ , ( )

2

2

E E D

t t

E D D

E u u
 σ ρσ σ

′⋅ = Σ =  
ρσ σ σ 

 (3) 

where ∆  is the first difference operator, A ’s are matrices of autoregressive coefficients up to 

the order 1k − , u ’s are the residuals with variance-covariance matrix Σ , where ρ  is the 

correlation coefficient and σ ’s are standard deviations. If condition (2) holds, we expect rank 

equal to 1 for matrix Π , i.e. the log-two price series sharing a common stochastic factor. In 

this case, the long-run matrix can be factored as: 

[ ]1 1
E

D

 α
Π = ⋅ − 

α 
         (4) 

with 0Eα <  and 0Dα < . 

The common factor models proposed by Harris et al. (1995) and Hasbrouck (1995) are 

elegant ways to capture where price discovery occurs for securities traded in multiple 

markets.5 Harris et al. (1995) attribute superior price discovery to the market that adjusts 

the least to price movements in the other market by decomposing the common factor itself: 

D

E D E

α
γ =

α − α
, 

E

D E D

α
γ =

α − α
        (5) 

so that, the contribution of the EuroMTS (domestic MTS) marketplace to price discovery, 

                                                
5 While these approaches have been applied to stock (Huang, 2002), credit derivatives (Blanco et al., 2005) and 

foreign exchange (Tse et al., 2006) markets, there is scant empirical evidence for the market of government fixed 

income securities. Noteworthy exceptions are the works by Upper and Werner (2002), Brandt et al. (2007) and 

Chung et al. (2007), where the dynamic interactions between spot and future prices are examined. In this work, 

instead, we focus on two cash markets. 
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Eγ  ( Dγ ), is defined to be a function of both α ’s. Based on the Cholesky factorisation of the 

matrix Σ , Hasbrouck’s model assumes, instead, that the degree of price discovery occurring 

in a trading venue should be (positively) related its contribution to the variance of the 

innovations to the common factor (market’s information share). Since price innovations are 

generally correlated across markets, the matrix Σ  is likely to be non-diagonal. In such an 

occurrence, Hasbrouck’s approach can only provide upper and lower bounds on the 

information shares of each trading venue. For the EuroMTS market, these bounds are: 

2

2 2 2 2

( )

( ) (1 )

ub E E D D
E

E E D D D D

S
γ σ + ργ σ

=
γ σ + ργ σ + γ σ − ρ

 , 
2 2 2

2 2 2 2

(1 )

(1 ) ( )

lb E E
E

E E E E D D

S
γ σ − ρ

=
γ σ − ρ + ργ σ + γ σ

 

respectively. However, Baillie et al. (2002) argue that the average of these bounds: 

1
( )

2

ub lb

E E E
S Sζ = +          (6) 

provides a sensible estimate of the markets’ roles in the mechanism of determination of the 

efficient price. Both Eγ  and Eζ  can range in the interval [0,1], where high values of the two 

statistics indicate sizable contribution of the EuroMTS market to price discovery.6 

4 — Data and preliminary analyses 

4.1 — Data description 

Data are taken from MTS Time series database. Daily observations cover the period from 

January 2, 2004 to March 31, 2006. For each trading day, we have a time stamp, the nominal 

value of trading volume, the average size of trades, the last transaction price recorded before 

the 17.30 Central European Time close, and the average best bid/ask spread throughout the 

trading day.7 Furthermore, we use information on the issuer country, the issuing and 

                                                
6  See Ballie et al. (2002), among others, for a detailed discussion and a formal derivation of the two price 

discovery measures. 

7  Previous studies on price discovery have used data of varying frequency, ranging from daily (Blanco et al., 

2005) to few seconds (Hasbrouck, 1995). Green and Joujon (2000) argue that daily resettlement creates a strong 

argument for using daily closing prices, since they determine the cash flows of traders. 
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maturity dates, the hours in a trading day that dealers must have an active quote, the 

maximum spread that is quoted and the minimum quantity that a dealer can bid or offer. 

In the empirical analysis, we consider government bonds issued by euro area Member 

States (except for Luxembourg). For each country, we select all benchmark government 

bonds traded in January 2004 maturing after the end of our estimation horizon; a total of 

107 securities. Table 1 summarises the selected bonds, classified by issuer and maturity. 

Their codes are reported in Appendix A. 

[Table 1 about here] 

4.2 — Unit root and cointegration tests 

Standard cointegration methods require equally spaced data without missing values. 

Following Upper and Werner (2002), in the presence of missing observations we use the last 

available transaction price (“fill-in” method). The estimation horizon ranges from 557 to 585 

observations, with an average value of 580 daily datapoints. As a preliminary exercise, we 

check for the presence of a unit root in each of 214 individual transaction price series 

expressed in logarithms. ADF tests (Dickey and Fuller, 1979) are performed on the series, 

both in levels and first differences. In each case, we are unable to reject the null hypothesis of 

a unit root at conventional levels of significance. On the other hand, differencing the series 

appears to induce stationarity. The KPSS stationarity tests (Kwiatkowski et al., 1992) 

corroborate these results (not reported to save space). 

Given the evidence of (1)I -ness for all individual series, testing for cointegration 

between each pair ( E

tp , D

tp ) is the logical next step. This translates into the estimation of 

107 VEC models, as the one in equation (3), testing whether the restriction (4) is not 

rejected by the data. The order of autoregression k  of the biavriate models (3), formulated 

in their isomorphic Vector AutoRegression (VAR) representation, is chosen on the basis of 

the AIC in order to ensure richer dynamics. Overall, the order of autoregression is quite 

limited: 1k = , 2k = , 3k =  and 4k =  is chosen for 62, 25, 15 and 5 entities of reference, 

respectively. 
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The trace test (Johansen, 1995) suggests choosing rank 1 for the Π  matrix in 104 

models, giving support to our a priori theoretical assumptions.8 The symmetry and 

proportionality assumption implied by condition (2) is tested by means a 2χ -distributed LR 

test with one degree of freedom. In 88 entities of reference, the over-identifying restriction is 

not rejected by the data (at least) at the 10 percent level of significance, while in 6 cases (at 

least) at the 5 percent level. For the remaining 10 models the evidence is less conclusive, even 

though the cointegration test developed by Horvath and Watson (1995) supports the 

existence of a [1 1]′−  cointegration vector.9 All in all, our evidence leads to conclude that 

the architecture of the MTS system allows to eliminate persistent discrepancies between the 

prices of the same bond traded on the domestic MTS and the European platforms. 

4.3 — Speed of covergence towards the long-run equilibrium 

The dynamic properties of the 104 bivariate dynamic systems (3) with a reduced rank for the 

matrix Π  reveal that the feedback coefficients associated to the E

tp∆  equation are 

statistically significant at the 1 percent level in all models; by contrast, only one-half of the 

estimated Dα  coefficients turn out to be statistically significant (at the 1 percent level in 24 

entities of reference, at the 5 percent in 15, at the 10 percent in the 12 remaining cases). 

Furthermore, both Eα  and Dα  are correctly signed, implying direct convergence towards the 

long-run relationship in all but six models (where the estimated Dα ’s turn out to be 

negative). 

                                                
8  In three entities of reference (FI0001005514, GR0110014165, IT0003522254), the rank of the long-run matrix 

turns out to be two. Even though this finding is at odds with the conclusions from the unit root/stationarity 

tests (which suffer from well-know problems of lack of power), it confirms that condition (2) holds in these 

three cases too. 

9 The test statistics of the null of no cointegration against the known alternative of rank one with [1 1]′β = −  is 

computed as 2(ln ln )VECM VARLL LL− , where LL  denotes the value of the likelihood function under the 

respective model. Results from this test are available on request. 
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Discarding the entities of reference with wrongly signed Dα ’s, departures from the 

equilibrium condition are corrected for the most part in the European platform, with the 

average value for | |Eα  equal to 0.26 as compared to 0.06 for Dα  (Table 2).10 This conclusion 

is confirmed by testing the null 0 :| |E D
H α = α : the LR test statistics turns out to be greater 

than 3.84 (the 95 percent critical value for a 2χ  distribution with one degree of freedom) for 

a majority of bonds (82 out of 98 entities of references).11 

[Table 2 about here] 

5 — Price discovery in the EuroMTS platform and its determinants 

5.1 — Estimated price discovery measures 

Price discovery measures (5) and (6) are a more direct way to assess whether trading 

Treasury fixed income instruments on the centralized European platform convey information 

to determine their (unobservable) efficient price. Estimated values of Eγ  for individual 

entities of reference range from 0.2 percent (IT0003357982) to 55.9 percent (IE0031256328), 

while the Eζ  measure takes values from 2.7 percent (AT0000383864) to 55.5 percent 

(IE0031256328). Table 3 reports the results aggregated by issuing countries. 

The median of the two measures is the same (17.4 percent), with an average value 

slightly higher for Eζ  (20.6 percent) than the one for Eγ  (19.7 percent). Based on the 

                                                

10  Our estimates indicate half-life deviations from the equilibrium condition, ln 0.5 / ln[1 (| | )]E D
n = − α +α , 

lasting around two days, on average. As a result, the ratio between the sample length in terms of data points 

and the half-life is around 300. This adds confidence to our results, especially in the light of the Monte Carlo 

study by Hakkio and Rush (1991), who show that in cointegration analysis, the ratio of the length of the data 

set to the half-life is more relevant than the length of the data set alone. 

11  A similar picture is obtained by comparing the 2

adjR  for the two dynamic equations of the system (3) under 

condition (4). We find that, on average, the explained variation of E

tp∆ is around 13.9 percent, while the one 

for D

tp∆  is only 1.6 percent.  
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standard error of the mean values, these averages are significantly different from zero at the 

1 percent level. The evidence here reported suggests that trades taking place on the 

EuroMTS market have a sizable informational content, going up against the “redundancy 

hypothesis”, in a way consistent with the conclusions in Cheung et al. (2005).12 Furthermore, 

a standard t -test for the equivalence of the mean (
Eγ  minus Eζ ) produces a test statistics 

equal to -0.56 with a p-value of 0.58, thus confirming that the estimated EuroMTS market’s 

share is equivalent irrespective of which of the two price discovery measures is taken into 

account. Finally, the correlation coefficient between Eγ  and Eζ  turns out to be very high 

(0.81) and statistically significant at the 1 percent level, implying that the two price 

discovery measures lead to non-conflicting conclusions.13 

[Table 3 about here] 

5.2 — Determinants of price discovery: liquidity conditions and institutional features 

In keeping with previous works (Eun and Sabherwal, 2003; Chakravarty et al., 2004), price 

discovery measures are likely to be systematically related to proxies for market liquidity 

                                                
12 Notice that  the “fill-in” method does not affect the estimates of the long-run relationship equilibrium, but may 

influence the short-term information flow, since non-trading may produce a lower information share for the 

less frequent trading market even if the trades that take place do contain information (Lehmann, 2002). Since 

trades on the EuroMTS are fewer than those occurring on the domestic trading venue for every pair of bonds 

involved in the analysis, the problem is less severe than it could appear. Thus, our statistically significant 

estimates of 
Eγ  and Eζ  can be interpreted as lower bounds. 

13 As a robustness check, we follow Blanco et al. (2005) and replace wrongly signed Dα ’s by zero. Summary 

statistics for 
Eγ  and 

Eζ  computed for the larger sample (104 models) are quite similar to those reported in 

Table 4. The average values of Eγ  and Eζ  (0.1853 and 0.2031, respectively) are statistically not different 

according to a standard t -test (p-value 0.31), with the same standard deviations of the mean with respect to 

the values in Table 4. Furthermore, by comparing the mean value of Eγ  ( Eζ ) for the sub-sample of 98 bonds 

to the one for the larger sample of 104 securities, the t -test for the equivalence of the mean suggests not 

rejecting the null with a p-value of 0.54 (0.84). 
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conditions. It is generally understood that a well-functioning market should be characterised 

by i) high trading volumes, ii) low price volatility and iii) tiny bid/ask spreads. Appendix B 

illustrates how we extract relative measures (EuroMTS minus domestic MTS) of trading 

activity (ntra ), price volatility ( rsig ) and transaction costs measures (quoted bid/ask 

spreads associated with transactions, qspr , and effective spreads, espr , respectively) from 

(equally-weighted) daily averages over the sample span of reference as well as the additional 

covariates described below. 

Since institutional arrangements may confound the linkage between observable market 

characteristics and price discovery (Huang, 2002) we extend our set of regressors so as to 

include controls for a number of institutional features. Costly continuous quoting obligations 

faced by market makers suggest including continuous quoting hours, hour , the maximum 

spread that can be quoted, mspr , and the minimum quantity that dealers have to bid or to 

offer, mqty . We expect a negative (positive) relation between hour  (mspr ) and the degree 

of contribution to price discovery; a positive effect of mqty  on the price discovery measures 

(5) and (6) may be consistent, instead, with the “large trader’s blessing” hypothesis (Scalia 

and Vacca, 1999), according to which anonymous trade favours large traders and, thus, the 

occurrence of larger transactions in size. 

A number of studies (Pagano and Von Thadden, 2004, among others) emphasize that 

the degree of financial integration in Europe appears to be inversely related to the level of 

risk-taking market participants are ready to assume. Following Dunne et al. (2007), we 

control for maturity effects by distinguishing short/medium term bonds (with maturity less 

than 6.5 years) from bonds with longer maturity (more than 6.6 years) through a dummy 

variable, smty . Finally, since auctioning government securities may involve risks for the 

issuer (market squeezes, price manipulations, speculative behaviours, bidders’ collusion), we 

employ a syntetic indicator, prot , developed by Bagella et al. (2006), which measures the 

effectiveness of the framework of rules introduced by euro area governments to protect 
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themselves from those risks.14 A positive effect of prot  on Eγ  or Eζ  indicates that higher 

government’s levels of protection against auctioning risks may persuade against concentrating 

trading activity on the domestic market. 

5.3 — Cross-sectional analysis: Tobit estimates 

We use a Tobit estimator as our dependent variables, 
Eγ  and Eζ , are restricted to lie 

between 0 and 1 by construction. Table 4 provides the maximum likelihood estimation 

results for benchmark specifications (Panel [A]), which include only observable market 

characteristics in the set of regressors, and for specifications augmented by controls for 

institutional features (Panel [B]), separately for Eγ  and Eζ . All specifications include an 

intercept term so as to capture possible non-observable country-specific effects. Model [1] 

differs from Model [2] with respect to the bid/ask spread used as explanatory variable. 

Statistically significant coefficients at the 95 percent level confidence interval, calculated 

using the bootstrap method with 500 replications, are reported in bold. Following the 

recommendations in Veall and Zimmermann (1994), we use the McKelvey-Zavoina-Pseudo-

2R  as a measure of the goodness of fit for our regressions. 

[Table 4 about here] 

Estimation results from Panel [A] are impressive: roughly 60 percent of the cross-

sectional variation in E
γ  and E

ζ  is explained by observable market characteristics alone.15 

                                                
14 Bagella et al. (2006) indicate a group of five countries (Belgium, France, Germany, Ireland and the 

Netherlands) with a high protection against auctioning risks, with Finland and Greece showing a slightly lower 

degree of protection; the remaining countries (Austria, Italy, Portugal and Spain) exhibit, instead, a quite 

weak framework of rules.  

15 Notice that the absence of censoring problems in our sample allows for an almost direct interpretation of the 

estimated coefficients as marginal effects. This is confirmed by a comparison of the coefficients of observable 

market characteristics from the Tobit model in Table 4 and the marginal effects (calculated at the sample 

mean of the regressors) for the unconditional expected value of the dependent variable. Details on these 

regressions are available on request. 
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In particular, Tobit regressions show that trades conveying information occur on the 

EuroMTS platform when the level of trading activity is sufficiently high and the level of price 

volatility is sufficiently low.16 By contrast, the relative spread term is not statistically 

significant in three out of four specifications, suggesting that trading costs differentials across 

marketplaces cannot be accounted as a major factor for choosing a platform rather the other, 

as previously found by Cheung et al. (2005). Comparing the above-discussed results to the 

estimates in Panel [B] several considerations emerge.17 First, goodness of fit statistics show 

that the augmented specifications are able to capture a slightly larger part of the overall 

cross-sectional variation relative to the one of their counterparts collected in Panel [A]. 

Second, estimated coefficients of proxies for market liquidity conditions are very close to 

those obtained in the benchmark specifications. Third, the sign of the statistically significant 

coefficients of the additional regressors are broadly consitent with our economic priors. 

Fourth, institutional variables are jointly significant at the 5 percent level according to a 

simple 2χ -distributed likelihood ratio test.18 

All in all, our findings point out that liquidity conditions seem to have a major role in 

explaining cross-sectional variability of EuroMTS market’s share to price discovery, while 

institutional features are of second order importance. In the following Section, we discuss the 

                                                
16 The use of relative number of transactions (defined as the ratio between the nominal amount of trades and their 

average size) in place of tvol  in the specifications collected in Table 4 gives similar results. 

17  Given the lack of significance of mspr  in all regressions, estimation results in Table 4 refer to specifications, 

which do not include that covariate. The magnitude and the statistical significance of coefficients for 

observable market characteristics remain unaffected by the inclusion of mspr . Furthermore, assessing the 

statistical significance of the estimated parameters by using standard errors calculated with the Huber-White 

sandwich estimator of variance in place of those obtained from bootstrap techniques leads to similar 

conclusions. 

18 We take into account possible asymmetries by adding interaction terms between indicators of market 

functioning and smty  or prot , alternatively. In none of these regressions we are able to detect statistically 

significant asymmetric effects. 
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sensitiveness of our findings to modifications and extensions of the baseline empirical design. 

5.4 — Robustness and extensions 

As a check of robustness we use linear regression models for logit transformations of the price 

discovery measures, * ln[ /(1 )]E E Eγ = γ − γ  and * ln[ /(1 )]E E Eζ = ζ − ζ , respectively. The OLS 

estimation results are presented in Table 5. 

[Table 5 about here]  

Notice that the strong positive (negative) link between price discovery measures and 

trading activity (price volatility) is confirmed, giving support to our previous conclusions. 

The two main differences with respect to the Tobit estimates in Table 4 refer to the 

institutional variables: first, the maturity effect is statistically significant in all regressions; 

second, mqty  turns out to be statistically significant in the specifications where *

Eζ  is the 

dependent variable. This finding may suggest the existence of possible informational 

asymmetries between uninformed dealers and traders who behave like informed investors 

(Fleming and Remolona, 1999) with their trades based on superior inventory and order flow 

information (Huang et al., 2002).19  

Finally, we re-examine the interplay between primary and secondary government bond. 

Favero et al. (2000) point out that financial integration in Europe may increase investors’ 

interest on the characteristics of bond issues rather than on the nationality of issuers, leading 

to euro area governments to compete each other for the same pool of funding. The need for a 

highly liquid secondary Treasury bond market is expected to be of crucial importance mostly 

for large issuers and/or debtors. Accordingly, we identify as large issuers those countries 

(namely, France, Italy and Germany) with more than 100 billion euro of issuance (in 2005) 

by means the dummy liss , while we indicate Belgium, France, Italy and Germany as large 

                                                
19 Since the nature of private information in government bond markets differs markedly from the notion widely 

used when analyzing equity markets, a closer investigation of such an issue for the European case is an area 

which would clearly repay further research. 
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debtors through the variable debt . We replicate the regressions in Table 4, with i) liss  and 

debt  as an additional covariate, alternatively; ii) liss or debt  in place of prot . Overall, the 

evidence from set of regressions (not reported) indicates no differenced patterns in price 

discovery revelation on the EuroMTS market between large and small issuers or between 

large and small debtors. While the above discussed relationship between statistics about the 

informational content of trades on the EuroMTS platform and proxies for market liquidity 

conditions is robust with respect to the inclusion of these institutional controls, primary 

market developments are likely to affect EuroMTS market’s share to price discovry mainly 

through regulatory practices in auctioning government securities, with country dummies 

capturing non-modelled institutional factors (such as national gross issuances and the amount 

of outstanding public debt). 

6 — Conclusions and further discussions 

This paper is a contribution to the growing empirical literature on the European Treasury 

bond markets. To our knowledge, this is the first work to directly measure the relative 

contribution of trading in a domestic (MTS) versus a centralized European (EuroMTS) 

marketplace to price discovery for benchamark government securities. To that purpose, we 

employ an original and extensive dataset as compared to that of the existing literature. Our 

sample is of independent interest because its construction involved tracking daily 

observations for 107 pairs of bonds over a 27-month horizon (from January 2004 to March 

2006). 

We reach two main findings. First, the architecture of the MTS system is able to 

eliminate persistent price discrepancies for the same bond traded on the two markets. The 

determination of the efficient price appears to take place on both platforms, with about 20 

percent of price discovery occurring in the EuroMTS platform. Second, a number alternative 

specifications reveal a systematic linkage between cross-sectional variability of the relative 

contribution of EuroMTS to price discovery on one hand and trading activity and price 

volatility on the other. Trade cost differentials, instead, seem to have a scant role in 
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explaining market players’ preferences in trading government fixed income instruments on 

the European platform rather the domestic MTS market. The inclusion of additional 

covariates in the set of regressors so as to control for institutional features does not wipe out 

the strong relationship between EuroMTS market’s share to price discovery and market 

liquidity conditions. These conclusions are robust across a number of modifications and 

extensions of the baseline empirical design. 

Aside from their scientific merit, our findings have relevant implications for regulators 

attempting to identify conditions likely to promote further integration in the European 

financial system. In accordance with the principles of the Directive 2004/39/EC, disciplining 

the functioning of Markets in Financial Instruments in Europe (MiFID), favouring 

transparency is an essential mean to achieve an adequate price formation process. However, 

the relationship between transparency and price discovery is less than obviuos. On the one 

hand, the exposure of quotes forces market makers to be competitive, making it easier to find 

the best prices, especially for market takers, who are likely to be less sophisticated than 

larger market participants. On the other hand, order visibility may reduce the readiness of 

dealers willing to keep large transactions confidential to participate in the market. This may 

erode liquidity and impact the efficiency of price formation. Our results suggest that a 

proliferation of alternative trading platforms may be harmful in fostering integration of the 

European government bond market if the potential gains from competition across trading 

venues do not counterweight costs due to increased fragmentation in market liquidity. 

A fuller understanding of the liquidity properties of the MTS system is an empirical 

issue that calls for further investigation. Possible improvements of the research agenda may 

include a closer scrutiny on whether and how information asimmetries among market 

participants affect the price formation mechanism in the European market of Treasury 

securities. A second venue for further advances may take into account a richer specification 

of the relationship between price discovery measures and their determinants across securities 

and over time. In this respect, the analysis of the dynamics of market liquidity and trading 

activity indicators could be fruitful to increase market participants’ confidence on trading 
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securities on EuroMTS. These issues are left for future research. 
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Appendix A. List of selected government bonds 

The government bond markets covered in our dataset are those of Austria, Belgium, 

Spain, Finland, France, Germany, Greece, Ireland, Italy, the Netherlands and Portugal. For 

each country, we select all benchmark government securities traded in January 2004 with 

maturity date subsequent the end of our estimation horizon (March 2006). 107 bonds satisfy 

such a requirement and their codes are reported below: 

AT0000383518, AT0000383864, AT0000384227, AT0000384821, AT0000384938, 

AT0000384953, AT0000385067, AT0000385356, AT0000385745, AT0000385992; 

BE0000286923, BE0000291972, BE0000296054, BE0000297060, BE0000298076, 

BE0000300096, BE0000301102, BE0000302118, BE0000303124; DE0001135176, 

DE0001135192, DE0001135200, DE0001135218, DE0001135226, DE0001135234, 

DE0001135242, DE0001141380, DE0001141398, DE0001141406, DE0001141414, 

DE0001141422, DE0001141430; ES0000012239, ES0000012387, ES0000012411, ES0000012445, 

ES0000012452, ES0000012783, ES0000012791, ES0000012825, ES0000012866, ES0000012882; 

FI0001004822; FI0001005167; FI0001005332, FI0001005407, FI0001005514, FI0001005522; 

FR0000187361, FR0000187635, FR0000187874, FR0000188328, FR0000188690, 

FR0000188989, FR0000189151, FR0010011130, FR0103230423, FR0103840098, 

FR0104446556, FR0105427795, FR0105760112, FR0106589437; GR0110014165, 

GR0114012371, GR0114015408, GR0124006405, GR0124011454, GR0124015497, 

GR0124018525, GR0124021552, GR0124024580, GR0128002590, GR0133001140, 

GR0133002155; IE0006857530, IE0031256211, IE0031256328, IE0032584868; IT0001448619, 

IT0003080402, IT0003171946, IT0003190912, IT0003242747, IT0003256820, IT0003271019, 

IT0003357982, IT0003413892, IT0003472336, IT0003477111, IT0003493258, IT0003522254, 

IT0003532097, IT0003535157, IT0003611156, IT0003618383; NL0000102101, NL0000102317, 

NL0000102606, NL0000102671, NL0000102689, NL0000102697; PTOTECOE0011, 

PTOTEGOE0009, PTOTEJOE0006, PTOTEKOE0003, PTOTEWOE0009, 

PTOTEXOE0016. 
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Appendix B. Construction of variables 

Observable market characteristics. Let j
x  be the (equally-weighted) daily average of a 

variable x  over the sample span of reference, where ,j E D=  indexes the EuroMTS ( E ) or 

the domestic MTS (D ) platform, respectively. Following Eun and Sabherwal (2003) we 

compute the following log-transformations: ln[1 ( / )]E Dtvol vol vol= + , where vol  is the 

nominal amount of trades in million euro; ln[1 ( / )]E Drsig sig sig= + , where sig  is the 

standard deviation of the first differenced logarithms of transaction prices ( jp∆ ); 

ln[1 ( )]E Dqspr qsp qsp= + − , where qsp  is the quoted bid/ask spread associated with the 

transaction; ln[1 ( )]E Despr esp esp= + − , where esp  is the difference between transaction 

prices and the mid-point of the prevailing bid/ask quote. 

Institutional variables. smty  is a dummy taking value 1, if bonds have a maturity (in 

terms of the difference between the maturity date and the issue date) less than 6.5 years, and 

0, otherwise; prot  is a dummy taking value 1, if countries have a high overall auction risks 

covering degree (Belgium, France, Germany, Ireland and the Netherlands, Finland and 

Greece), and 0, otherwise; hour  is a dummy taking value 1, if the number of quoting hours 

for a bond on EuroMTS is higher than on the domestic MTS, and 0, otherwise; mspr  is a 

dummy taking value 1, if the maximum bid/ask spread for a bond on EuroMTS is lower than 

the one on the domestic MTS, and 0, otherwise; mqty  is a dummy taking value 1, if the 

minimum quantity for a bond on EuroMTS is higher than the one on the domestic MTS and 

0, otherwise. 

Other controls. liss  ( debt ) is a dummy taking value 1, if bonds are from large issuers 

(borrowers) - that is Italy, Germany or France (or Belgium) - and 0, otherwise; country 

dummies take value 1, when the bond is issued by the Treasury of that country, and 0, 

otherwise). 
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Short/medium maturity Long maturity Very long maturity Sum by country Percentage by country

ATS 0 8 2 10 9.3

BEL 2 5 2 9 8.4

ESP 3 5 2 10 9.3

FIN 3 3 0 6 5.6

FRF 6 5 3 14 13.1

GEM 6 5 2 13 12.1

GGB 3 6 3 12 11.2

IRL 2 1 1 4 3.7

MTS 7 6 4 17 15.9

NLD 2 3 1 6 5.6

PTE 2 3 1 6 5.6

Sum by maturity 36 50 21 107 .

Percentage by maturity 33.6 46.7 19.6 . 100.0

Tables and Figures 

Table 1    ————    Selected benchmark government bonds by maturity and issuer 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note. The first and the second row (column) in italics present the sum and the percentage by maturity (issuer), 

respectively. 
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αE αD
|α

E
|+αD

Mean -0.2601 0.0594 0.3195

Minimum -0.6561 0.0009 0.0547

Maximum -0.0506 0.2304 0.6718

5th percentile -0.5183 0.0066 0.1297

25th percentile -0.3657 0.0222 0.1887

Median -0.2345 0.0465 0.3042

75th percentile -0.1457 0.0849 0.4395

95th percentile -0.0898 0.1453 0.5761

Table 2    ————    Estimated values of the feedback coefficients 

 

 

 

 

 

 

 

 

 

 

 

Note. Computations based on 98 bivariate VEC models.  
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Table 3    ————    Estimated price discovery measures for the EuroMTS platform  

Number of bonds γE ζE

AUT - Austria 10 0.1430 0.0988

BEL - Belgium 8 0.1824 0.1803

ESP - Spain 10 0.2558 0.2446

FIN - Finland 5 0.1963 0.2149

FRF - France 14 0.1800 0.1623

GEM - Germany 12 0.2779 0.2664

GGB - Greece 10 0.2008 0.2624

IRL - Ireland 4 0.5016 0.4773

MTS - Italy 13 0.0559 0.1799

NLD - the Netherlands 6 0.2654 0.2114

PTE - Portugal 6 0.1081 0.1114

Median . 0.1742 0.1740

Mean . 0.1966 0.2064

Std. error of mean . 0.0132 0.0117

 

Note. Values in the second and third numerical column are equally weighted averages across bonds issued by the same 

country. Computations based on 98 bivariate VEC models. 
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Table 4    ————    Determinants of price discovery on the EuroMTS platform: Tobit models 

γE ζE γE ζE γE ζE γE ζE

0.4397 0.4943 0.5313 0.5771 0.4520 0.4902 0.5352 0.5622

(0.1353) (0.1188) (0.1549) (0.1391) (0.1473) (0.1401) (0.1713) (0.1576)

-0.8556 -0.7593 -0.7756 -0.7184 -0.9210 -0.7841 -0.8630 -0.7720

(0.2850) (0.2630) (0.2735) (0.2597) (0.2866) (0.2519) (0.2962)  (0.2394)

-1.2744 -0.5533 . . -0.8461 -0.00748 . .

(0.6288) (0.6452) . . (0.6618)  (0.6906) . .

. . 0.2723 0.3133 . . 0.2759 0.3291

. . (0.3842) (0.3482) . . (0.4331) (0.3409)

. . . . 0.0324 0.0455 0.0369 0.0465

. . . . (0.0238) (0.0227) (0.0246) (0.0228)

. . . . 0.0893 0.1106 0.0936 0.1105

. . . . (0.0351) (0.0298) (0.0389) (0.0340)

. . . . -0.0931 -0.0916 -0.1087 -0.0889

. . . . (0.0437) (0.0354) (0.0486) (0.0336)

. . . . 0.0139 0.0343 0.0227 0.0329

. . . . (0.0256) (0.0267) (0.0265) (0.0273)

Country dummies YES YES YES YES YES YES YES YES

0.0798 0.0745 0.0811 0.0743 0.0758 0.0687 0.0761 0.0681

(0.0058) (0.0050) (0.0060) (0.0056) (0.0059) (0.0048) (0.0059) (0.0048)

LL 108.73 115.47 107.18 115.72 113.70 123.33 113.33 124.23

AIC -189.46 -202.94 -186.37 -203.44 -191.41 -210.66 -190.65 -212.46

Pseudo -R
2 0.6247 0.5811 0.6127 0.5833 0.6610 0.6432 0.6583 0.6497

qspr

σ

tvol

rsig

espr

smty

prot

hour

mqty

Panel [A] Panel [B]

Model [1] Model [2] Model [1] Model [2]

 

Note. The intercept term, albeit included among the regressors, is omitted for ease of exposition. Statistically significant 

coefficients according to the 95 percent level confidence interval, calculated using the bootstrap method with 500 

replications, are in bold. The number of observations is 98. Definitions of the regressors are provided in Appendix B. 
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Table 5    ————    Determinants of price discovery on the EuroMTS platform: OLS estimates  

*
γE

*
ζE

*
γE

*
ζE

*
γE

*
ζE

*
γE

*
ζE

 2.6722 3.0393 3.5955 3.5923 2.5310 2.9618 3.3169  3.4028

(1.0961) (0.7499) (1.4753)  (0.8875) (0.9806) (0.8161) (1.2806) (0.9046)

-6.8009 -6.1305 -5.7250 -5.8945 -7.4250 -6.4518  -6.6761 -6.4774

 (2.4410)  (1.8755) (2.2597) (1.8174) (2.3402) (1.7342) (2.1377)  (1.6911)

-18.0010 -2.9919 . .  -11.8074 1.8428 . .

(8.1859) (4.5802) . . (6.6005) (4.8557) . .

. .  2.1652 2.1720 . . 2.1297  2.2515

. .  (3.5485)  (2.1984) . . (3.9118) (1.8475)

. . . . 0.3063 0.3306 0.3637 0.3291 

. . . . (0.1594) (0.1343) (0.1784) (0.1280)

. . . . 1.6794 1.1304 1.7403 1.1195

. . . . (0.6410) (0.2749 ) (0.6625) (0.2851)

. . . . -1.3658 -0.9168 -1.5982 -0.8587

. . . . (0.6083) (0.3077) (0.6360) (0.2957)

. . . . 0.6918 0.4164 0.8233 0.3838

. . . . (0.5015) (0.1888) (0.5673) (0.2071)

Country dummies YES YES YES YES YES YES YES YES

LL -109.97 -71.69 -114.11 -71.24 -99.12 -57.49 -100.94 -56.57

AIC 245.94 169.38 254.23 168.49 232.24 148.98 235.89 147.15

AdjR
2 0.4946 0.4998 0.4500 0.5043 0.5750 0.6071 0.5588 0.6144

Panel [A] Panel [B]

Model [1] Model [2] Model [1] Model [2]

mqty

qspr

tvol

espr

smty

prot

rsig

hour

 

Note. See note of Table 4. 



 [43]

4.60

4.65

4.70

4.75

4.80

01/04 04/04 07/04 10/04 01/05 04/05 07/05 10/05 01/06

Domestic MTS EuroMTS

Figure 1    ————    Daily transaction prices on the MTS system 

 

 

 

 

 

 

 

 

 

 

 

 

Note. Dashed (continuous) line indicates the logarithm of daily transaction prices recorded in the EuroMTS 

(domestic MTS) platform for a 15-year bond (code: IT0003242747), over the period January 2004 - March 2006. 
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Abstract 

Knowledge about time-series variations in Treasury bond market liquidity and trading 

activity is limited. Using high-frequency transaction data for the three largest European 

markets (France, Germany and Italy) over the period July 2006 - June 2007, this work 

explores how liquidity and trading activity evolve over time; to what extent their dynamics 

interact; whether their dynamics exhibit some common patterns across bonds. Controlling for 

seasonal factors, we find that these co-movements are non-linear and driven by inventory 

concerns, stock market volatility, macroeconomic releases and monetary authorities’ liquidity 

management operations. Liquidity properties of this financial segment under financial distress 

are also discussed.  

    

Keywords: Liquidity, trading activity, Treasury bond market, Europe, non-linearities, 

commonality. 

JEL Classification: G1, G15, F36, C32, C33, C15 
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1 — Introduction 

Despite monitoring market liquidity and trading activity is recognized as having 

important academic and practical implications, knowledge about time-series variations of 

these two market characteristics for the case of European Treasury bonds is surprisingly 

limited. Previous works focused on the markets of government securities in Europe have 

analyzed the dynamic relationship between trading activity and price movements (Cheung et 

al., 2005) or between yield dynamics and order flow (Menkveld et al., 2004), the 

determination of the benchmark status among European government securities of similar 

maturity (Dunne et al., 2007), the analysis of yield differentials between sovereign bonds in 

the Euro area (Manganelli and Wolswijk, 2007; Beber et al., 2008), the price discovery 

process in cash and future markets (Upper and Werner 2002) or in multiple cash markets 

(Girardi, 2008). We aim at contributing to this growing body of literature by seeking to 

establish an association between endogenously determined liquidity and trading activity 

conditions and common causative determinants for a plurality of European government fixed 

income securities. 

To that purpose, we bring together somewhat different, albeit connected, fields of 

research. Our analysis is naturally related to the strand of research studying the properties of 

market liquidity (Chordia et al., 2001; Chordia et al. 2005, among others). Understanding 

which factors influence the abrupt manifestation of illiquidity conditions is of direct interest 

for investors’ confidence in financial markets as liquidity determines the costs and the 

feasibility of dynamic trading strategies (Johnson, 2008). “Liquidity” for the specific financial 

segment of government bonds is even more relevant, since it involves policy implications for 

public debt management. A well-functioning secondary Treasury bond market, indeed, 

constitutes the most important channel for domestic funding of budget deficits and it can 

increase overall financial stability (Bank for International Settlements, BIS, 1999). A closely 

tied line of theoretical and empirical research emphasises that liquidity conditions and 

trading activity are intimately related and that their interaction plays an important role in 
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the price discovery process (Brandt and Kavajecz, 2004). Information on the interplay 

between liquidity and trading activity is of decisive relevance for regulators, since market 

infrastructures may be improved so as to lessen debt-service costs over the medium to long 

term (International Monetary Fund and World Bank, 2000). This issue acquires further 

policy content in the light of the adoption of the Directive 2004/39/EC disciplining the 

functioning of Markets in Financial Instruments in Europe (MiFID), which has stimulated an 

intense debate among academics and practitioners on whether and how to extend the MiFID 

regime to the Treasury bond market (Paesani and Piga, 2007). Under a wider perspective, 

the growing financial integration makes assets closely linked by both trading strategies and 

cross-market arbitrage, so that they are expected to change simultaneously, generating co-

movements across securities, which, in turn, may be associated to common determinants, as 

documented by a recent strand of financial literature (Hasbrouck and Seppi, 2001; Korajczyk 

and Sadka, 2008). 

Using high-frequency transaction data for Treasury bonds with maturities of 5, 10 and 

32 years for the three largest European markets, namely Italy, France and Germany, over the 

period July 3 2006 - June 29 2007, we investigate: i) how liquidity and trading activity evolve 

over time; ii) to what extent liquidity and trading activity dynamics interact; iii) whether 

liquidity and trading activity dynamics exhibit some common patterns across bonds and 

whether can be associated to variables such as observable bond and stock market 

characteristics, macroeconomic announcements or monetary policy developments. While these 

issues have been extensively discussed for the US stock market, there has been no 

comprehensive study on the drivers of liquidity and trading activity dynamics in the 

European Treasury bond markets to date. In an effort to sharpen our understanding of what 

driving factors do matter in explaining the evolution of liquidity and trading activity over 

time in the European market for medium- and long-term government securities, this paper is 

an attempt to fill this gap. A distinctive feature of our empirical investigation refers to the 

sample span, which ends a few weeks before the abrupt deterioration in the degree of 

liquidity in several financial segments and corresponds to the latest information available 
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before such an exceptional episode of financial distress happened. Seen in this light, the 

present analysis may be of relevance to evaluate whether the ECB has been conducting a 

proper strategy in order to cushion the impact of financial distress, given the information set 

up to the first half of 2007. Aside from academic and policy merits, ascertaining how the 

European market for government securities reacts to financial distress has also implications 

not only for regulators willing to improve the functioning of that financial segment but also 

for investors willing to move their funds into less risky investment opportunities.  

The rest of the paper is organised as follows. Section 2 presents empirical evidence on 

the evolution over time of liquidity and trading activity measures. In Section 3 we discuss the 

dynamic interaction between quoted spreads and order flow imbalances. Section 4 is devoted 

to identify common causative forces behind their co-movements for our sample of government 

fixed income instruments. Final remarks conclude. 

2 — Data and measurement 

2.1 — Data sources and summary statistics 

As in Dunne et al. (2007), we analyze the three largest European markets (Italy, France and 

Germany), which account for over 70 percent of the European secondary bond market. 

Government bond data are taken from MTS (Mercato Telematico dei Titoli di Stato). The 

MTS system is an inter-dealer platform, which operates via cross-matching methods. Galati 

and Tsatsaronis (2003) estimate that MTS accounts for 40 percent of government bond 

transactions in Europe and, according to the computations in Persaud (2006), for around 72 

percent volume of electronic trading of European cash government bonds.20 

We use transaction-based data for benchmark Treasury bonds with maturities of 5, 10 

and 32 years, since our focus is on liquidity in long-term fixed income markets. The sample 

                                                
20 For a detailed discussion of the MTS system, see Pagano and Von Thadden (2004), Cheung et al. (2005) and 

Girardi (2008), among others. 
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span covers trades occurred over the period from July, 3 2006 to June, 29 2007.21 The dataset 

consists of tick-by-tick transaction prices and traded nominal volumes recorded at a highly 

precise time stamp. Our dataset makes it possible to recover the best proposals at a certain 

instant, and, thus, merging traded quantities and bid/ask prices as well as bid and offer 

depths selecting quote quantities that in time are closest to the time of the transactions. A 

striking feature of the MTS dataset is the availability of security identifier information, such 

as to which side initiated the trade (i.e. whether a trade is a buy or a sell order), whether the 

aggressor (i.e. who initiates the trade) is a market maker or a market taker, whether a trade 

has taken place on the domestic MTS or on the EuroMTS platform. Based on data from 

opening hours of the MTS system (from 8:15 to 17:30 Central European Time, CET), Table 

1 provides the list of bond codes along with information on issue dates, maturity dates and 

summary statistics on trading activity. 

[Table 1 about here] 

2.2 — Definition of liquidity and trading activity measures 

The first logical step concerns the definition of proper measures of the relevant market 

characteristics for our empirical investigation. Below we describe how we extract trading 

activity and liquidity indicators from transaction and quoted data. 

Our preferred indicator of liquidity is quoted bid-ask spreads, qspr , since this measure 

represents the liquidity risk of the bond market better than effective spreads (Goldreich et 

al., 2005). A similar choice is made in Pasquariello and Vega (2007).22 Quoted spreads are 

                                                
21 We delete the first months of trading when the security is on-the-run, since an illiquidity premium has been 

documented for the off-the-run issues (Ahimud and Mendelson, 1991) and some months are commonly 

required so as to trade volumes of new issues prevail over off-the-run issues. Further, while a government fixed 

income instrument may acquire the benchmark status de jure once auctioned in the primary market, it 

becomes de facto a benchmark bond once its trading volume exceeds the one for the old benchmark. 

Therefore, the benchmark bond is the most actively traded bond and switches from the old benchmark only 

after it has reached some critical size and is accepted as the new benchmark by the market. 

22 Tightness, depth and resiliency are three perspectives according to which the concept of market liquidity can be 
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defined as the difference between the best bid and best ask divided by midquote prices, 

(equally weighted) averaged during half-hour time intervals. Following to Chordia et al. 

(2001), we also construct a synthetic liquidity indicator, cliq , as the ratio between qspr  and 

market depth, which is computed as (equally weighted) average of the quoted ask depth 

times ask prices and bid depth times bid prices, during half-hour time intervals. 

A natural indicator for trading activity is given by the amount of nominal trades 

occurred in a given time period. The variable tvol  is constructed as the sum of (buy or sell 

initiated) transaction volumes during half-hour intervals. As in Jones et al. (1994), we 

measure trading activity using order flow imbalances rather than volume because excess buy-

side or sell-side order flows are closer related to trading costs as they represent aggregate 

pressure on the inventories of market makers (Chordia et al. 2002) and are likely to capture 

the arrival of information (Brandt and Kavajecz, 2004; Pasquariello and Vega, 2007).23 The 

variable oflw  is constructed as the aggregate volume of buyer-initiated orders minus that 

seller-initiated order during half-hour intervals.24 

                                                                                                                                                   
scrutinised (BIS, 1999): tightness is how far transaction prices diverge from mid-market prices, and can 

generally be measured by the bid-ask spread; depth is the volume of trades possible without affecting 

prevailing market prices or the amount of orders on the order-books of market-makers at a given time; 

resiliency is the speed with which imbalances in order flows are adjusted. Here we focus on tightness and 

depth, while the relationship between order flow imbalances and liquidity is extensively discussed in the 

following Section.  

23 Since MTS records inter-dealer trades, our measure represents inter-dealer order imbalances. It is highly likely, 

however, that inter-dealer order imbalances arise in response to customer imbalances as dealers lay off 

customer orders in the dealer market. See, on this, Chordia et al. (2002).  

24 Notice that we are able to identify the initiator of the trade explicitly in contrast to equity market studies 

where the calculation of order flows is commonly based on classification algorithms as the one proposed by Lee 

and Ready (1991).  
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Table 2 provides some descriptive statistics about our preferred measures of trading 

activity and liquidity.25 For each bond, we report the mean ( Mx ), the median ( Mex ) and the 

standard deviation ( SDx ) of the two market characteristics along with their serial correlations 

up to the third lag (
iρ , 1,2,3i = ). Values in bold indicate statistically significant 

autocorrelation coefficients at the 5 percent level. Median values have concordant sign with 

the corresponding mean value (with the exception of DE0001135275). Although the sample 

means of average order flows vary sizably across bonds, the ratio /M SDx x  is bounded into a 

tight interval (less than 0.3), suggesting that market makers control their inventories so as to 

avoid excessive imbalances in either sides of the market. Sample means of quoted spreads are 

very similar for 5-year (around 2 cents) and 10-years (around 3 cents) fixed income 

instruments, while longer-dated securities exhibit higher average spreads, ranging from 9 

cents for Germany and Italy to 11 cents for France. For all entities of reference, quoted 

spreads have lower serial correlation than order flow imbalances at all lags. As pointed out 

by D’Souza et al. (2007), this may arise from market making obligations for primary dealers 

as continuous quoting may induce them to adjust quote quickly and, thus, to reduce serial 

correlations for quoted spreads. 

[Table 2 about here] 

2.3 — How liquidity and trading activity evolve over time 

                                                
25 For all entities of reference, quoted spreads turn out to be positively and significantly correlated with cliq . By 

contrast, data reveal a negative correlation or weakly positive co-movements between oflw  and tvol  for the 

majority of securities. Pooling all available observations, the overall correlation (-0.01) is statistically not 

significant at the usual levels of significance. As pointed out in Chordia et al. (2002), this finding is not 

surprisingly, since a reported nominal trading volume of x  might be entirely due to a sell ( x− ), to a buy 

( x+ ) or, more typically, to a split between sell and buy orders, with each possibility having its own unique 

implications for market makers’ order imbalances.  
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We remove possible seasonal patterns from our variables (due to deterministic time-series 

variations or other possible institutional factors) using the two-step procedure proposed by 

Gallant et al. (1992).26 The following adjustment variables are used: i) 11 monthly dummies, 

one for each from February to December; ii) 4 daily dummies, one for each from Monday to 

Thursday, iii) 17 half-hourly dummies, one for each of the hours from 9:00 (CET) and 17:30 

(CET), iv) a dummy, mrkt , taking value 1, if trades take place on the domestic MTS 

platform, and 0, otherwise, as in Cheung et al. (2005), v) a dummy, aggr , taking value 1, if 

trades are initiated by a market maker, and 0, otherwise. Table 3 presents the regressions 

coefficients from the mean equation of quoted spreads (Panel-A) and order flows (Panel-B).27  

There are common time-of-day and day-of-week patterns in liquidity as previously 

documented in Cheung et al. (2005): at the beginning market makers quote wider spreads, 

which drop as the trading day proceeds and then rise again before the market closes. Further, 

they are higher on Friday, in a way consistent with the notion that dealers want to protect 

themselves from liquidity risk (Lyons, 1997), due to the presence of few liquidity traders (for 

instance at the end of the trading week or at the extreme hours of the trading day) or to the 

increased (searching) cost needed to rebalance market makers’ inventory (Reiss and Werner, 

1998). By contrast, there are neither striking monthly effects nor intra-week patterns in 

trading activity, in a way consistent with the finding of Scalia (1998). Levels of order flows at 

                                                
26 Such a method guarantees that adjusted series have the same sample mean and variance as the unadjusted 

series, but the effect of seasonality on the mean and variance is eliminated. The first stage is to regress raw 

measures of trading activity and market liquidity on a series of j  adjustment variables, γ , that is 

1

j

t i i t
i

y d
=

= γ + ε∑�  (mean equation), where ,y qspr oflw=� , alternatively, and t  indexes time. Next, as to 

remove heteroschedasticity, the residuals 
tε  are used in the regression 2

1
ln( )

j

t i i t
i

f
=

ε = γ + ξ∑  (variance 

equation). The adjusted series, 
ty , are then calculated as 

1
ˆ[ / exp( / 2)]

j

t t i i
i

y f
=

= α + βε γ∑� , where ˆ
tε are the 

estimated residuals and the parameters α  and β  are chosen so that the sample means and variances of the 

adjusted and the unadjusted series are the same.  

27 Results for the variance equation are suppressed for space consideration, but available upon request.  
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the beginning and at the end of the trading days are not statistically significant, suggesting 

higher imbalances during central hours of trading days. Furthermore, for a couple of bonds 

(DE0001135291 and IT0003934657), trades initiated by market makers reveal an excess of 

buys higher than the one recorded by market takers.28 Finally, there are no clear regularities 

with respect to trading venues.    

[Table 3 about here] 

To formally test for stationarity, we check for the presence of a unit root in each series, 

allowing for an intercept as deterministic component. We employ the DF-GLS test, devised 

by Elliott et al. (1996), which is more efficient than usual unit-root tests. As reported in 

Table 4, the unit-root null can be rejected at conventional levels of significance in all cases. 

The KPSS stationarity tests (Kwiatkowski et al., 1992) corroborate these conclusions. 

Overall, order flows appear to be properly characterised by mean reverting processes, albeit 

quite persistent. 

[Table 4 about here] 

3 — Dynamic interactions between quoted spreads and order imbalances 

In order to study how quoted spreads and order flows interact, simple correlation analyses 

are far from being beyond question because of a plurality of relevant aspects that cannot be 

properly taken into account. 

3.1 — The empirical model 

Standard market microstructure theory predicts that liquidity is influenced by inventory 

concerns about order flow imbalances. Irrespective of whether these order imbalances are 

originated by random shocks (Stoll, 1978) or by private information (Kyle, 1985), after a 

large imbalance of order flows on one side of the market, market makers’ continuous quoting 

                                                
28 On the one hand, it may be the results of primary dealers’ commitments to Treasuries as to ensure sufficiently 

high levels of depth. On the other hand, it may suggest heterogeneous dealers’ preferences due to the existence 

of possible privileged information on those bonds.  
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activity is revised as to push trading on the other side of the market. On the other hand, 

since the feasibility of dynamic trading strategies is crucially affected by liquidity conditions, 

current investors’ behaviour is likely to take into account the state of liquidity previously 

observed on the market. It is reasonable to expect a circular process where past values of a 

variable may affect current levels of the other market characteristic. This calls for resorting 

to a dynamic approach so as to analyse the interactions between levels of trading activity 

and market liquidity conditions, where either unidirectional or bi-directional interaction 

mechanisms may operate. Thus, it may be desirable to model endogenously both trading 

activity and liquidity dynamics. The standard Vector AutoRegressive (VAR) methodology is 

a natural candidate to accommodate these features.29 

Furthermore, the empirical evidence documented in Brandt and Kavajecz (2004) 

suggests that the relationship between order flows and liquidity can differ depending on 

whether market liquidity is high or low.30 In order to take into account the existence of 

different states of the world, we augment the VAR model by allowing for the (seasonally 

adjusted) endogenous variables (oflw  and qspr ) to depend jointly on the state in which the 

system can be, each differing from the others according to the level of liquidity displayed by 

the market. In such a situation, the VAR process is modelled as time-invariant conditional 

on an unobservable regime (state) variable ts , which indicates the regime prevailing at time 

t . 

The general formulation of our econometric framework belongs to the class of Markov 

Switching VAR (MS-VAR, Krolzig, 1997) models.31 For expositional purposes, we outline 

                                                
29 Such a route has been followed by D’Souza et al. (2007) for European and Canadian short-term Treasury 

securities. 

30 Other works indicate that liquidity dynamics may be non-linear, breaking down a linear relationship with 

trading activity measures. In the model of Pagano (1989) liquidity is intended as the average willingness of the 

market to accommodate trade at prevailing prices. However, this willingness may fluctuate as the underlying 

state of the economy changes. Eisfeldt (2004) studies instead why liquidity varies with economic conditions. 

31 The maximization of the likelihood function of an MS-VAR requires an iterative estimation of the parameters of 
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below the MS-VAR framework for the case of regime shifts in the mean alone, although shifts 

may be allowed for elsewhere. The MSM(m )-VAR( p ) model, in the jargon of Krolzig 

(1997), can be written as: 

1
( ) [ ( )]

k

t t i t i t i ti
y s A y s u− −=

− µ = − µ +∑  , 1,...,t T=      (1) 

where ty  is the vector collecting adjusted order flows and quoted spreads series, ( )tsµ  is the 

vector of regime-dependent mean values, A ’s are matrices of autoregressive parameters, k  is 

the truncation order of the autoregression, 
tu  is a vector of residuals and T  is the effective 

number of observations used in estimation.  

The regime 
ts  is assumed to be governed by a discrete time irreducible ergodic m -

state stochastic Markov process with transition probabilities 1Pr( | )ij t tp s j s i+= = = , 

1
1

m

ijj
p

=
=∑ , , {1,..., }i j m∈ , collected in the transition matrix { }ij m mP p ×= .32 In order to 

detect an adequate characterization of an m -regime k -th order VAR, we apply the “bottom-

up” procedure (Krolzig, 1997). This approach allows to select both the number of regimes 

and the autoregressive order using the approximation provided by its VARMA representation 

                                                                                                                                                   
the autoregression and the transition probabilities governing the Markov chain of the unobserved states. 

Parameter estimation is usually obtained through the implementation of the expectation-maximization 

algorithm for maximum likelihood estimation (Dempster et al., 1977).  

32 Krolzig (1997) shows that, unlike the linear VAR model, the mean-adjusted form (1) is not equivalent to the 

intercept form MSI(m )-VAR( p ) model, 
1

( )
p

t t l t l t
l

y s A y u−=
= υ + +∑ , since they produce different 

adjustment dynamics of the observed variables after a shift in regime. Following a regime shift in the mean 

( )tsµ  of model (1), indeed, the observed time series jumps immediately to its new level. By contrast, a regime 

shift of the intercept term ( )tsυ  makes the process mean to adjust smoothly to the new level along the 

transition path. Since we are dealing with a spot financial market rather than, say, labour market, we consider 

it more plausible that the mean should quickly and abruptly shift to a new level rather than as a gradual 

swing. The data also strongly suggest mean over intercept dependency. Details are available upon request.  
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(Poskitt and Chung, 1996).33 Furthermore, in terms of inference, we follow Nelson et al. 

(2001) who conclude that unit root tests remain robust in detecting stationarity in MS 

regressions.  

3.2 — Assessing the interplay between liquidity and trading activity 

After considerable experimentation, we select a specification of the MS-VAR models that 

allow for regime shifts in the deterministic component alone, keeping constant across states 

the autoregressive part of the system and the covariance matrix of residuals. The “bottom 

up” procedure indicates that all models are subject to (at least) two different regimes and a 

three-regime model is appropriate in seven out of nine entities of reference. The order of 

autoregression turns out to be one in six out of nine models and two in the remaining three 

cases (those relative to the Italian market).34 

The main properties of the estimated regimes are reported in Table 5. The first three 

numerical columns report the estimated filtered probabilities of transition from regime j  to 

regime j , jjp , the j -th diagonal element of P . The jjp ’s are higher than 0.5 in 21 out 25 

cases and reveal that the variables of the system switch across different states over time. The 

average duration of each regime j , jdur , calculated as 1/(1 )j jjdur p= − , indicates that these 

                                                
33 Essentially, the bottom-up procedure consists of starting with a simple but statistically reliable Markov-

switching model by restricting the effects of regime shifts on a limited number of parameters and checking the 

model against alternatives. For a technical discussion for such a procedure, see Krolzig (1997). Several other 

criteria are currently available in the literature. Psaradakis and Spagnolo (2006) provide some simulation 

results on the performance of various selection criteria within this class of models. However, it is not easy to 

implement these tests if the number of switching parameters increases or if the null is not a linear model.  

34 The analysis of the standardized residuals, not reported to save space, provide strong evidence of no serial 

correlation in any of the residual series. Furthermore, the coefficients of determination, adjusted both for the 

bias towards preferring a larger model relative to a smaller one and for the fact that the model allows for 

regime-dependence (Krolzig, 1997), suggests that an appreciable fraction of intra-day time-series variation in 

liquidity and trading activity measures is captured: the average explanatory power for the oflw  and the 

qspr equations is 35 and 18 percent, respectively.  
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are meaningful regime switching findings, with average regime duration equals to 5.24 (i.e. 

lasting roughly three hours). Finally, the last column reports the upper bound of the LR tests 

(Davies, 1977), which shows that the null hypothesis of linearity is rejected, giving support to 

the choice of employing a MS-VAR specification rather than a linear model.  

[Table 5 about here] 

Having identified (at most) three regimes, we define them as follows: i) high liquidity 

regime (state 1): the state with lower mean than the whole-sample mean for qspr ; ii) low 

liquidity regime (state 3): the state with higher mean than the whole-sample mean for qspr ; 

iii) medium liquidity regime (state 2): an intermediate state with a higher mean than the one 

for high liquidity regime, but lower than the one for the low liquidity regime. 

Panel-A of Table 6 provides the estimated regime dependent mean values (
iµ , 

1,2,3i = ) for the oflw  and the qspr equations. Statistically significant coefficients at the 5 

percent level are in bold. Panel-B presents the results from testing the symmetry between 

statistically positive and negative order flow imbalances and the equivalence of regime 

dependent mean values for quoted spreads. For each equation of our bivariate dynamic 

systems we also report the outcome of Granger-causality tests, with p -values in square 

brackets. The results are interesting in a number of respects. 

First, according to our classification, not all government bonds display a normal 

liquidity regime: in the two-regime models (IT004026297 and IT0004019581), the states are 

associated to high and low liquidity conditions.35 Second, sell orders exceed the buy-side 

trades in the presence of favourable liquidity conditions (with the exceptions of 

FR0010288357 and IT0004026297) and the other way around (excepting for DE0001141489 

and, again, IT0004026297). A possible rationalization is the inability of market makers to 

adjust quotes during periods of large imbalances so as to induce trades on the other side of 

the market. An alternative explanation is that astute market participants buy securities from 

                                                
35 Notice that in the present framework liquidity regimes are endogenously determined by the maximum likelihood 

estimation procedure rather than ex-ante imposed as in Brandt and Kavajecz (2004).  
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the market when quoted spreads (and, thus, trading costs) are low and sell when quoted 

spreads get higher. This would imply that some dealers behave like informed investors 

(Fleming and Remolona, 1999) with their trading based on superior inventory and order flow 

information (Huang et al., 2002). Another possibility is that in the presence of heterogeneous 

private information (or heterogeneous interpretation of public information) trades occur on 

the basis of dealers’ subjective valuations, which are updated monitoring the aggregate level 

of order flows (Brandt and Kavajecz, 2004).36 According to this line of reasoning, our results 

reveal that when liquidity is an intermediate state market participants care about order flows 

to a lesser extent, consistently with the findings in Chordia et al. (2002) for the aggregate US 

equity market. 

Third, each regime is characterised by a statistically distinctive level of liquidity as the 

null of equivalence of mean values for qspr  across regimes is rejected in eight out of nine 

entities of reference.37 Furthermore, the symmetry assumption between the (absolute value 

of) means for order flows in extreme liquidity conditions is supported by the data in four 

entities of reference (DE0001135291, DE0001135275, FR0108354806, FR0010070060), while in 

the remaining models we find mixed results, with positive order imbalances exceeding (the 

absolute value of) negative order imbalances in three cases. Fourth, Granger-causality tests 

document bi-directional causality at the 5 percent level of significance in six models. For two 

5-year bonds (FR0108354806 and IT004019581), causality runs from trading activity to 

quoted spreads, as predicted by standard paradigms of price formation. By contrast, for 

FR0010070060 there is evidence of a reverse causality going from liquidity conditions to 

trading activity. 

[Table 6 about here] 

                                                
36 Thus, when an excess of buy-side orders occurs, dealers with a lower (higher) subjective valuation tend to revise 

them upward (downward). The opposite holds when aggregate order flows are negative.  

37 In the remaining case (FR0010070060), however, the regime-dependent mean values are quite close to the 

estimates for the other two very-long term bonds in our sample.  
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4 — Drivers behind the interactions between quoted spreads and order 

imbalances 

We next move on investigating whether or not the probability of switching among regimes in 

all government securities we consider in the analysis is intimately related to common 

determinants. 

Because most of the data on our candidate explanatory variables are not available at 

intra-day frequency, we follow Clarida et al. (2006) and convert the intra-day smoothed 

probabilities from the estimated MS-VAR models by daily averaging. In order to relate the 

probability of being in a specific regime to appropriate economic indicators, we define a 

variable, r , which is equal to 2, 1 and 0 when the average daily probability of being in the 

high, normal and low liquidity regime, respectively, is the highest as compared to the 

probabilities associated to the remaining states. 

4.1 — Definition of the candidate explanatory variables 

Building on the findings of previous works on equity markets (Chordia et al., 2005; 

Hasbrouck and Seppi, 2001; Korajczyk and Sadka, 2008), we supplement the MTS dataset 

with information on interest rates and other observable bond market characteristics, stock 

market developments, macroeconomic announcements and aggregate liquidity indicators. 

Below we present our set of covariates, whose construction is detailed in the Appendix. 

I — Observable bond market characteristics. In keeping with standard microstructure 

models, liquidity is influenced by inventory concerns: a fall (rise) in short rates is expected to 

reduce (increase) the cost of financing inventories; market movements may affect investors’ 

expectations and the composition of their optimal portfolio, while a rise of price volatility is 

likely to increase inventory risk. Thus, the first set of explanatory variables includes short 

interest rate, market movements and market volatility ( repo , mktr  and mktv , respectively). 

II — Stock market developments. A number of asset allocation strategies shift wealth 

between stock and bond markets. A negative information shock in the stock market often 
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causes a “flight to quality” as investors substitute safe assets for risky assets. As pointed out 

by Beber et al. (2008), the resulting outflow from stocks into Treasury bonds markets may 

cause price pressures and also impact bond liquidity. Hence we introduce stock market 

volatility ( stkv ) as an additional regressor. 

III — Macroeconomic announcements. Unexpected worsening of the economy or 

excessive inflationary pressures are likely to influence liquidity exacerbating inventory risk 

through an increase of inventory holding and order processing costs. Accordingly, 

macroeconomic releases on industrial production ( indp ) and inflation ( infl ) are employed. 

The cyclical conditions of the real economy may be relevant as well. Eisfeldt (2004) finds 

that economic booms lead to increased liquidity in the stock market: Treasury bond market 

liquidity, however, can be either pro-cyclical or counter-cyclical, depending on whether 

government bond and stock liquidity are complementary or substitute. We use 

unemployment (unem ) as a proxy of the business cycle climate.38 

IV — Liquidity management operations. We also consider a measure of aggregate 

market liquidity. A proper monetary policy may increase liquidity and foster trading activity 

by making margin loan requirements less costly, and by enhancing the ability of dealers to 

finance their positions (Garcia, 1989). To this aim we use the level of marginal lending 

facility (malf ) as a proxy of liquidity supplied by the European Central Bank (ECB).39 

V — Other controls. As further (time-invariant) regressors, we introduce three market 

dummies ( demm  for Germany, frfm  for France and mtsm  for Italy) so as to capture 

possible unobservable country-specific patterns. Finally, we follow the classification in Dunne 

et al. (2007) to control for maturity effects: small-medium ( smty ) government bonds have 

                                                
38 Since most aggregate Euro area data releases are published after the Euro area countries have published their 

macro announcements, the informational value of Euro area macro news is small (Andersson et al., 2006). 

Accordingly, in the empirical model presented in this Section we use country-specific macroeconomic releases.  

39 To be rigorous, ECB’s framework to manage liquidity operations comprises not only standing facilities but also 

open market operations and minimum requirements operations. See Bindseil (2004).  
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maturity (in terms of the difference between the maturity date and the issue date) less than 

6.5 years; long- ( lmty ) and very-long (vlmy ) securities refer, instead, to maturity between 

6.6 and 13.5 years and more than 13.5 years, respectively.  

4.2 — The econometric framework 

Given the limited number of outcomes of the dependent variable, we use Ordered Regression 

Models (ORMs) rather standard OLS techniques. We dispose of the measure of r  for each 

bond 1,...,i N=  over a number of trading days, indexed by 1,...,t T= . Considering pooling 

data, the basic notion underlying ORMs is the existence of a latent or unobserved continuous 

variable, *

itr , ranging from -∞ to +∞, which is related to a set of explanatory variables by the 

standard linear relationship:  

* '

it it i itr x z u′= β + γ +          (2)  

where itx  is a vector of time-varying regressors, iz  is a vector of time-invariant covariates, β  

and γ  are the associated parameter vectors and itu  is a random error term.40 Assuming a 

standard normal distribution yields the ordered probit model. The integer index 
itr  is 

observed and is related to (the unobserved) *

itr  by the relationship: 0itr =  iff *

1itr < λ ; itr j=  

iff *

1j it jr−λ < < λ , 2,..., 1j J= − ; itr J=  iff * 1itr J> − ; where jλ  are the unobserved 

thresholds defining the boundaries between different levels of itr . They are free fixed 

parameters, with no significance to the unit distance between different observed values of 

itr .41 

                                                
40 In order to control for possible endogeneity problems between the response variable and the explanatory 

variables we use lagged values for all regressors but for macroeconomic announcements, because macro releases 

in general become public at the very beginning of trading hours.  

41 The conditional cell probabilities (that is the probability of observing an individual as having a j  value of itr ) 

can be formulated as 
' '

1Pr( | , ) ( ) ( )it it i j it i j it ir j x z x z x z−
′ ′= = Φ λ − β − γ − Φ λ −β − γ , where (.)Φ  indicates the 
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An unattractive feature of pooled-ORMs (2) rests on their unsuitability to properly 

capture the effect of individual heterogeneity. The random effects (RE-ORM) approach 

assumes that both time-invariant, 
iν , and time-varying, itε , unobserved factors may 

contribute to determine liquidity conditions. If we express the random error term as 

it i itu = ν + ε , the latent model (2) modifies into * '

it it i i itr x z′= β + γ + ν + ε , where both error 

components are normally distributed and orthogonal to the set of predictors.42  

Notice that both the standard pooled-ORM and the RE-ORM frameworks rely on the 

critical parallel regression assumption (PRA), according to which β ’s and γ ’s are identical 

across each regression. Following Boes and Winkelmann (2006), we resort to a generalized 

RE-ORM and introduce time-invariant individual effects to vary across ordinal categories, by 

making threshold parameters dependent on the predictors, so that the (implicit) restrictions 

embedded in the standard RE-ORM specification can be tested against the generalized 

threshold RE-ORM by means a standard 2χ -distributed LR test. Estimations are performed 

using maximum likelihood.43 

4.3 — Commonality across government bonds in Europe 

As a preliminary step, we use the Akaike Information Criterion (AIC) to select the most 

reliable specification among four competing nested and non-nested pooled-ORM models. Each 

specification includes time-invariant controls. Model [1] includes observable bond market 

characteristics and stock market volatility in order to assess whether inventory concerns 

                                                                                                                                                   

normal cumulative distribution function, with 1−> jj λλ , In turn, this set of equations can be used to 

compute the cumulative probabilites: 
'

Pr( | , ) ( )it it i j it ir j x z x z′≤ = Φ λ − β − γ . 

42 Since the underlying variance of the composite error, ν εσ = σ + σ2 2 2
u

, is not identified, we normalize εσ =2 1 , so 

that 2 2 2 1 2 2 1
, ( ) ( 1)

it isu u
− −

ν ν ε ν νρ = σ σ + σ = σ σ + , and, thus, 1/ 2
[ /(1 )]νσ = ρ − ρ . 

43 In a generalized RE-ORM framework, the conditional probability model can be formulated as 

1 1 1Pr( | , ; , ) ( ) ( )it it i j j ij j it j i ij j it j ir j x z F x z F x z− − −
′ ′ ′ ′= β γ = −ν − β − γ − −ν − β − γ . 
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matter and whether investors flight to quality by rebalancing their portfolios toward less 

risky securities. Under the assumption of incomplete and heterogeneous information structure 

investors may react in a differentiated way to publicly available macroeconomic releases. 

Accordingly, Model [2] makes the response variable dependent on observable bond market 

characteristics controlling for macro releases. Model [3] embeds previous specifications. 

Finally, Model [4] is the richest variant, which takes account of aggregate liquidity conditions 

in the Euro Area as a further covariate. Table 7 reports the values of the AIC as well the 

log-likelihood and the 2χ -test statistics for the joint impact of the covariates on the response 

variable along with the corresponding p-values (in square brackets) and degrees of freedom 

(in parentheses). Maximum likelihood estimation results lead to favour Model [4], suggesting 

that the probability of being in a specific liquidity regime is the result of a wide range of 

overlapping forces.  

[Table 7 about here] 

The estimated coefficients for the pooled-ORM, the standard RE-ORM and the 

generalized RE-ORM based on Model [4] are presented in Columns (A), (B) and (C) of Table 

8, respectively. Positive (negative) coefficients indicate a move toward a more (less) liquid 

state given an increase in the predictor.44 Estimation results from the pooled-ORM (A) show 

that liquidity in European bond markets increases when the bond market grows; by contrast, 

                                                
44 The fixed thresholds (not reported in Table 8) in the pooled-ORM and in the RE-ORM specifications, 1λ  and 

2λ , are statistically significant at the 5 percent level of significance (or better) and at least one is different 

from 1, implying that the J ordinal categories are not equally spaced. All estimates also include market 

dummies (with mtsm  as reference category) and maturity dummies (with smty  as reference category). In all 

specifications, these time-invariant regressors are statistically significant at the 1 percent level. Their signs 

suggest that in German and French spot markets for Treasury securities low liquidity conditions are more 

likely to occur than in the reference market. A possible explanation for this finding may be the depth of the 

Italian market due to manage the high level of Italian public debt. Furthermore, bonds with short-medium 

maturity turn out to be associated to higher liquidity states relative to long-term securities and lower liquidity 

conditions with respect to very-long Treasury fixed-income instruments.  
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increased bond market volatility reduces aggregate liquidity. As for macroeconomic 

announcements, unemployment news have a statistically significant and positive role in 

explaining switches across liquidity regimes. Finally, an increase of mlf  exerts a statistically 

significant and positive effect on the response variable. Controlling for unobserved time-

invariant heterogeneity [Column (B)] gives qualitatively similar results, with a sizable 

increase of the likelihood function. RE-ORM estimates, however, seem to leave scant room to 

a number of important covariates (such as refinancing costs, stock market volatility as well 

as macroeconomic announcements for industrial production and inflation) in explaining 

liquidity conditions in European bond markets.  

A possible explanation of these findings may be a figment of a specification error in the 

empirical framework due to the PRA, which ensues problems, if in fact it does not hold. We 

assess empirically such a conjecture by relaxing the PRA for those covariates that turned out 

to be weakly significant or not statistically significant in the RE-ORM specification. Testing 

for PRA produces a LR test statistics (29.27) that failed at any conventional level of 

assessing significance when compared to critical values of a 2χ  distribution with 6 degrees of 

freedom. Column (C) presents the estimation results of the generalized RE-ORM, where the 

two numerical columns collect the estimated parameters for the probability that the response 

moves from category 0 to category 1 (Equation 1) and from category 1 to category 2 

(Equation 2). While the effects of mktr  and mktv  remain unchanged with respect to 

previous specifications, refinancing costs have statistically significant detrimental effects on 

aggregate bond liquidity only when liquidity conditions move from low to medium levels. 

Stock market volatility has strong asymmetric effects as well: when bond market liquidity is 

low, a rise in stock market volatility exacerbates illiquidity conditions; in Equation 2, instead, 

it induces a positive response of the dependent variable. Estimated coefficients for 

macroeconomic announcements relative to industrial production and to unemployment 

suggest that liquidity conditions in European bond markets are counter-cyclical. Inflation 

affects negatively bond liquidity, albeit the coefficient is estimated with scant precision. 
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Finally, an increase of liquidity supplied by the ECB has a positive effect only when the 

dependent variable moves from medium to high levels.  

[Table 8 about here] 

4.4 — A closer look at the determinants: simulated probabilities 

Since the parameters of a latent model do not have a direct interpretation per se, the most 

useful way to handle ORMs is to compute the marginal probability effects (mpe ), that is the 

shift of the predicted discrete ordered distribution of the outcome variable as one (or more) 

of the predictors changes.45 We focus below on the effect of time-varying variables that 

turned out to be statistically significant in (at least) one out of two equations of the 

generalized RE-ORM.  

Figure 1 presents results from the generalized RE-ORM in a graphical format, by 

generating predicted probabilities that the response variable is put into each of the three 

probabilities Pr( 0)itr = , Pr( 1)itr =  and Pr( 2)itr = , based on different predictor levels. This 

does allow for a better understanding of the effects of these different predictors as they move 

from their minimum to maximum.46 In each graph, the vertical axis indicates the probability 

                                                
45 They can be obtained by simply taking first derivatives of a conditional model with respect to a (continuous) 

variable of interest. To do this in the case of a generalized RE-ORM framework, however, we need to impose 

further assumptions, since the time-invariant individual effects are realizations of a stochastic process. 

Following Boes and Winkelmann (2006), under the hypothesis of normally distributed ijν ’s we can rescale the 

β ’s and the γ ’s parameters in the population-averaged coefficient vectors 2 1/ 2/(1 )νβ = β + σ�  and 

2 1/ 2/(1 )νγ = γ + σ� , respectively, and then take first derivatives.  

46    Once the β ’s and the γ ’s parameters are rescaled in the population-averaged coefficient vectors, the 

computation of simulated probabilities are obtained by using the cumulative model 

Pr( | , ; , ) ( )it it i j j ij j it j ir j x z F x z′ ′≤ β γ = −ν − β − γ , in place of the conditional model as required for the 

computations of mpe ’s, by moving a predictor from its minimum to maximum sample value and keeping the 

other predictors evaluated at their sample means. Notice that each scenario portrayed in the graphs is 

conjectural, in the sense that there is no instance in the data where average levels of all other variables 
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associated to a certain state of liquidity. Black, grey and white bars refer to Pr( 0)itr = , 

Pr( 1)itr =  and Pr( 2)itr = , respectively. The horizontal axis reports these probabilities, 

computed at the minimum as well as at the first quartile, the median, the third quartile and 

at the maximum values of the distribution of each predictor, ceteris paribus. 

[Figure 1 about here] 

When refinancing costs get higher, we observe an increased probability of low liquidity 

states along with a progressive reduction of Pr( 1)itr = . As a result, at very high levels of 

repo  we find an increased likelihood for the occurrence of extreme liquidity conditions and of 

inventory concerns (Chordia et al., 2002). A maximum change in government bond market 

volatility has a detrimental effects on aggregate Treasury bond liquidity by rising Pr( 0)itr =  

and reducing Pr( 2)itr = . Simulations for bond market developments indicate that moving 

from very low to very high levels of mktr  induces a monotonic decline in Pr( 0)itr =  along 

with an unambiguous raise of Pr( 2)itr = , in a way consistent with momentum strategies 

argumentations. The probability associated to intermediate liquidity conditions in 

government bond markets evaporates as stock market turmoil becomes harsher: thus, stock 

market volatility appears to lead rebalancing investors’ portfolios through changes in order 

flows. The overall relationship between macro announcements on industrial production and 

the response variable is negative: a maximum (positive) surprise in indp  generates a sizable 

jump of Pr( 0)itr = . The opposite holds for favourable macroeconomic releases concerning 

unemployment levels. On the grounds of the conclusions in Eisfeldt (2004), where increasing 

liquidity in the stock market arises when economy grows, our findings point out that bond 

and stock market liquidity are likely to be substitute rather than complement along the 

business cycle. Finally, a sizable increase Pr( 2)itr =  can be observed only after a certain 

                                                                                                                                                   
coincide with the maximum level of refinancing costs, for instance. This caveat notwithstanding, simulated 

probabilities are a useful tool to directly asses the importance of the estimated coefficient of the latent model 

in explaining shifts of the response variable across its categories.  
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threshold of mlf , corresponding to values beyond the third quartile of the distribution of our 

measure of liquidity supplied by the ECB. 

4.5 — A further step ahead: disentangling temporary and permanent effects 

What are the effects on the aggregate Treasury bond liquidity of a temporary worsening of 

refinancing conditions faced by dealers? To what extent does bond liquidity react to 

permanent changes in the management of liquidity operations by monetary authorities? 

What happens after a long-lasting turmoil in the stock market?  

We seek to provide an answer by discussing these issues in the light of the ongoing 

turmoil that international financial markets have been experiencing. To do this, we 

distinguish for some of the explanatory variables 
itx  a permanent and a transitory effect, by 

including both their daily value and their mean over the sample span. Consider the 

refinancing costs for the i -th bond at time t , itrepo , for instance: in this more flexible 

framework, it enters the model as ( )temp it permi i
repo repo repoβ − + β , where the upper bar 

stands for the average over time. We perform the same decomposition for stkv  and malf  as 

well. The deviations from the averages per individual identify shock effects (within-effect), 

while the means identify level effects (i.e. the differences between individuals). Including 

those within and between effects aims at introducing dynamics in the model, because the 

mean value changes gradually when days pass by (Van Praag et al., 2003). For the sake of 

brevity, in Figure 2 we focus on the simulated probabilities relative to the 

permanent/temporary decompositions of the selected variables.47  

[Figure 2 about here] 

                                                
47 Outcomes from the other covariates in all three different specifications of the augmented generalized RE-ORM 

framework are qualitatively and quantitatively very similar to those reported in Figure 1. Complete results are 

available on request. We have tried a specification of the generalized RE-ORM including all three 

decompositions contemporaneously, but various optimization algorithms of the likelihood functions all failed to 

converge.  
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Refinancing inventories: any role for investment managers’ behaviour (Panel A)? The 

permanent/transitory decomposition allows to better assess the effects of soaring refinancing 

costs. When changes in the repo rate are temporary in nature, low levels of repo  stimulate 

portfolio rebalancing, while moving to higher refinancing costs induces a decline of Pr( 2)itr =  

and a rise of Pr( 1)itr = . With permanent increases in the level of interest rates, we obtain 

similar results to those from the baseline specification: a monotonic growth for Pr( 0)itr =  

and decline of Pr( 1)itr = . Portfolio rebalancing with permanently high refinancing costs 

would be consistent with the explanation put forward by Rajan (2006) and tested by 

Manganelli and Wolswijk (2007), according to which trading in risk free assets is stimulated 

by investment managers’ compensation schemes rather than argumentations based on 

reduced costs of financing inventories.  

Is liquidity management an effective policy instrument (Panel B)? The main rationale 

behind changes in liquidity interventions by monetary authorities during financial distress is 

that interest rates may be no longer necessarily linked to liquidity conditions. Our 

simulations indicate that if these policy measures are perceived as being temporary in nature, 

the overall impact on government bond markets is very similar to the findings from the 

baseline generalized RE-ORM discussed in the previous sub-Section. Remarkably different 

implications arise when participants in the market for Treasury securities interpret liquidity 

supply policies as long-term changes in the liquidity management: a strong positive effect on 

the response variable emerges.  

Contagion or safe heaven (Panel C)? With declining stock prices and/or increasing 

volatility in stock markets, investors are likely to revise their risk/return profiles. Treasury 

fixed income instruments appear as a natural landing when turbulence in riskier financial 

segments takes place. Temporary stress in stock markets increases the probability of extreme 

liquidity conditions only when the magnitude of the shock is sufficiently large, in a way 

consistent with the results from the baseline generalized RE-ORM. When stock market 

turmoil is long-lasting, instead, our results provide unambiguous evidence that investors 
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perceive the market of government securities as a safe heaven, so that funds move from 

equities to relatively less risky financial instruments.  

Summary and discussions of results. Our sample span ends a few weeks before the first 

symptoms of contraction in the degree of liquidity in several financial segments and 

corresponds to the latest information available before such an exceptional episode of financial 

distress. In view of that, the above-discussed empirical evidence may be of relevance to 

evaluate whether the ECB has been conducting a proper strategy in order to cushion the 

impact of financial distress, conditional on the information set up to the first half of 2007. 

Our results point out a clear link between communication policies and effectiveness of 

interventions: when investors interpret monetary authorities’ management liquidity as long-

lasting measures, marginal lending facilities are more effective in alleviating the occurrence of 

illiquidity conditions in the European market for Treasury securities. Hence, a transparent 

communication strategy by the ECB and a fuller confidence by the banking system in using 

marginal lending facilities could be beneficial in fostering liquidity in such a financial 

segment. 

5 — Conclusions 

Using transaction-based data for Treasury bonds with maturities of 5, 10 and 32 years for the 

three largest European markets, namely Italy, France and Germany, over the period July, 3 

2006 — June, 29 2007, this work is a contribution to the growing body of research focused on 

the functioning of the secondary Treasury bond market in Europe. The empirical 

investigation explores in sequence: i) how liquidity and trading activity evolve over time; ii) 

to what extent their dynamics interact and iii) whether liquidity and trading activity 

dynamics exhibit some common patterns across bonds. 

We find common time-of-day and day-of-week patterns in liquidity: at the intraday 

frequency it is U-shaped, while the intraweek path suggests that market makers quote wider 

spreads on Friday, in a way consistent with the notion that dealers want to protect 

themselves from liquidity risk. By contrast, we are not able to find clear monthly effects nor 
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intraweek patterns in trading activity. MS-VAR estimation results reveal that abnormal (i.e. 

very high or very low) liquidity conditions lead dealers to pay attention to the information 

revealed by order flows; when liquidity is an intermediate state, instead, market participants 

care about order flows to a lesser extent. As a final point, ordered probit estimates for 

longitudinal data indicate that extreme liquidity conditions are likely to occur when 

refinancing costs are temporary low (according to standard portfolio rebalancing 

argumentations) and permanently high (coherently with explanations based on investment 

managers’ compensation schemes). By exacerbating inventory risk, bond market volatility 

has a detrimental effect on aggregate liquidity, while bond market returns induce changes in 

the composition of portfolios. Our estimates also point out that liquidity states evolve 

counter-cyclically relative to analysts’ sentiment on the business climate. Temporary stock 

market volatility shocks increase the probability of observing extreme liquidity conditions; by 

contrast, when stock market turmoil is long-lasting, investors perceive the European 

government bond market as a safe heaven. Finally, bond market liquidity reacts positively to 

an increase of the volume of marginal lending facilities, with a stronger response if those 

policy measures are interpreted as being permanent in nature. On the grounds of the ongoing 

financial turmoil, we argue that ECB has been conducting a proper liquidity management 

strategy given the information set available before such a crisis in international capital 

markets.  

A fuller understanding of the spillovers across financial segments and across countries is 

an empirical question that calls for further analysis. Possible improvements of the research 

agenda may include updating the sample span so as to have a closer look at the effects of the 

financial turmoil on the European Treasury securities market. An alternative way of asses 

how government bond liquidity evolves over time may be a joint modelling approach of 

various measures of market liquidity, such as quoted spreads and depths or price impact 

measures. Another venue for further advances may take account of a richer modelling 

strategy for shifts across liquidity regimes for individual bonds. For instance, since liquidity 

and trading activity are likely to be affected by issuance calendars published by Euro area 
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countries’ Treasuries, exploiting such a source of information would be of interest. In this 

respect, endogenizing MS-VAR estimated transition probabilities making them dependent on 

market characteristics as well as on institutional factors could be fruitful to increase market 

participants’ confidence on trading that specific security. These issues are left for future 

research.  
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Appendix. Construction of time-varying drivers of liquidity states 

Observable bond market characteristics and stock market developments. In order to 

control for possible trend patterns in the covariates over the chosen sample span, we define 

relative quantities with respect to European averages values. All variables are constructed by 

using daily data. repo  is defined as the difference between bond specific spot next repo rates 

and the Euro short term repo (middle rate) by the ECB. Repo rates are from MTS database, 

while is taken from Datastream. mktr  is defined as the difference between HP-filtered log-

prices of the country-specific EuroMTS index for the relevant maturity of a bond and the 

European aggregate EuroMTS index for the same maturity. mktv  is defined as the absolute 

value of the difference between the first differences of the log-prices of the country-specific 

EuroMTS index for the relevant maturity of a bond and the European aggregate EuroMTS 

index for the same maturity. Data for the construction of mktr  and mktv are disseminated 

by the EuroMTS website (http://www.euromtsindex.com/). stkv  is defined as the absolute 

value of the difference between the first differences of the log-prices of the country-specific 

stock index and the Eurostoxx index. Data are retrieved via Datastream. 

Macroeconomic announcements and liquidity management operations. For each 

announcement, we construct the standardized scheduled news, given by the difference 

between the value announced and the median of survey expectation of announcement divided 

by the sample standard deviation of that difference. We set the standardized scheduled news 

equal to zero on days without macroeconomic announcements. Country-specific 

announcement data as well as the survey expectation of the announcements on year-on-year 

changes of inflation ( infl ), industrial production ( indp ) and unemployment (unem ) are 

taken from Bloomberg. Finally, malf  is the standardized value (i.e. the difference between 

actual values and the sample average divided by the sample standard deviation) of the 

amount (in EUR millions) of volumes for marginal lending facilities published on the ECB 

website (http://www.ecb.eu/stats/monetary/res/html/index.en.html#data). 
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Tables and Figures 

Table 1 — Bond codes 

Note. Market codes are DEM for Germany, FRF for France and MTS for Italy. See Section 2.1 of the paper for 

details on the criteria for inclusion in the sample. 

 

Market code Bond code Issue date Maturity date Maturity (years)
Trades on domestic 

MTS (%)

Trades by market 

makers (%)

DE0001141489 22/03/06 08/04/11 5.05 84.31 98.04

DEM DE0001135291 23/11/05 04/01/16 10.12 56.31 89.08

DE0001135275 04/01/05 04/01/37 32.02 73.81 97.81

FR0108354806 19/01/06 12/01/11 4.98 79.49 99.36

FRF FR0010288357 02/02/06 25/04/16 10.23 47.21 98.83

FR0010070060 25/04/03 25/04/35 32.02 81.64 100.00

IT0004026297 13/03/06 15/03/11 5.01 91.59 99.70

MTS IT0004019581 27/02/06 01/08/16 10.43 86.60 97.73

IT0003934657 01/08/05 01/02/37 31.53 90.61 98.06
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Table 2 — Summary statistics for liquidity and trading activity measures 

 

Correlation

Bond code x M x Me x SD ρ1 ρ2 ρ3 x M x Me x SD ρ1 ρ2 ρ3 r qspr,oflw

0.8729 -0.04152.5000 38.9936 0.9581 0.9147

0.8705 0.0370

IT0003934657 0.0926 0.0925 0.0307 0.6638 0.5170 0.4256 4.8121

5.0000 80.2379 0.9567 0.9135

0.8749 -0.1339

IT0004019581 0.0259 0.0254 0.0076 0.7916 0.6588 0.5543 3.8499

-5.0000 63.3699 0.9551 0.9128

0.6197 -0.0216

IT0004026297 0.0194 0.0202 0.0055 0.5719 0.3937 0.2629 -13.0589

5.0000 12.9371 0.8371 0.7178

0.6830 -0.0583

FR0010070060 0.1123 0.1131 0.0318 0.1791 0.1359 0.0690 3.5507

-5.0000 39.3023 0.8856 0.7803

0.6943 -0.2458

FR0010288357 0.0347 0.0318 0.0188 0.5939 0.2876 0.0377 -11.0499

-10.0000 32.5309 0.8898 0.7860

0.5902 -0.0605

FR0108354806 0.0266 0.0277 0.0072 0.3835 0.1842 0.0535 2.6795

0.0000 16.9896 0.8496 0.7128

0.5391 -0.0131

DE0001135275 0.0916 0.0872 0.0330 0.6099 0.4144 0.3107 -0.0690

-2.5000 25.0892 0.8139 0.6692

0.3962 -0.1089

DE0001135291 0.0322 0.0313 0.0114 0.4118 0.2410 0.1806 -4.8242

-7.5000 21.6496 0.7096 0.5126

Quoted Spreads Order Flow Imbalances

DE0001141489 0.0245 0.0251 0.0069 0.2644 0.1795 0.1357 -5.9444

 
Note. Quoted spreads are defined as the difference between the best bid and best ask divided by midquote prices, 

(equally weighted) averaged during half-hour time intervals. Order flows are constructed as the aggregate volume 

of buyer-initiated orders minus that seller-initiated order during half-hour intervals. For each bond, we report the 

mean ( Mx ), the median ( Mex ) and the standard deviation ( SDx ) of the two market characteristics along with 

their serial correlations up to the third lag ( iρ , 1, 2,3i = ). Values in bold indicate statistically significant 

autocorrelation coefficients at the 5 percent level. 
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Table 3a — Seasonal adjustment for liquidity measures 

 

February 0.0022 0.0021 0.0040 -0.0006 -0.0195 ** 0.0024 -0.0009 0.0011 * 0.0180 **

March -0.0042 0.0056 0.0248 ** 0.0051 -0.0067 -0.0083 0.0009 0.0001 0.0207 **

April -0.0005 0.0054 0.0106 * 0.0084 * -0.0031 -0.0058 -0.0010 0.0000 -0.0106 **

May -0.0025 -0.0034 0.0038 0.0119 0.0057 0.0187 -0.0016 ** -0.0022 ** 0.0102 *

June -0.0062 * 0.0003 0.0350 ** 0.0104 ** 0.0046 0.0504 ** -0.0017 ** 0.0016 ** 0.0164 **

July 0.0040 -0.0063 0.0164 ** 0.0104 ** 0.0070 -0.0069 -0.0006 -0.0010 * 0.0133 **

August -0.0041 -0.0023 0.0105 * 0.0067 -0.0071 0.0265 * -0.0013 -0.0041 ** 0.0170 **

September -0.0023 -0.0055 0.0071 0.0058 -0.0109 -0.0107 -0.0008 -0.0049 ** 0.0069 **

October -0.0054 -0.0001 0.0117 * 0.0070 * -0.0036 -0.0067 -0.0009 -0.0027 ** 0.0157 **

November 0.0037 -0.0082 * 0.0095 0.0088 * -0.0023 0.0024 -0.0007 -0.0024 ** 0.0141 **

December -0.0063 0.0025 0.0189 ** 0.0086 * -0.0050 0.0047 -0.0017 ** -0.0014 ** 0.0022

Monday 0.0025 0.0026 0.0009 -0.0032 0.0066 0.0034 -0.0009 * -0.0017 ** -0.0049 *

Tuesday 0.0005 0.0027 -0.0112 ** -0.0038 -0.0040 -0.0094 -0.0001 -0.0012 ** 0.0033

Wednesday 0.0006 -0.0014 -0.0069 * -0.0046 -0.0003 -0.0051 0.0004 -0.0021 ** 0.0012

Thursday -0.0009 0.0002 -0.0079 * 0.0001 -0.0006 0.0037 -0.0008 * -0.0017 ** -0.0026

9:00-9:30 -0.0111 0.0015 -0.0379 ** -0.0017 -0.0029 -0.0227 -0.0005 -0.0090 ** -0.0262 **

9:30-10:00 -0.0123 -0.0018 -0.0405 ** -0.0088 -0.0033 -0.0228 0.0004 -0.0091 ** -0.0358 **

10:00-10:30 -0.0085 0.0030 -0.0380 ** -0.0027 -0.0048 -0.0286 0.0000 -0.0101 ** -0.0321 **

10:30-11:00 -0.0076 0.0009 -0.0537 ** -0.0036 -0.0046 -0.0171 0.0000 -0.0102 ** -0.0293 **

11:00-11:30 -0.0087 -0.0003 -0.0412 ** 0.0017 -0.0084 -0.0154 -0.0005 -0.0090 ** -0.0273 **

11:30-12:00 -0.0070 0.0023 -0.0410 ** -0.0055 -0.0028 -0.0301 -0.0009 -0.0102 ** -0.0313 **

12:00-12:30 -0.0021 0.0001 -0.0484 ** 0.0004 0.0409 ** -0.0101 -0.0011 -0.0108 ** -0.0324 **

12:30-13:00 -0.0131 -0.0044 -0.0377 ** -0.0012 -0.0064 -0.0130 0.0003 -0.0091 ** -0.0090

13:00-13:30 -0.0050 0.0075 -0.0390 ** -0.0038 -0.0072 -0.0236 -0.0005 -0.0093 ** -0.0202 **

13:30-14:00 -0.0062 -0.0099 -0.0539 ** -0.0084 -0.0040 -0.0355 * -0.0011 -0.0094 ** -0.0263 **

14:00-14:30 -0.0065 0.0050 -0.0327 ** -0.0059 -0.0067 -0.0319 -0.0011 -0.0089 ** -0.0184 **

14:30-15:00 -0.0121 0.0060 -0.0206 ** -0.0066 0.0039 0.0143 -0.0010 -0.0077 ** -0.0149 **

15:00-15:30 -0.0040 0.0019 -0.0221 ** 0.0011 -0.0032 -0.0138 0.0002 -0.0084 ** -0.0279 **

15:30-16:00 -0.0154 * 0.0071 -0.0449 ** -0.0026 -0.0053 -0.0060 0.0023 ** -0.0080 ** -0.0157 **

16:00-16:30 -0.0083 0.0072 -0.0345 ** 0.0112 0.0033 0.0105 0.0022 * -0.0048 ** -0.0130 **

16:30-17:00 -0.0019 0.0049 -0.0409 ** 0.0071 0.0024 0.0215 0.0039 ** -0.0032 ** -0.0161 **

17:00-17:30 -0.0167 * 0.0205 * -0.0228 ** 0.0080 -0.0088 0.0430 0.0043 ** -0.0021 * -0.0095

Aggressor -0.0043 -0.0030 -0.0017 -0.0082 0.0101 . -0.0009 -0.0008 0.0043

Market 0.0041 * -0.0030 -0.0012 0.0012 -0.0001 0.0139 * 0.0002 -0.0008 ** -0.0019

Intercept 0.0363 ** 0.0353 ** 0.1270 ** 0.0326 ** 0.0296 * 0.1164 ** 0.0210 ** 0.0388 ** 0.1052 **

Panel A - Quoted Spreads

DE0001141489 DE0001135291 DE0001135275 FR0108354806 FR0010288357 FR0010070060 IT0004026297 IT0004019581 IT0003934657
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Table 3b — Seasonal adjustment for trading activity measures 

 

February 20.8078 1.2853 2.0297 4.4121 13.4925 -13.7792 ** -6.9166 -13.1349 ** -5.0916

March 15.9849 * -2.9352 5.3518 * 11.4735 -8.3904 -15.7133 ** -51.6786 ** -20.7736 ** -2.8594

April 37.4977 ** -9.4441 6.6176 ** -17.5814 12.8413 -3.9014 -13.3937 * -50.8364 ** 6.4778

May 7.6175 -17.8102 4.9710 4.6952 16.3762 -6.0085 20.3377 ** -14.7276 ** 0.7191

June 23.2759 ** -0.6394 3.4102 -5.1432 25.0602 -8.8610 -6.8063 -26.4379 ** -6.5045 *

July 49.1016 ** -6.1197 -0.1007 22.6057 * 9.2035 -12.8413 * 5.6954 -17.0430 ** 23.5071 **

August 31.0505 ** 17.2768 * 0.7389 36.8646 ** -9.7139 3.6617 0.2182 -15.7484 ** 13.7432 **

September 37.5078 ** 2.6928 -2.6537 4.3113 5.8165 -5.8040 -16.5870 ** -28.9414 ** -3.9217

October 35.8664 ** 0.8172 0.2650 18.8647 8.8422 -8.1886 0.6986 13.3716 ** 2.1083

November 38.0921 ** 3.2759 0.3011 8.3133 -24.2460 * -8.4900 -13.6754 * -18.4665 ** -10.2894 **

December 23.6972 * 0.4972 2.5453 3.6586 3.8468 -10.7147 ** 10.8008 -3.9244 -5.7751

Monday -11.5280 6.9363 2.6566 5.2098 -21.9735 ** 8.7223 ** -0.2589 -16.1196 ** -10.8968 **

Tuesday 3.2134 0.0913 9.5098 ** 18.7858 * -9.6657 7.2694 * 1.1196 0.4641 -9.2537 **

Wednesday -5.8079 -5.2307 4.0615 * 4.2688 -3.0757 0.6743 -23.0534 ** -11.4871 ** -15.2268 **

Thursday -7.4094 -2.3945 5.0945 ** -11.7943 13.9095 4.6647 -10.0850 ** -10.2672 ** 0.4037

9:00-9:30 5.0266 -0.0986 -3.6337 -7.1075 13.1274 -8.5056 -28.0229 ** 24.8367 ** 3.8819

9:30-10:00 13.0706 -0.0150 -9.6012 ** -7.2694 2.4758 -13.8679 * -13.8303 28.8305 ** 8.8227

10:00-10:30 -9.6775 -7.7570 -9.5296 ** -1.0125 7.2927 -2.9953 -82.3033 ** 44.0877 ** 4.3174

10:30-11:00 -8.3622 4.8703 -4.7151 -19.8017 -2.3675 -0.2005 -19.5747 * 19.7091 ** 47.3946 **

11:00-11:30 5.1043 0.1728 5.0911 -6.5344 -5.4213 -2.5213 -34.0171 ** 77.8661 ** 7.1543

11:30-12:00 -20.4650 -32.8005 ** -3.0833 7.6911 -42.0608 ** -7.6421 -33.0020 ** 18.6237 ** 5.9743

12:00-12:30 -10.6230 -3.9018 -1.6108 -16.2788 7.9965 -9.5733 -26.2195 ** 9.7842 -6.4168

12:30-13:00 -14.0860 -1.1449 2.0776 -17.0419 10.9847 -4.4565 -2.9841 30.6836 ** -9.3761

13:00-13:30 2.6625 -18.6703 11.9748 ** -2.2704 -9.6046 -4.4538 -13.0067 -11.7389 -15.9896 **

13:30-14:00 -11.7540 -10.6496 -5.2537 47.2626 * 0.4315 8.9336 -13.4170 -16.7941 * 1.1727

14:00-14:30 -1.8317 -2.2450 -0.1021 -0.5569 1.3663 0.2474 -11.2014 33.1370 ** 11.2590 *

14:30-15:00 -5.3764 4.4927 -1.7235 7.7528 -34.6980 ** -4.8123 -25.2041 ** 28.8009 ** 1.9367

15:00-15:30 1.6420 4.7215 -2.5586 -15.2911 -1.3540 -5.5629 -3.6300 34.4221 ** -1.2585

15:30-16:00 17.0254 -4.0949 6.9065 * -9.0891 -12.6181 -10.6468 -0.4458 21.91966** 6.1329

16:00-16:30 4.0462 -6.2888 -0.7874 9.4348 -13.5276 -10.5341 -9.5835 32.5824 ** 2.6626

16:30-17:00 -11.1000 -5.9464 -10.2307 ** -5.5085 9.1644 -7.7718 -15.3226 20.9428 * 0.8002

17:00-17:30 -8.9643 7.0656 -0.2472 -21.0851 21.1606 -5.8543 -15.5539 18.3277 2.6084

Aggressor -12.0760 22.5516 ** 4.9201 5.8180 5.4855 . 15.5456 -3.7432 25.4430 **

Market 5.9237 -1.2406 -1.2315 -2.6679 -11.0895 * 2.5131 20.5419 ** 4.1881 -1.5714

Intercept -14.6390 -18.4095 -7.8299 -15.5461 3.2361 6.9765 -9.4660 -1.0439 -22.4793 **

Panel B - Order Flow Imbalances

DE0001141489 DE0001135291 DE0001135275 FR0108354806 FR0010288357 FR0010070060 IT0004026297 IT0004019581 IT0003934657

 
Note. Estimated coefficients from the mean equation of quoted spreads (Panel A) and order flows (Panel B) 

according to the procedure by Gallant et al. (1992). The following adjustment variables are used: i) 11 monthly 

dummies, one for each from February to December; ii) 4 daily dummies, one for each from Monday to Thursday, 

iii) 17 half-hourly dummies, one for each of the hours from 9:00 (CET) and 17:30 (CET), iv) a dummy, mrkt , 

taking value 1, if trades take place on the domestic MTS platform, and 0, otherwise, as in Cheung et al. (2005), v) 

a dummy, aggr , taking value 1, if trades are initiated by a market maker, and 0, otherwise. Asterisk and double 

asterisk indicate statistically significant coefficients at the 10 and the 5 percent levels, respectively. 
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Table 4 — Unit root test results 

 

Bond code Lags DF-GLS KPSS Lags DF-GLS KPSS

DE0001141489 1 -6.53 0.12 1 -7.60 0.10

DE0001135291 2 -2.73 0.15 1  -9.67 0.16

DE0001135275 2 -14.64 0.16 1 -13.54 0.46

FR0108354806 1 -2.43 0.05 1 -5.04 0.12

FR0010288357 3 -3.63 0.17 1  -8.05 0.25

FR0010070060 2 -3.34 0.07 1 -5.86 0.18

IT0004026297 1 -24.03 0.12 2 -9.09 0.29

IT0004019581 3 -26.79 0.08 1 -19.07 0.34

IT0003934657 3 -17.10 0.05 1 -10.63 0.63

Quoted Spreads Order Flow Imbalances

 
 
Note. Unit root test statistics in the version proposed by Elliot et al. (1996) for the null of a unit root process for 

the variables in the levels are reported in the column “DF-GLS”. Critical values at the 10, 5 and 1 percent levels 

of significance are -2.62, -2.03 and -1.73, respectively, if a constant is included in the regression. The order of 

autoregression is chosen according to the modified Akaike Information Critoerion and reported in the column 

“Lags”. Test statistics for the test by Kwiatkowski et al. (1992) for null of a stationarity process for the variables 

in the levels are reported in the column “KPSS”. Critical values at the 10, 5 and 1 percent levels of significance 

are 0.35, 0.46 and 0.74, respectively, if a constant is included in the regression. The order of autoregression is 

chosen according to the rule provided by Schwert (1989) and reported in the column “Lags”.  
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Table 5 — Properties of Markov switching regimes 

 

Lags p 11 p 22 p 33 dur 1 dur 2 dur 3 Davies

DE0001141489 1 0.1849 0.4000 0.8408 1.23 1.67 6.28 [0.0000]

DE0001135291 1 0.4128 0.7819 0.5986 1.70 4.58 2.49 [0.0000]

DE0001135275 1 0.7918 0.8317 0.6908 4.80 5.94 3.23 [0.0000]

FR0108354806 1 0.8044 0.8818 0.4751 5.11 8.46 1.91 [0.0025]

FR0010288357 1 0.6624 0.7307 0.5894 2.96 3.71 2.44 [0.0000]

FR0010070060 1 0.5245 0.7348 0.7861 2.10 3.77 4.68 [0.0104]

IT0004026297 2 0.9285 . 0.8827 13.98 . 8.52 [0.0000]

IT0004019581 2 0.9266 . 0.8995 13.63 . 9.95 [0.0000]

IT0003934657 2 0.8371 0.8530 0.7972 6.14 6.80 4.93 [0.0000]

 
Note. The order of autoregression chosen according to the general-to-specific procedure is reported in the column 

“Lags”. jjp ’s ( 1,2,3j = ) are the estimated filtered probabilities of transition from regime j  to regime j . The 

average duration of each regime j , jdur , is calculated as 1/(1 )j jjdur p= − . Davies  is the upper bound of the 

LR tests for the null of a linear VAR. p-values are in squared brackets.  
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Table 6 - MS-VAR estimation results 

 

Panel A µ1 µ2 µ3 µ1 µ2 µ3

0.0154 0.0248 0.0260 6.8105 78.8751 -11.4183

(0.0036) (0.0036) (0.0022) (4.4775) (5.7629) (2.0671)

0.0154 0.0352 0.0375 -0.0813 -3.4387 7.5881

(0.0034) (0.0032) (0.0030) (1.8170) (1.6569) (1.8988)

0.0858 0.0901 0.1194 -15.1009 5.5157 24.6818

(0.0052) (0.0048) (0.0060) (3.8545) (3.8350) (3.9071)

0.0252 0.0275 0.0296 -8.0508 0.2807 13.7744

(0.0028) (0.0029) (0.0040) (2.4969) (2.6262) (4.0889)

0.0265 0.0312 0.0613 20.6449 -48.4495 7.9136

(0.0032) (0.0034) (0.0030) (6.8392) (7.0203) (8.3280)

0.0858 0.1086 0.1286 -10.5542 3.4779 10.7240

(0.0078) (0.0079) (0.0094) (3.5817) (3.6260) (3.7159)

0.0187 0.0206 23.6405 -72.3159

(0.0006) (0.0007) (7.2633) (7.5152)

0.0211 0.0324 -17.5754 32.9866

(0.0007) (0.0007) (9.7688) (9.3437)

0.0646 0.0912 0.1267 -23.9607 9.3981 29.2129

(0.0035) (0.0036) (0.0037) (9.1934) (9.2237) (9.1457)

Panel B
Granger 

Causality

Granger 

Causality

µ1 = −µ3 [0.0000] [0.0000]IT0003934657 µ1 = µ2 = µ3 [0.0000] [0.0000]

µ1 = −µ3 [0.0000] [0.2457]

IT0004019581 µ1 = µ3 [0.0000] [0.0000] µ1 = −µ3 [0.0000] [0.0000]

IT0004026297 µ1 = µ3 [0.0000] [0.0091]

µ1 = −µ2 [0.0000] [0.0000]

FR0010070060 µ1 = µ2 = µ3 [0.0000] [0.8480] µ1 = −µ3 [0.9800] [0.0109]

FR0010288357 µ1 = µ2 = µ3 [0.0000] [0.0000]

µ1 = −µ3 [0.2112] [0.0000]

FR0108354806 µ1 = µ2 = µ3 [0.1985] [0.0441] µ1 = −µ3 [0.3335] [0.2563]

DE0001135275 µ1 = µ2 = µ3 [0.0000] [0.0461]

[0.0000]

DE0001135291 µ1 = µ2 = µ3 [0.0000] [0.0000] µ2 = −µ3 [0.2122] [0.0358]

IT0003934657

Restriction on the mean Restriction on the mean

DE0001141489 µ1 = µ2 = µ3 [0.0070] [0.0390] µ2 = −µ3 [0.0000]

IT0004026297 . .

IT0004019581 . .

DE0001135275

FR0108354806

FR0010288357

FR0010070060

Equation: Quoted Spreads Equation: Order Flow Imbalances

DE0001141489

DE0001135291

 
Note. In Panel A, regime-dependent mean values ( jµ , 1,2,3j = ) statistically significant at the 5 percent level of 

significance (or better) are reported in bold. Estimated standard errors are in parentheses. In Panel B, restriction 

on the mean in the quoted spread (order flow) equation tests the null of equal mean (in absolute values) across 

regimes. Granger Causality in the quoted spread (order flow) equation tests the null that past values of order 

flows (quoted spreads) do not affect current values of the dependent variable. p-values are in squared brackets.  
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Table 7 — Alternative specifications for ordered regression models 

 

Model [1] Model [2] Model [3] Model [4]

I - Observable bond market characteristics X X X X

II - Stock market developments X . X X

III - Macroeconomic announcements . X X X

IV - Liquidity management operations . . . X

LL -1529.48 -1527.55 -1527.21 -1525.20

29.91 (8) 33.77 (10) 34.44 (11) 38.47 (12)

[0.0002] [0.0002] [0.0003] [0.0001]

AIC 3078.95 3079.09 3080.42 3078.40

χ
2

 
Note. LL  and AIC  indicate the value of the log-likelihood function and the Akaike Information Criteria, 

respectively. 2χ  is the test statistics for the joint impact of the covariates on the dependent variable. Degrees of 

freedom are in parentheses, while p-values in square brackets. 
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Table 8 — Ordered probit estimation results 

 

Equation 1 Equation 2

-0.3758 -0.4321 -0.7313* -0.1277

(0.3694) (0.3754) (0.4282) (0.4287)

0.2454** 0.3024**

(0.1176) (0.1191)

-0.9869** -1.0058**

(0.4165) (0.4186)

0.1305 0.1473 -0.3555* 0.5234***

(0.1664) (0.1695) (0.1957) (0.1869)

-0.1806 -0.1642 -0.3118* 0.0063

(0.1349) (0.1350) (0.1635) (0.1743)

-0.0695 -0.0436 -0.0835 -0.0179

(0.1470) (0.1525) (0.1999) (0.1662)

0.0742* 0.0733* 0.0497 0.1154*

(0.0443) (0.0440) (0.0475) (0.0688)

0.0712** 0.0622* 0.0445 0.0732*

(0.0357) (0.0362) (0.0441) (0.0397)

0.4298***

(0.0440)

Observations 1417 1417

LL -1525.20 -1465.236 

38.47 (12) 42.65 (12)

[0.0001] [0.0000]

AIC 3078.40 2960.47

Pooled-ORM (A) RE-ORM (B)
Generalized RE-ORM (C)

repo

mktr
0.2971**

(0.1197)

mktv
-1.0130**

(0.4191)

stkv

indp

infl

unem

malf

ρ .
0.4341***

(0.0437)

1417

-1450.603

χ
2 102.53 (18)

[0.0000]

 2943.21  

χ
2
-PRA . .

29.27 (6)

[0.0000]

 
Note. The dependent variable is an ordinal indicator which is equal to 2, 1 and 0 when the average daily 

probability of being in the high, normal and low liquidity regime, respectively, is the highest as compared to the 

probabilities associated to the remaining states by daily averaging. See Section 4 of the paper for the definition of 

the covariates. Country and maturity dummies, albeit included among the regressors, are omitted for ease of 

exposition. Single, double and triple asterisks indicate significance at the 10, 5 and 1 percent levels, respectively. 

Standard errors are in parentheses. LL  and AIC  indicate the value of the log-likelihood function and the Akaike 

Information Criteria, respectively. 2χ  is the test statistics for the joint impact of the covariates on the dependent 

variable. 2 -PRAχ  is the test statistics for symmetric impact of the covariates on the dependent variable across 

categories. Degrees of freedom are in parentheses, while p-values in square brackets.  
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Figure 1 — Simulated probabilities: baseline generalized RE-ORM 
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Note. The dependent variable is an ordinal indicator which is equal to 2, 1 and 0 when the average daily 

probability of being in the high, normal and low liquidity regime, respectively, is the highest as compared to the 

probabilities associated to the remaining states by daily averaging. See Section 4.1 of the paper for the definition 

of the covariates. Country and maturity dummies, albeit included among the regressors, are omitted for ease of 

exposition. In each graph, the vertical axis indicates the probability associated to a certain state of liquidity. 

Black, grey and white bars refer to Pr( 0)itr = , Pr( 1)itr =  and Pr( 2)itr = , respectively. The horizontal axis 

reports these probabilities, computed at the minimum as well as at the first quartile, the median, the third 

quartile and at the maximum values of the distribution of each predictor, ceteris paribus. 
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Figure 2 — Simulated probabilities: disentangling temporary and permanent effects 

repo - temporary

0.0

0.1

0.2

0.3

0.4

0.5

0.6

min 25-th 50-th 75-th max

0 1 2

repo - permanent

0.0

0.2

0.4

0.6

0.8

1.0

min 25-th 50-th 75-th max

0 1 2

stkv - temporary

0.0

0.1

0.2

0.3

0.4

0.5

0.6

min 25-th 50-th 75-th max

0 1 2

stkv - permanent

0.0

0.2

0.4

0.6

0.8

1.0

min 25-th 50-th 75-th max

0 1 2

malf - temporary

0.0

0.1

0.2

0.3

0.4

0.5

0.6

min 25-th 50-th 75-th max

0 1 2

malf - permanent

0.0

0.2

0.4

0.6

0.8

1.0

min 25-th 50-th 75-th max

0 1 2

 

Note. The dependent variable is an ordinal indicator which is equal to 2, 1 and 0 when the average daily 

probability of being in the high, normal and low liquidity regime, respectively, is the highest as compared to the 

probabilities associated to the remaining states by daily averaging. See Section 4.5 of the paper for the definition 

of the covariates. Country and maturity dummies, albeit included among the regressors, are omitted for ease of 

exposition. In each graph, the vertical axis indicates the probability associated to a certain state of liquidity. 

Black, grey and white bars refer to Pr( 0)itr = , Pr( 1)itr =  and Pr( 2)itr = , respectively. The horizontal axis 

reports these probabilities, computed at the minimum as well as at the first quartile, the median, the third 

quartile and at the maximum values of the distribution of each predictor, ceteris paribus. 
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Abstract 

This paper quantifies the relative contribution of domestic, regional and international factors 

to the fluctuation of domestic output in six key Latin American (LA) countries: Argentina, 

Bolivia, Brazil, Chile, Mexico and Peru. Using quarterly data over the period 1980:1-2003:4, 

a multivariate, multi-country time series model was estimated to study the economic 

interdependence among LA countries and, in addition, between each of them and the three 

world largest industrial economies: the US, the Euro Area and Japan. Falsifying a common 

suspicion, it is shown that the proportion of LA countries domestic output variability 

explained by industrial countries factors is modest. By contrast, domestic and regional factors 

account for the main share of output variability at all simulation horizons. The implications 

for the choice of the exchange rate regime are also discussed. 

 

Keywords: International business cycle, Latin America, exchange rate regimes, Global VAR 

methodology, VEC models.  

JEL Classification: C32, E32, F31, F41. 
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1 — Introduction 

In keeping with the central message of the Optimal Currency Areas (OCAs) literature 

initiated by Mundell (1961) and McKinnon (1963), detecting the sources of business cycle has 

important implications for the choice of exchange rate regimes. If, in fact, one economy is hit 

by shocks dissimilar to those hitting its trading partner countries, the cost of adopting a 

fixed exchange rate regime, and thus giving up monetary policy, can be correspondingly 

large. The canonical criteria suggested by early contributions to OCAs (e.g. Artis (2003), HM 

Treasury (2003)) also state that if the standard pre-requisites for successful currency area 

hold, a fixed exchange rate regime may gain stability before adverse shocks make it fail. In 

many academic and policy circles, these criteria, although more than forty-years-old, are still 

considered to be a useful framework to consult when deciding upon the adoption of a 

common currency. 

Following the currency and financial crises of the nineties, and especially the Argentine 

turmoil of 2001-2002, a wide debate has concerned the choice among available currency 

regimes options for Latin American countries (e.g. Edwards (2002), Berg et al. (2002)). This 

work aims to analyse to what extent domestic, regional and international economic 

conditions affect domestic output fluctuations in six key Latin American (LA) countries - 

namely Argentina, Bolivia, Brazil, Chile, Mexico and Peru - and the implications for the 

choice of the exchange rate regime. This country sample is chosen mainly to compare more 

easily our results to those of the existing literature to be reviewed below, and especially 

Ahmed (2003) and Canova (2005). Our analysis is naturally related to the strand of research 

studying the comovement of LA countries’ business cycles with each other and with 

developed economies’. Hoffmaister and Roldos (1997) document that domestic country-

specific aggregate supply shocks are by far the most important source of output fluctuations 

in LA countries. Aiolfi et al. (2006) uncover a sizeable common component in LA countries’ 

business cycles using common dynamic factors techniques, thus suggesting the existence of a 

regional cycle. On the other hand, Agénor et al. (2000) point out that the business cycle in 
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12 developing countries is positively related to the output and real interest rate fluctuations 

in industrial economies, albeit they do not try to quantify the importance of external shocks 

compared to domestic ones. Employing a Bayesian dynamic latent factor model, Kose et al. 

(2003) and Kose et al. (2008) estimate the world, region and country-specific components in 

output, consumption and investment of sixty countries covering seven regions. As far as 

concerns Latin America, Kose et al. (2003) find that country-specific factors explain the 

largest part of the variance of output in all LA countries considered in this study, with the 

exception of Bolivia, for which the regional world component is more important than the 

region and country-specific one.  

From a wider perspective, our analysis is also related to the literature on the link 

between international business cycle and the choice of a proper exchange rate regime for a 

small open economy. Berg et al. (2002) find that supply shocks in LA countries are weakly 

correlated among them and, most importantly, with the US ones, providing evidence against 

the adoption of a common currency in the region or against straight “dollarisation”. Ahmed 

(2003) focuses on the existence of the prerequisites for six LA countries to adopt a fixed 

exchange rate regime with their main trading partners (the US). While domestic business 

cycle seems to be driven by US monetary policy rather than by foreign output shocks, 

external shocks taken as a whole (foreign output, US interest rates, terms of trade) explain a 

smaller component of LA business cycle than domestic shocks (output, real exchange rate, 

inflation); this results points towards the adoption of a freely floating exchange rate. By 

contrast, Canova (2005) finds that US monetary policy shocks, magnified by the interest 

rates transmission channel, are a relevant source of fluctuations of LA countries’ inflation and 

output. 

The critical difference between the papers cited above and our study is three-fold. First, 

besides the US we also consider the Euro Area and Japan as possible sources of external 

shocks to domestic business cycle in LA countries. This is partly motivated by the trade 

relationship between LA and Euro Area countries. But, as it will become apparent below, 

this is not the entire story since financial linkages - through NFA and short-term interest 
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rates - play a determinant role. Second, we examine the role exerted by neighbour countries 

on each LA country’s business cycle in order to assess the existence of the pre-requisites for 

the adoption of a common currency area. Third, our empirical framework is explicitly 

designed to identify shocks according to their geographical origin. The latter point is 

particularly important when comparing our results to those obtained by Kose et al. (2003) 

and Kose et al. (2008). In fact, while they can only recover the different components of the 

variables of interest, using the GVAR methodology it is possible to identify the role played 

by specific foreign economies to domestic business cycle. 

The econometric methodology consists of a procedure for aggregating a number of VEC 

systems in a Global Vector Auto Regressive (GVAR) model describing the world economy 

(Pesaran et al. (2004a)) in order to perform dynamic simulation exercises. Using quarterly 

data over the period 1980:1-2003:4, nine country/region-specific Vector Error Correction 

(VEC) models were estimated, each containing four endogenous domestic variables (output, 

real interest rate, real exchange rate, net foreign assets), two foreign variables (foreign output 

and foreign real interest rate) and the price of oil. This is consistent with a parsimonious, 

reduced form, small open economy model such as that presented in Boschi (2007). Country-

specific foreign variables, constructed as weighted averages of the endogenous variables of the 

other countries/regions, and the real oil price are modelled as weakly exogenous. 

The main findings can be summarised as follows. First, domestic factors explain by far 

the largest share of domestic output variability over all simulation horizons in all LA 

countries. Second, regional factors, though much less important than domestic ones, 

contribute to the variability of domestic output more than industrial countries’ ones. This is 

true for all LA countries except Mexico. Third, in all LA countries the proportion of the 

forecast error variance of output explained by industrial countries factors is overall modest. 

These results should inform the choice between freely floating and fixed exchange rate 

regimes. Also, they should be taken into account when choosing a reference currency in a 

fixed exchange rate arrangement: “dollarisation” does not appear an obvious option. Aside 

from their scientific merits and policy implications, our findings that international risk 
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sharing could be problematic at a regional level but it is still viable when capital crosses 

continents is consistent with the conclusions in Aiolfi et al. (2006) and may also be of benefit 

to international investors. 

The remainder of the paper is structured as follows. Section 2 reviews the inter-regional 

macro-econometric framework. Section 3 presents preliminary analysis on the individual 

series as well as the main estimation results relative to country/region VEC systems and the 

properties of the GVAR model. The quantitative assessment of the geographical sources 

affecting output fluctuations in LA countries is discussed in Section 4 along with the main 

policy implications. Concluding remarks follow. 

2 — Modelling Latin American economies in a multi-country framework 

The empirical framework we use to model LA economies in the international context relies on 

the GVAR approach (Pesaran et al. (2004a)). As customary in the VEC modelling 

framework, the GVAR methodology builds on the association between the economic concept 

of long-run and the statistical concept of stationarity through the identification of stationary 

linear combinations of the data, known as cointegration vectors. These vectors describe the 

steady-state configuration which the model tends to revert to in the long-run. The 

advantages of the GVAR over panel cointegration techniques are well-known (Baltagi (2004) 

and Pesaran et al. (2004b)) and relate to the possible distortion of within-group cointegration 

test results caused by the existence of between-group cointegration, as shown by Banerjee et 

al. (2004). Also, the GVAR allows for a coherent analysis of short-run dynamics of the 

systems through scenario simulations.  

Specifically, the GVAR methodology consists of a procedure for stacking in a single 

coherent model of the world economy a number of country-specific VEC systems and 

explicitly allows for interdependences across economies in a true multi-country setting. The 

crucial advantage of this methodology is that although the shocks hitting the variables of the 

global system are unidentified according to their economic nature (for instance, supply, 

demand or policy disturbances), nevertheless they are identified basing on their geographic 
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origin. This is because each country/region-specific system in the multi-country model is 

estimated conditionally on foreign variables, thus leaving only modest correlation among 

cross-country shocks to endogenous factors. Thus, our empirical framework makes it possible 

to distinguish and identify the shocks which originated in the three industrial 

countries/regions (US, Euro Area and Japan), in addition to those which originated in each 

LA country, rather than considering only one country (commonly the US in the previous 

literature) or an ambiguous “rest of the world” as the main source of external shocks. 

2.1 — The GVAR model 

Adopting the same notation as in Pesaran et al. (2004a), there is benefit in reviewing the 

econometic setup employed in this work. There are 1N +  countries/regions in the world 

economy indexed by 0,1, ...,i N= .48 For each country the following VEC model is estimated:49 

*

0 2 , 1 0 0[ ( 1)]it i i it i i i i t i i it i t itt−∆ = + + − − − + ∆ + ∆ +x a a D Π κ Π v κ Λ x Ψ d ε    (1) 

where itx  is a ( 1)ik ×  vector of country i  domestic variables, *

itx  is a *( 1)ik ×  vector of 

foreign variables specific to country i  (to be defined below), td  is a ( 1)dk ×   vector of (1)I  

variables common to all country-specific models and exogenous to the global economy (such 

as oil prices),
, 1 , 1 1( , )i t i t t− − −

′ ′ ′≡v z d , *( , )it it it
′ ′ ′≡z x x , 

0ia  is a ( 1)ik ×  vector of fixed intercepts, 

2ia  is a ( )ik m×  matrix of coefficients of the exogenous deterministic components included in 

the ( 1)m×  vector itD , 0iΛ  is a *
( )i ik k×  matrix of coefficients associated to the foreign 

variables, 0iΨ  is a ( )i dk k×  vector associated to the global variables, itε  is a ( 1)ik ×  vector 

of country-specific shocks, with itε ∼ ( , )iiN 0 Σ , where iiΣ  is a non-singular variance-

covariance matrix, and where 1, 2,...,t T=  indexes time. The number of long-run relations is 

                                                
48 8N =  in this paper. 0i =  is the reference country (the US).  

49 The exposition refers to a VARX* of order one, as suggested by the standard information criteria and by the 

diagnostic tests discussed below.  
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given by the rank i ir k≤  of the *( )i i i dk k k k× + +  matrix iΠ . Finally, in order to avoid 

introducing quadratic trends in the levels of the variables when iΠ  is rank-deficient, i ik r−  

restrictions 
1i i i=a Π κ  are imposed on the trend coefficients, where 1ia  is the coefficient of 

the time trend term in the isomorphic level VAR form of (1) and iκ  is a 
*( ) 1i i dk k k+ + ×  

vector of fixed constants. 

The foreign variables *

itx  are weighted averages of the variables of the rest of the world 

with country/region-specific weights, ijw , given by trade shares, i.e. the share of country 

j  in the total trade of country i  over the years 1995-2001, measured in 1995 US dollars. 

Thus a generic foreign variable *

itx  is given by: 

*

0

N

it ij jt

j

x w x
=

=∑           (2) 

where 0iiw = , 0,1,...,i N∀ =  and 
0

1
N

ijj
w

=
=∑ , , 0,1,...,i j N∀ = . In our set-up, all foreign 

variables collected in the vector *

itx  as well as the global exogenous variables, td , are treated 

as long-run forcing variables. 

Rather than estimating directly the complete system composed by the 1N +  country-

specific models (1) together with the relations (2), we followed Pesaran et al. (2004a) and 

estimate the parameters of each country-specific model separately and then stack the 

coefficients estimates in a GVAR model. All country/region-specific endogenous variables are 

collected in the ( 1)k ×  global vector 
0 1( , ,..., )t t t Nt
′ ′ ′ ′=x x x x  where 

0

N

ii
k k

=
=∑ . Then we have 

that it i t=z W x , where iW  is the *( )i ik k k+ ×  matrix collecting the trade weights ijw , 

, 0,1,...,i j N∀ = . 

Therefore, for each country/region the following VAR form of model (1) is obtained:  

0 1 2 1 0 1 1i i t i i i it i i t i t i t itt − −= + + + + + +A W x a a a D B W x Ψ d Ψ d ε     (3) 
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where iA  and iB  are matrices of dimension *( )i i ik k k× +  and matrix iA  has full row rank. 

Stacking the 1N +  systems (3) yields the following GVAR in level form: 

0 1 2 1 0 1 1t t t t t tt − −= + + + + + +Gx a a a D Hx Ψ d Ψ d ε      (4) 

where G  is a k k×  full rank matrix, 
0( ,..., )h h Nh

′=a a a  for 0,1,2h = , 

0 0( ,..., )N N
′=G A W A W , 0 0( ,..., )N N

′=H B W B W , for 0,1h = , 0( ,..., )h h Nh
′=Ψ Ψ Ψ , for 

0,1h = , 0( ,..., )t t Nt
′=D Ψ Ψ . The GVAR has the reduced form:  

0 1 2 1 0 1 1t t t t t tt − −= + + + + + +FFFFx b b b D x d d uϒ ϒϒ ϒϒ ϒϒ ϒ       (5) 

where 1

h h

−=b G a  for 0,1,2h = , 1−=FFFF G H , 1

h h

−= G Ψϒϒϒϒ  for 0,1h = , and 1

t t

−=u G ε .50 

2.2 — Generalised Forecast Error Variance Decomposition 

The bulk of our empirical investigation is conducted using the Generalised Forecast Error 

Variance Decomposition (GFEVD) developed by Koop et al. (1996) and Pesaran and Shin 

(1998). The GFEVD considers the proportion of the variance of the n -step ahead forecast 

error of the variable of interest which is explained by conditioning on the non-orthogonalised 

shocks jtu , , 1j tu + , ..., ,j t nu +  for 1, ...,j k= , while explicitly allowing for the contemporaneous 

correlations between these shocks and the shocks to the other equations in the system.51 

                                                
50 As pointed out by Pesaran et al. (2004a), three conditions need to be fullfilled so as to ensure that the GVAR 

estimation procedure is indeed equivalent to the simultaneous estimation of the VAR model of the world 

economy. First, the global model must be dynamically stable, i.e. the eigenvalues of matrix FFFF  in equation (5) 

lie either on or inside the unit circle. Second, trade weights must be such small that 2

0
0

N

ijj
w

=
→∑  as N → ∞ , 

i∀ . Third, the cross-dependence of the idiosyncratic shocks must be sufficiently small, so that 

,0

1 N

ij lsjN =
σ → ∞∑ , , ,i l s∀ , where , cov( , )ij ls ilt jstσ = ε ε  is the covariance of the th

l  variable in country i  with 

the th
s  variable in country j . These conditions amount to an econometric formalisation of the economic 

concept of “small open economy” and are discussed in details in Section 3 below.  

51 It is worth emphasising that this is the reason why the GFEVD encompasses simpler methods traditionally used 

to assess cross-country business cycle asymmetry such as the correlation analysis of shocks (e.g. Berg et al. 



 [99]

Although this methodology prevents a structural interpretation of the impulses, it overcomes 

the identification problem by providing a meaningful characterisation of the dynamic 

responses of variables of interest to typically observable shocks.52 One useful feature of the 

GFEVD is its invariance to the ordering of the variables. Formally, the proportion of the n-

step ahead forecast error variance of the th
l  element of tx  accounted for by the innovations 

in the thj  element of tx  can be expressed as:  

-1 1 2

0
( ) ( ) 1 1

0

( )
GFEVD( ; ; )

n n

jj l jl
l t j t n n n

ll

n

−

=

− −

=

′σ
=

′ ′

∑
∑

FFFF

F FF FF FF F

s G Σs
x u

G ΣG s
     (6) 

0,1, 2, ...n = ; 1, ...,l k= ; 1, ...,j k=  

where all symbols are defined above.53 

3 — Preliminary analyses and estimation results 

Data description. Time series data for the following countries/regions were considered: 

Argentina, Bolivia, Chile, Brazil, Mexico, Peru, the US, Japan and the Euro Area. We use 

quarterly seasonally adjusted series covering the period 1980:1-2003:4.54 The Euro Area 

                                                                                                                                                   
(2002)).  

52 We resort to GFEVD because it is impossible to recover the structural shocks from the GVAR residuals due to 

the large number of variables whose contemporaneous relationship is ignored. In the GVAR estimated in this 

paper, including 4ik =  endogenous variables for each of the 1 9N + =  country models, exact identification of 

shocks would require 108  (i.e. 
0
( 1)

N

i ii
k k

=
−∑ ) restrictions derived by economic theory, which seems an 

impossible task to undertake. Dees et al. (2007a) identify the shocks to US monetary policy by imposing a 

recursive structure on the US block of the variance-covariance matrix of the GVAR. However, this exercise is 

beyond the scope of this paper.  

53 Notice that due to the possible non-diagonal form of matrix Σ , the elements of GFEVD across j  need not 

sum to unity since shocks are not orthogonal. However, in order to facilitate cross-country comparisons and 

interpretation of results, the sum of variance decompositions are normalised to 100.  

54 Note that the 1980s mark the beginning of the modern wave of international capital flows to Latin America and 

thus analysing the role of this factor in domestic business cycle prior to the sample start makes little sense.  
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variables were constructed as weighted averages of the corresponding time series of the 

following countries in the region, with weights given by the per capita PPP-GDP share of the 

period 1995-2000: Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy, 

Netherlands, Portugal, and Spain.55 For each country/region, a VEC model (1) was 

estimated, where the vector of endogenous variables, xit , includes ty , tsr , tq  and tnfa , 

denoting real per-capita output, short-term real interest rate, real exchange rate and the net 

foreign asset/nominal GDP ratio respectively; the vector of country-specific foreign variables, 

*
xit , includes 

*

ty  and *

tsr , representing the rest of the world real per-capita output and short-

term interest rate, respectively; finally, the vector dt  includes the oil price in real terms, 

toil , as a global weakly exogenous variable.56 The matrix of trade weights used to construct 

the country/region-specific foreign variables is reported in Table 1, where the 1995 - 2001 

trade shares are displayed in column by country/region. The Appendix indicates in detail 

data sources and variables construction. 

[Table 1 about here] 

Unit root tests. As a preliminary exercise, we carried out standard ADF unit root tests 

on the time series involved. Panel [A] of Table 2 reports results based on AIC order selection, 

while statistics shown in Panel [B] use the modified AIC method proposed by Ng and Perron 

(2001) to correct the size distortion ofordinary ADF test statistics. 

[Table 2 about here] 

                                                
55 On the validity of the aggregating expedient to construct synthetic time-series for the Euro Area economy as a 

whole see Girardi and Paesani (2008) among others.  

56 Boschi (2007) motivates the inclusion of these variables in the GVAR basing on a small open economy model of 

net foreign assets and real exchange rate determination. Furthermore, we follow Dees et al. (2007b) in treating 

the real exchange rate as an endogenous variable. As for net foreign assets, a number of studies (Girardi and 

Paesani (2008), Lane and Milesi-Ferretti (2004) among others) suggest that it is driven by both domestic and 

foreign factors, giving support to our modelling strategy.  
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Furthermore, in order to take into account the possibility of structural breaks due to 

financial crises and recessions, we performed the ADF unit root test with breaks proposed by 

Saikkonen and Lütkepohl (2002) and Lanne et al. (2002, 2003). The results are reported in 

Table 3, Panels [A] and [B]. Since the distribution under the null hypothesis is non-standard, 

we use the critical values provided by Lanne et al. (2002).  

[Table 3 about here] 

Overall, the combination of both types of tests (standard and with breaks), indicate that all 

variables can be reasonably considered to be driven by I(1) stochastic trends. On the other 

hand, differencing the series appears to induce stationarity.57 

Determination of the autoregressive order. We chose the lag length of the endogenous 

variables, ip , by combining standard selection criteria; namely the Akaike information 

criterion (AIC), the Schwarz Bayesian criterion (SBC) and the log-likelihood ratio statistic 

(LR). These criteria were adjusted to take into account the potential small sample problems, 

starting from a maximum lag order of four. The results, reported in Table 4, indicate that 

the SBC suggests order one for all models except Bolivia, Mexico and US, the AIC selects 

order four for Chile, Mexico and the Euro Area, order three for Peru, order two for 

Argentina, Bolivia, Japan and the US, and order one for Brazil, while the LR favours an 

order of autoregression higher than four for Mexico, three for Chile, Peru, and Euro Area, 

two for Bolivia, Japan, and US, one for Argentina and Brazil. 

[Table 4 about here] 

                                                
57 The only exceptions are the real exchange rate of Mexico that seems to be stationary, and the net foreign assets 

of Bolivia, which appear to be (2)I . We choose to model these variables as realizations of (1)I  processes 

since the actual integration properties of the real exchange rate series of Mexico are likely to depend on the 

composition of its trading partners prices and exchange rates. For example, using a different basket of trading 

partners, Boschi (2007) finds that the real exchange rate of Mexico is (1)I . The net foreign assets of Bolivia 

were treated as (1)I  since this hypothesis is rejected at the 5 percent confidence level but not at the 10 

percent.  
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Given the alternatives, and taking into account the limited sample size compared to the 

number of unknown parameters in each VARX* model, where X* indicates foreign exogenous 

variables, the lag order ip  is set equal to 1. This choice is comforted by the fact that the 

SBC estimates the lag order consistently, while the AIC does not (Lütkepohl (2006), p. 151). 

In order to choose the lag order of the foreign specific variables, iq , an unrestricted VAR was 

run for each country/region in which the foreign variables are treated as endogenous, 

obtaining similar results.58 Basing on this evidence and considering data limitations, we set 

iq  equal to one in all models. 

Misspecification tests. The selected lag order and the inclusion of dummy variables 

corresponding to residual values larger than 3.5 times the standard error is sufficient to 

obtain a satisfactory specification of the models, giving support to our model specification 

strategy. Univariate specification tests, reported in Table 5, show that the null hypothesis of 

no serial correlation is rejected only in 5 out of 36 equations at the standard confidence level, 

while the null of normality is rejected only in 3 equations. Finally, the univariate F  test 

rejects the null of homoschedasticity only for Japanese output and US real exchange rate at 5 

percent level. 

[Table 5 about here]  

In order to detect possible parameters instability due to structural breaks conventional 

CUSUM and CUSUMSQ tests at single equation level for each model were undertaken. The 

results, unreported here to preserve space, were comforting since episodes of parameters 

instability emerge only for a limited number of equations and only for very short periods of 

time.59 

                                                
58 These results are unreported to save space, but are available on request.  

59 These are the beginning of the nineties for the Argentinean, Chilean, Peruvian, and US net foreign assets, for 

the Chilean, Mexican, and Peruvian real interest rate, and for the Mexican and US real exchange rate; the 

beginning of the eighties for the Chilean and US output. Complete CUSUM and CUSUMSQ tests results are 

available on request.  
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Cointegration tests. Table 6 reports the maximum eigenvalue and trace tests statistics 

together with their associated 90 and 95 percent critical values. Both tests select 

unambiguously a cointegration rank equal to 1 for Brazil, Mexico, Peru, and Japan, and 4 for 

the US. For the other models, where the results were less clear cut, we favoured the 

conclusion of the trace test comforted by Johansen (1992), according to which the maximum 

eigenvalue test may produce a non-coherent testing strategy. Thus, we set a cointegration 

rank of 1 for Argentina, and 2 for Bolivia and the Euro Area. As for Chile, after considerable 

experimentation, a rank of 2 was chosen in order to have a more stable Global VAR.60 

[Table 6 about here] 

Properties of the Global VAR. Since in the GVAR the total number of endogenous 

variables is 36 and that of cointegrating relations is at most 15,61 it then follows that matrix 

FFFF  in equation (5) must have at least 36-15=21 eigenvalues that fall on the unit circle in 

order to ensure stability of the global model. Our results confirm this; the matrix FFFF  

estimated from the country-specific models has exactly 21 eigenvalues falling on the unit 

circle, while the remaining 15 are all less than one (in modulus). 

A second key assumption of the GVAR approach is that idiosyncratic shocks are cross-

sectionally weakly correlated. The basic idea is that conditioning the estimation of 

country/region-specific VEC models on foreign variables considered as proxies of “common” 

global factors will leave only a modest degree of correlation of the remaining shocks across 

countries/regions. This is also important if we were to interpret the disturbances in the 

GFEVD analysis as “geographically structural”: an external shock is truly external if its 

contemporaneous correlation with internal shocks is weak. In order to verify these claims, 

                                                
60 Notice that the long-run structure defined by the cointegration space of each country/region specific model 

could be restricted according to the implications of a small open economy model (e.g. Boschi (2007) and Dees 

et al. (2007b)), but given the explicit focus of this paper on the relationship among economies at a business 

cycle frequency, we limited our exercise to unrestricted models.  

61 That is the sum of the ranks of matrix iΠ in equation (1) for each country 0, ..., 1i N= +  (Pesaran et al. 

(2004a)).  
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contemporaneous correlations of residuals across different country-specific models for each 

equation were computed. Table 7 reports such correlation coefficients, computed as averages 

of the correlation coefficients between the residuals of each equation (variable) with all other 

countries/regions equations residuals. A two-tailed t-test rejects the hypothesis that these 

coefficients are significantly different from zero at the conventional level. Thus, the model 

seems to be successful in capturing the effect of common factors driving domestic variables. 

[Table 7 about here] 

A third econometric concern refers to the assumption that foreign variables and oil price 

are weakly exogenous in the country/region-specific VEC models. Along the lines described 

by Johansen (1992) and followed by Pesaran et al. (2004a), we examined the weak exogeneity 

of these variables by testing the joint significance of the error correction terms in auxiliary 

equations of the country/region-specific foreign variables, *

itx  and the oil price. Specifically, 

we carried out the following regression for each lth element of country i vector of foreign 

variables, *

itx  and for the oil price: 

*

, , 1 , 1 ,

1

ir
j

il t il ijl i t i t il t

j

x ECM − −
=

′= µ + γ + ϕ + ζ∑ v∆ ∆∆ ∆∆ ∆∆ ∆  

where ilµ  is a constant, , 1

j

i tECM − , 1, ..., ij r= , are the estimated error correction terms 

corresponding to the ir  cointegrating relations found in the 
th

i  model, ,il kϕ  are coefficients, 

, 1i t−v∆∆∆∆  is defined by (1), and ,il tζ  is the residual. Then an F  test of the joint hypotheses 

that 0ijlγ = , 1, ..., ij r= , is carried out. Table 8 reports the results.  

[Table 8 about here] 

Most of the test statistics are not significant at the 5 percent level.62 Given the overall 

statistical support and the strong theoretical prior in favour of the weak exogeneity 

hypothesis, foreign variables and the oil price were treated as weakly exogenous. 

                                                
62 The weak exogeneity assumption is rejected at the 1 percent level only in the model of Peru for the short-term 

rates and in the Euro Area model for oil prices, while it is rejected at the 5 percent level in the models of 
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4 — Assessing the geographical origin of business cycle fluctuations in 

Latin America 

As discussed above, the modest degree of cross-country correlation of reduced form residuals 

allows for an approximated identification of disturbances according to their geographical 

origin. Given the focus of the present study, we confined our analysis to output fluctuations. 

Table 9 reports the GFEVD of each LA country’s domestic output over a simulation horizon 

of 40 quarters. Panel [A] refers to the contribution to domestic output forecast error variance 

of domestic shocks, i. e. y , sr , q , and nfa . Panel [B] summarises the contribution of 

external shocks classified according to whether their origin is regional, i.e. from other LA 

countries, or from one of the three industrial economies we consider in the analysis. Finally, 

Panel [C] reports an overall comparison of domestic versus foreign contribution to each 

country’s domestic output fluctuations.  

[Table 9 about here] 

Domestic shocks. A mixed picture of the local determinants of output variability 

emerged. Real factors (output itself) are neatly predominant over the whole forecast horizon 

only in Argentina and, especially, Brazil, while this is true only up to the 12th quarter for 

Bolivia, Chile and Mexico, and up to the 20th quarter for Peru. Financial factors seem to 

play a significant role in all countries apart from Argentina and Brazil (and even here still 

play a role).63 This is consistent with Canova’s (2005) findings that financial factors are an 

important channel of transmission of foreign shocks; or it could be interpreted as 

idiosyncratic sources of variability. However, this first block of results should be taken with 

caution since, as detailed above, the GFEVD tool does not allow for an economic 

identification of shocks, but rather it provides a meaningful characterisation of disturbances 

                                                                                                                                                   
Mexico and US for output.  

63 Specifically, net foreign assets are the main source of variability in Chile (from the second simulation year on) 

and Peru (at all horizons), while the real interest rate is the main source of output variability for some 

quarters in Bolivia, Mexico, and Peru.  
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according to their geographical origin, tracing out the dynamic responses of variables to 

typical (i.e. historically observed) shocks. Therefore, the rest of this Section will focus on the 

contribution of shocks having different geographical origin to LA countries’ domestic output 

fluctuations. 

Regional vs domestic shocks. Over the entire forecast horizon, regional factors contribute 

approximately 20 percent of domestic output variability in Argentina, Bolivia and Chile but 

drops to approximately 10 percent in Brazil and Mexico. This pattern is somehow more 

variegated in Peru where the contribution of regional shocks ranges from 13 to 42 percent. 

Overall this result supports evidence of a sizeable regional business cycle component in Latin 

America. Aiolfi et al. (2006) attribute this feature to the role of common global factors on the 

grounds of limited trade and financial linkages among these economies. However, the 

breakdown (unreported) of the figures in column 5 of Table 9 show that regional factors 

affect domestic business cycle through financial channels (short-term rates and net foreign 

assets) in a non-negligible way. Thus, since the main common global real and financial 

factors were controlled for in this study in a coherent model of the world economy, the 

findings are interpreted as due to similarities in the economic structure of the LA countries 

examined. 

Industrial countries’ vs regional and domestic shocks. In all Latin American countries 

considered here, domestic factors contribute far more than industrial countries’ factors to the 

variability of domestic output.64 Overall, industrial countries explain a small fraction of 

output fluctuation, ranging from 7 percent in Bolivia to almost 13 percent in Mexico. 

Specifically, the US economy is the most important contributor to domestic output forecast 

variability at all horizons for Argentina and Peru. The role of Euro Area is never very large 

on impact, but tends to increase over time. Japan gives an important contribution to output 

variability in all countries, and especially in Argentina, Bolivia, Brazil and Chile. This 

                                                
64 This is true for all countries at all horizons, with an average difference between the percentage contribution of 

domestic shocks and that of industrial ones stretching from 53 percentage points for Chile to 74 percentage 

points for Brazil.  
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central finding disputes the other relevant literature on international business cycles, most of 

which concentrate on the role of US macroeconomic variables and implicitly assume that the 

US role in the global economy and its trade and financial links with Latin America (the US 

“backyard”) are the main driving force behind business cycles co-movements in this region 

(Ahmed (2003), Canova (2005)). Falsifying a common suspicion, estimates show that the 

proportion of LA countries’ domestic output variability explained by the US (and by the 

other industrial countries) is modest when compared to the contribution of regional shocks. 

Robustness checks. In order to gain some insights on the reasons why our results differ 

from those studies where the US role seems bigger, a number of alternative models were 

estimated.65 In particular, we estimated first a VEC model including only output of all 

countries/regions considered in the GVAR - i.e. Argentina, Bolivia, Brazil, Chile, Mexico, 

Peru, the US, Euro Area and Japan. The results show that the role of the US and regional 

shocks are larger than in the GVAR, especially at longer forecast horizons, with the 

exception of Mexico for which the importance of US shocks decreases over time. In addition, 

six VEC models, one for each LA country – each model including the relevant LA country’s 

factors, i.e. ty , tsr , tq  and tnfa , along with the US counterparts – were estimated. As 

expected, in these six models the US factors play an even bigger role than in the VEC model 

containing only output of all countries/regions. The US explain on average more than 20 

percent of domestic output forecast error variance in all LA countries, with the only 

exception of Brazil.  

All in all, considering the evidence provided by the simple VEC models, the reason why 

in the GVAR the influence exerted by the US is smaller seems to be related more to the 

inclusion of a larger set of countries/regions than to the larger number of factors. This helps 

to understand why previous literature - where the US is the only external economy taken 

into account - overestimated the contribution of the US shocks to LA business cycle. In this 

                                                
65 Results of these additional estimations are unreported to save space, but they can be provided by the authors 

upon request.  
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respect, the paper by Kose et al. (2003) goes along the right direction since it considers a 

large group of countries. They find, like in this study, that country-specific factors are the 

main determinant of output fluctuations in Latin America, but they reserve a smaller role to 

the regional factors compared to this paper. However, the methodology in their paper, 

namely a Bayesian dynamic latent factor model, does not allow to recover the geographical 

origin of factors affecting domestic business cycle, but rather identifies the generic 

components of a series as divided in world, region and country-specific.66 For this reason the 

GVAR appears a more suitable methodology to address the problem of choosing the proper 

exchange rate regime for an emerging market basing on the main geographical determinants 

of its business cycle. 

Which exchange rate regime for Latin American countries? The findindgs of this paper 

have important implications for the choice among such alternative extreme exchange rate 

regimes, i.e. hard pegs (currency board or unilateral “dollarisation”), the formation of an 

independent common currency area and the freely floating exchange rate. First, as long as 

“dollarisation” requires a large degree of business cycle synchronisation among the country 

adopting the dollar and the US economy, the GFEVD analysis shows that in the LA 

countries this regime may be subject to strong destabilising shocks originated in countries 

other than the US, either developed or developing. A sensible way to take into account this 

fact could be pegging the domestic currency to a “synthetic” foreign currency built as a 

weighted average of the currencies of the main industrial and developing countries affecting 

domestic business cycle. Second, although the contribution of regional factors to domestic 

business cycle in LA countries is noticeable, and indeed larger than industrial countries 

influence, nevertheless idyosincratic shocks play a dominant role in all LA countries’ 

economies. This result cast doubts on the viability of a common currency area along the path 

                                                
66 Notice that from a more technical perspective, the methodology used in Kose et al. (2003) differs from ours 

because they compute the variance decomposition of the raw series of interest, while in this paper the forecast 

error variance decomposition is derived. Then, while we analyse the innovation (or unsystematic) part of the 

series as recovered from the residual of the estimated model, they decompose the systematic part of it.  
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set by the European Monetary Union. Idiosyncratic shocks could destabilise such a monetary 

arrangement well before it could enhance the required real and financial integration necessary 

to make it work. All results above suggest that a freely floating exchange rate might be the 

most viable option to be pursued in LA countries, in line with what argued by Ahmed (2003) 

and Berg et al. (2002).  

Implications for portfolio diversification. Aside from the academic and policy 

implications, our results may be of interest for international investors as well. The large 

contribution of regional factors to domestic business cycle suggests that economic conditions 

are highly correlated in LA countries. However, the GFEVD analysis show that this does not 

result from a sizeable regional business cycle component in LA as found by Aiolfi et al. 

(2006), but rather from the relevant role of all neighbour countries’ factors — real and 

financial - for domestic output fluctuations. This caveat notwithstanding, the evidence here 

reported should discourage investors to engage in regional risk-sharing. By contrast, portfolio 

diversification may still be a viable option when capital crosses continents.  

5 — Conclusions 

Over recent years, the increasing international economic integration driven by the 

liberalisation of current and capital accounts has stimulated a growing number of studies on 

the causative determinants of macroeconomic fluctuations in emerging markets. The vast 

majority of existing contributions implicitly assume that US are the main origin country of 

external shocks. In this paper we have demonstrated that this is not the case, at least not in 

LA countries.  

To quantify the relative contribution of domestic, regional and international shocks in 

explaining domestic output fluctuations, quarterly data over the period 1980:1-2003:4 was 

used and a multi-variate time series model was estimated to include six key LA countries 

(Argentina, Bolivia, Brazil, Chile, Mexico and Peru) as well as three major industrial 

economies (the US, Euro Area and Japan). The main findings can be summarised as follows. 

Domestic and regional factors account for the main share of output variability at all horizons, 
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while the proportion explained by industrial countries factors is modest. All in all, assessing 

the relevant contribution of shocks originating in other neighbour countries and in 

countries/regions other than the US will provide a better understanding of the actual 

geographical origin of external drivers of output variability in LA countries.  

From a macro-econometric research perspective, our findings suggest that presuming the 

US are the main source of external shocks can lead to misleading results. Other industrial 

countries and, especially, neighbour developing countries are largely influential on LA 

domestic economic conditions. Furthermore, admitting both real and financial channels of 

transmission of shocks across economies helps to avoid over-estimating the effects exerted by 

individual variables (for instance GDP) in explaining ouput fluctuation in LA countries. This 

result, in turn, should inform the choice of a reference currency when adopting a fixed 

exchange rate arrangement. “Dollarisation” does not appear an obvious option. Analogously, 

the formation of a common currency area in LA may be subject to excessively large 

destabilising shocks before the region economy is homogenous enough to make the 

arrangement work. In a nutshell, freely floating exchange rates remain a sensible option. On 

a more practical level, investors willing to diversify their portfolios’ risk could benefit from 

broadening their international composition, while concentration of asset acquisition in the 

same region appears inadequate given the large contribution of neighbouring countries’ 

factors to domestic output fluctuations.  

Appendix 

A.1 Data sources 

Net Foreign Assets (NFA). The NFA series is obtained for each country as the sum, 

period-by-period, of foreign assets and liabilities given by the following quarterly time series 

taken from the IFS database: DIA (Direct Investment Abroad - code 78...BDDZF), 

PIA (Portfolio Investment Assets - code 78...BFDZF), OIA (Other Investment Assets - code 

78...BHDZF), DIL (Direct Investment Liabilities - code 78...BEDZF), PIL (Portfolio 
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Investment Liabilities - code 78...BGDZF), and OIL (Other Investment Liabilities - code 

78...BIDZF). Therefore: NFA DIA PIA OIA DIL PIL OIL= + + − − − . 

Population (POP). The source is the IFS database. The code is 99Z..ZF.... Available 

annual data are interpolated linearly.  

Nominal Output (YNC). The series is the volume of GDP in billions of national 

currency. It is taken from IFS for all countries except for Brazil. The code is 99B./CZF.... 

The series for Brazil is obtained from IPEADATA.  

Output (YCC). The source for all countries, except Brazil, is the IFS database. The code 

is ..99BVP/RZF.. (2000=100). The quarterly data for Argentina’s GDP volume index are 

only available from 1993:1; the series is extended backward using the rates of growth of the 

GDP index series provided by Oxford Economic Forecasting. The GDP index of Brazil is 

obtained by deflating (with the CPI) the GDP volume in billions of national currency 

provided by IPEADATA.  

Price index (CPI). The source is the IFS’ Consumer Prices Index (CPI), which code is 

64...ZF.. (2000=100).  

Exchange rates (NER). The source is the IFS’ series of National Currency per US 

Dollar, with code 17 .RF.ZF... except fo Mexico for which the series ..WF.ZF... is used.  

Nominal short-term interest rates (SR). The series is the Money Market Rate or 

equivalent (code 60B..ZF...) from the IFS.  

Oil price (OILP). The series is the price of Brent from IFS, with code 11276AAZZF....  

A.2 Variables construction 

The Euro Area variables are constructed as weighted averages of the corresponding series of 

Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy, Netherlands, Portugal, 

and Spain. The weights are each country’s mean shares of the Euro Area’s real GDP in PPP 

over the period 1995-2000. The real GDP in PPP series are obtained from the World Bank’s 

World Development Indicators 2002. Following Pesaran et al. (2004a), the variables used in 
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the estimation of each country/region-specific VEC model are constructed from the series 

above as follows:  

2000ln[100 ( / ) / ]y YCC POP POP= ⋅ ; 

10.25 ln(1 /100) ln( / )sr SR CPI CPI+= ⋅ + − ; 

2000ln(100 / ) ln( )q NER NER CPI= ⋅ − ; 

/( / )nfa NFA YNC NER= ; 

*

0

N

i ij jj
y w y

=
=∑ ; 

*

0

N

i ij jj
sr w sr

=
=∑ ; 

2000ln(100 / )oil OILP OILP= ⋅ . 
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Table 1 — Trade weights 

 
 
Notes: Trade weights, computed as shares of exports and imports in 1995-2001, are displayed in column by 

country/region. Each column, but not row, sums to one. Source: Direction of Trade Statistics Yearbook, IMF, 

2002. 
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Table 2 — ADF unit root test statistics 

 

Notes: The ADF statistics are based on univariate AR(p) models in the levels with p chosen according to the 

modified AIC, with a maximum lag order of 11. The sample period is 1980:1-2003:4. The regressions for all 

variables in the levels include an intercept and a linear trend with the exception of interest rates whose underlying 

regressions include only an intercept. The 95 percent critical value for regressions with trend is -3.46 and for 

regressions without trend -2.89. 
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Table 3 — ADF unit root tests with breaks statistics 

 
Notes: the regressions for all variables in the levels include an intercept and a linear trend with the exception of 

interest rates whose underlying regression include only an intercept. For differenced variables the regressions do 

not include an intercept and a linear trend. The lag order, selected according to the AIC with a maximum lag 

order of 10, is reported in square brackets. 
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Table 4 — Test statistics for selecting the lag order of the endogenous (domestic) 

variables in the VARX*(pi,qi) model 

 
 

Notes: statistics in bold indicate the order selected by the relevant criterion/test. Unrestricted VARs are 

estimated with foreign variables treated as exogenous. 
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Table 5 — Univariate specification tests statistics 

 
 

Notes: the figures in square brackets are probability values associated with test statistics. The symbols “*” and 

“**” denote statistical significance at the 5 percent and the 1 percent respectively. 
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Table 6 — Cointegration rank statistics 

 
 

Notes: the last two columns report the critical values at the 95 percent and 90 percent significance level. Statistics 

in bold indicate acceptance of the null hypothesis at the 5 percent significance level.  
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Table 7 — Average cross-section correlations of residuals 

 
 

Notes: each entry is the average correlation of the residual of the equation on the corresponding row for the 

country/region on the corresponding column with all other countries/regions endogenous variables residuals. Two-

tailed t-test statistics with 93 d.o.f. are in square brackets. The null hypothesis is no correlation. The 5 percent 

critical value is 1.98. 
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Table 8 — F statistics for testing the weak exogeneity of the country-specific foreign 

variables and oil prices 

 
 

Notes: the figures in square brackets are probability values associated with test statistics. The symbols “*” and 

“**” denote statistical significance at the 5 percent and the 1 percent respectively. 
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Table 9 — Generalized variance decomposition of the forecast error of output 

 
 
Notes: share of the k-step ahead forecast error variance of domestic output explained by the shocks on the 

corresponding column. Entries have been normalized so that they sum to 100. Each entry in columns “All 

domestic factors” and “All foreign factors” are the sum of the corresponding percentages in columns 2, 3, 4, 5 and 

in columns 6, 7, 8, 9, respectively.  

 

  

 


