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Chapter 1  

 

INTRODUCTION 

 

 

Laser-induced plasma in liquids exhibits a number of important effects beside the luminous 

emission, among them there are: cavitation bubble formation, bubble collapse, generation of the 

shock waves and acoustics waves [1]. In the past decades, an extended research has been performed 

relative to the laser-induced plasma formation and its effects in liquids, mainly motivated by the 

medical laser applications, such as ophthalmic laser surgery, tissue cutting, laser angioplasty, laser 

lithotripsy etc. [1-2 ]. A number of the industrial applications have been also developed concerning 

the laser-processing in liquids through the plasma formation, including: wet etching and cutting, 

then welding, cladding, cleaning, laser shock peening and deposition of thin films [3]. Laser 

ablation of a solid target in a confining liquid provides an effective means to synthesize 

nanoparticles, especially for the metastable nanocrystals such as diamond and carbon related 

materials, immiscible alloys, etc [4]. On the other hand, the gas bubble produced by the laser 

formed breakdown in liquids (in absence of solid material ablation) might experience a quasi 

symmetrical collapse [5]. The final phase of the bubble compression leads to generation of 

extremely high local temperatures and pressures [1, 5-7]. This process is accompanied by a burst 

light emission called sonoluminescence [5-7]. The extreme conditions present at a moment of the 

maximum bubble compression can be also exploited for synthesis of new types of nanomaterials 

and biomaterials [8], as well as for treatments of the waste waters [9]. These processes were mainly 

studied for the gas bubbles in liquids produced by ultrasonic waves. However, the bubbles with 

analogue properties can be also produced after laser-induced breakdown in liquids [7], but in such 

case the cavitation can be controlled better than in the case of ultrasonic excitation [5, 7].  

One of the emerging applications of the laser formed plasma in liquids is Laser Induced Breakdown 

Spectroscopy – LIBS (Chapter 2), where the spectral emission of the plasma is exploited for 

elemental sample analysis. LIBS applications for analyses of different materials in gas surrounding 

or vacuum have been studied and developed in the last two decades. A very few papers report such 

analyses underwater, which regard liquid impurities or immersed solid samples with flat surface 

only.  
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One of the main characteristics of laser-induced plasma inside liquids is fast quenching due to a 

dense medium (Chapter 3). This short-living, high density plasma has a relatively weak spectral 

emission with extremely broadened lines, thus limiting a possibility of LIBS detection only to main 

sample (liquids or immersed solids) constituents. These limits had been partially overcome by 

applying a Double-Pulse (DP) laser excitation. In this case the first pulse creates a gas bubble, 

which represents a less dense medium before applying the second (analytical) laser pulse. In this 

way, the LIBS detection limits were generally reduced to an order of magnitude of 1-10 ppm, 

except for alkali elements, for which some better sensibility was achieved. 

 

This dissertation covers an extended field of research relative to underwater laser-induced plasmas, 

mainly aimed to its spectroscopic applications, and includes: 

 

1) LIBS studies of immersed solid materials, both with flat and rough surfaces (Chapter 4) 

2) Data processing for manifold LIBS signal increase in presence of important signal 

oscillations, which appear in underwater plasmas and/or during measurements on rough 

surfaces also in other surroundings (Chapter 5) 

3) LIBS analyzes of soft materials underwater (Chapter 6), reported for the first time 

4) LIBS spectroscopy for bulk water analyses (Chapter 7) 

5) Studies of different laser excitation conditions applied on bulk liquids, and their 

consequences on the plasma and inherent gas bubble formation (Chapter 8) 

In all here reported experiments, a single laser source was used. Double pulses are obtained by 

applying two external Q-Switch (QS) triggers, during a single lamp flashing. A multi-pulse 

sequence was also tested and it was obtained by reducing the first QS trigger delay. In this way, the 

first QS aperture corresponds to a low population inversion, giving rise to the relaxation 

oscillations. Transformation of these oscillations to the output multi-pulse sequence was made by 

employing KDP* crystal inside the QS . This crystal is known to exhibit a piezo-voltaic effect, 

responsible for periodically incomplete attenuation after the QS [10]. 

Contents of the present dissertation is a result of about three years work conducted at ENEA 

Frascati, group FIS-LAS. These studies were funded by different funded projects: TECSIS – 

dealing also with in-situ analyses of materials inside marine archaeological park; MIAO and 
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PANDORA (points 2-5) – related to studies of the prototype instruments, including LIBS, for 

exploration of subglacial lakes, also in Antarctica. 

The results of here described research were presented at next international conferences: LIBS 2004 

(Malaga, Spain), EMSLIBS 2005 (Aachen, Germany), PACIFICHEM 2005 (Honolulu, USA) and 

LIBS 2006 (Montreal, Canada). They leaded to the following publications: 

 

• V. Lazic, , F. Colao, R. Fantoni and V. Spizzicchino, Recognition of archaeological 

materials underwater by laser induced breakdown spectroscopy, Spectrochim. Acta Part B 

60 (2005) 1014-1024. 

• V. Lazic, F. Colao, R. Fantoni and V. Spizzicchino, Laser-induced breakdown spectroscopy 

in water: Improvement of the detection threshold by signal processing, Spectrochim. Acta 

Part B 60 (2005) 1002-1013. 

• V. Lazic, F. Colao, R. Fantoni, V. Spizzichino, S. Jovićević, Underwater sediment analyses 

by laser induced breakdown spectroscopy and calibration procedure for fluctuating plasma 

parameters, Spectrochim. Acta Part B 62 (2007) 30-39. 

• V. Lazic, S. Jovicevic, R. Fantoni, F. Colao, Efficient plasma and bubble generation 

underwater by an optimized laser excitation and its application for liquid analyses by laser-

induced breakdown spectroscopy, Spectrochim. Acta Part B 62 (2007) 1433-1442. 

 

A part of the results published in the last paper from above, and some other not discussed in the 

present dissertation, are included into the next patent requested: 

“Metodo laser per una produzione efficiente del plasma e delle onde d’urto nei liquidi” (laser 

method for efficient plasma and shock wave generation in liquids), request B02006A000755. 

1.1 References 

[1] P. K. Kennedy, D. X. Hammer, B. A. Rockwell, Laser-induced breakdown in aqueous media, 

Prog. Quant. Electr. 21, (1997) 155-248. 

[2] F. Javier Gonzalez, Applied Laser Medicine, Hans-Peter Berlien and Gerhard J. Müller, eds.  

Springer-Verlag, Berlin, Heidelberg, New York, 2003.  

[3] A. Kruusing, HANDBOOK OF LIQUIDS-ASSISTED LASER PROCESSING, Elsevier 2007. 

[4] G.W. Yang, Laser ablation in liquids: Applications in the synthesis of nanocrystals, Progress in 

Materials Science 52 (2007) 648–698. 



 8 

[5] C. D. Ohl, O. Lindau, W. Lauterborn, Luminescence from spherically and aspherically 

collapsing laser induced bubbles, Phys. Rev. Lett. 80 (1998) 393-396. 

[6] D. Lohse, Sonoluminescence: inside a microreactor, Nature 418 (2002) 381-383. 

[7] O. Baghdassarian, B. Tabbert, G. A. Williams, Luminescence Characteristics of Laser-Induced 

Bubbles in Water, Phys. Rev. Lett. 83 (1999) 2437- 2440. 

[8] K. S. Suslick, G. J. Price, Applications of ultrasound to material chemistry, Annu. Rev. Mater. 

Sci. 29 (1999) 295–326. 

[9] P. R. Gogate, Cavitation: an auxiliary technique in wastewater treatment schemes, Adv. 

Environment. Res. 6 (2002) 335-358. 

[10] W. Koechner, Solid-State Laser Engineering, Springer (6
th

 Rev 2006). 

 



 9 

 

Chapter 2   

 

LASER INDUCED BREAKDOWN SPECTROSCOPY (LIBS) 

 
Abstract 
Principles of LIBS technique are given together with its advantages and limitations. The LIBS 

instruments with their principal components and typical configurations are also reported. The main 

characteristics of the laser-produced plasma and the methods for obtaining the information about 

the sample from the spectrally resolved plasma emission, is discussed.  

2.1 Principles of LIBS 

LIBS technique [1] is a powerful tool for in-situ elemental measurements in different surroundings 

such as vacuum, then gas and liquids at different ambient pressures. The technique is based on 

plasma generation by an intense laser pulse, which duration is in nanosecond range or shorter. 

When analyzing the gasses or bulk liquids, the laser pulse generates a breakdown in the media. In 

the case of solid samples, the plasma is produced through laser-induced evaporation of the surface 

layer [2]. In both the cases, the intense laser pulse is also responsible for atomization and ionization 

of the material.  

The plasma growth and decay leads to different processes such as: expansion; shock waves 

formation; continuum (bremsstrahlung) emission and light absorption by free electrons (inverse 

bremsstrahlung); collisions in the gas with excitation and relaxation of atoms/ions; chemical 

recombination and, as important for LIBS, de-excitation of the species (atoms, ions and molecules) 

through optical emission. Detection of the latter emission, obtained after laser-induced plasma 

formation, is a principle of LIBS technique. This radiation is usually detected in the spectral range 

covering near UV, visible and near IR. 

Initially, the plasma temperature is very high, typically above 15 000 K, and its radiation is 

dominated by the continuum component (Fig. 2.1) due to bremsstrahlung emission from free 

electrons and ion-electron recombination [3]. The continuum emission intensity is higher for the 

measurements in more dense medium (high gas pressure or inside liquids), and has a relatively fast 

decay. It is followed by appearance of the ionic and atomic lines, where the ionic lines are more 

intense in the early plasma stage characterized with a high temperature. Due to a denser electron 

cloud in the early plasma, the emission lines are strongly collisionaly broadened thus preventing to 

resolve many of them. Often, the progressively decaying plasma emission can be still detected after 
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few tens of microseconds from the laser pulse. In sufficiently cooled plasma, the emission from the 

molecules, formed from the species initially present in the plasma, can be also detected. Some 

molecules or fragments such as CN and C2, can be observed also for the shorter acquisition delays. 

In order to avoid that the initial strong continuum masks emission lines, and/or that the strong 

initially broadened lines cover the weaker lines, it is preferable to delay the spectral acquisition with 

respect to the laser pulses. The acquisition gate and delay in certain experimental conditions can be 

optimized for obtaining maximum Signal-to-Noise Ratio (SNR) for a range of the analytical lines 

[4-5].  

The atomic and ionic lines, once assigned to specific transitions given in databases [6-7], allow for a 

qualitative identification of the species present in plasma and consequently of the elements initially 

present in the sample (section 2.4). The relative intensities of the emission lines can be used for 

quantitative determination of the corresponding elements (see section 2.5). 

A growing interest in LIBS technique and its rapid development in the past two decades can be 

attributed to its numerous advantages such as: 

• Possibility to perform in-situ measurements with minimum or none sample preparation, and 

in different surroundings 

• Theoretically, all the elements could be contemporary analyzed, both in traces and for the 

concentrations up to 100%. Development the of a wide range, high-resolution spectrometers 

allowed to capture the whole spectra necessary for the sample characterization, which often 

can be obtained by applying even a single laser shot 

• The technique is essentially non destructive i.e. micro-destructive: as for example, ablation 

of less than one microgram of the sample could be sufficient for the analysis. 

• The measurements can be applied both for a single point analyses and for the extended 

surface mapping 

• Through the material removal rate (typically less than 1 µm per pulse) it is possible to 

measure the vertical element distributions in a small scale. Laser ablation can be used also 

for removal of the unwanted surface layers prior to the analyses. 

• The instrument needs only an optical access to the sample, which does not induce the 

sample contamination, and it is possible to implement the measurements also in hostile 

environments. 

• Data analyses can be completely automatic and the instrument can be implemented for on-

line analyses 

• The cost of the instrumentation is relatively low and it is possible to achieve the system 

miniaturization 

• Using an UV laser excitation, the system could be easily switched from LIBS to LIF (Laser 

Induced Fluorescence) measurements, the latter are important for biological studies. 
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A wide range of LIBS applications has been developed in recent period [1, 8-9], including: 

monitoring of environmental contaminations (soils, water, aerosols and biological tissues), control 

of material processing - particularly developed for steel industry, sorting of materials, monitoring of 

traditional and nuclear power plants, detection of explosives [10] and other hazardous materials, 

characterization of archaeological materials and artworks [11] etc. Recently, LIBS instruments have 

been also proposed for planetary exploration [5, 12-13]. 
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Figure 2.1: Example of LIBS spectra from stainless steel as a function of acquisition delay from the 

laser pulse. The signal acquisition gate is 50 ns. 

2.2 Instrumentation 

A typical LIBS apparatus is shown schematically in Fig. 2.2, and its main components are: 

 

• Pulsed laser that generates plasma 

• Focusing optics for the laser beam 

• Sample holder (if used) 

• Optical system for collecting the plasma emission and for transporting it to a spectrometer 

entrance. It can contain lenses, mirrors and fibre optic. 

• Spectrometer for light dispersion, equipped with a detector – usually a CCD device is used 

without or with an intensifier (ICCD).  
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• Computer and electronics for triggering the laser, synchronization with the detector, eventual 

gating of the detector (for ICCD), then for the data acquisition and storage. 

 

 
 

 
Figure 2.2: A common LIBS lay-out: bi-axial configuration 

2.2.1 Lasers 

For LIBS it is necessary to apply laser pulses with a high peak power, typically of 5 MW or more. 

Such a peak power can be obtained with moderate laser pulse energies (in order of 1 mJ) which 

have duration in nanosecond range. More efficient plasma generation is obtained with shorter 

pulses, as for example of femtosecond duration. However, the complexity and costs of femtosecond 

lasers make them less attractive for in-field applications.  

Monochromacity of the laser source for LIBS is not critical. Regarding the laser wavelength choice, 

the following considerations must be taken into account: 

• Sample absorption at a given laser wavelength. 

• The surrounding medium should be transparent for the laser radiation: for example in 

underwater analyses it is preferable to use green wavelengths where water has a transmission 

window 

• For shorter laser wavelengths, the continuum component of the LIBS plasma is lower due to 

reduced (inverse Bremsstrahlung) absorption of the laser radiation by free electrons in plasma. 
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Lower continuum emission is favourable when using a compact and cheaper CCD detector 

without gating option. 

Beam quality of the laser is important for obtaining small spot sizes (micro-sampling) and it is 

particularly critical for long-range (stand-off) measurements where the beam is focused at distances 

up to 100 m [14]. In the latter case, also the beam directionality becomes very important. 

Pulse-to-pulse laser stability is not critical for the signal accumulation over a sufficient number of 

laser shots. It becomes more critical in the case of single shot quantitative analyses without applying 

some signal normalization (see section 2.5). 

In the majority of LIBS measurements a flash-lamp pumped, Q-Switched Nd:YAG laser is used. 

This type of laser is well commercially established and has many advantages over the other laser 

sources. Among them, there is also the possibility to operate at different wavelengths (1064 nm, 532 

nm, 355 nm and 255 nm). Often, all these wavelengths could be changed inside the single laser 

source, by an appropriate insertion of the frequency conversion elements. Beside, two or more laser 

pulses can be also extracted during a single lamp flashing [15], with advantages for the analytical 

LIBS performance [16]. 

Research on the LIBS system miniaturization and with reduced power consumption has brought to 

the implementation of diode pumped lasers containing a passive QS [17-18]. In absence of the 

amplification stage, these lasers can produce the nanosecond pulses with energy up to 2 mJ. Due to 

low pulse energy, a tighter focusing is required in order to achieve sufficient SNR. 

2.2.2 Optical system 

Laser beam, sometimes expanded, is focused onto a sample by means of one or more focusing 

lenses. In some cases, instead of lenses a telescopic system containing the mirrors is employed [14]. 

Focal length of the system must provide a sufficiently small laser spot, i.e. the laser energy density 

high enough for the plasma generation. Using low energy lasers, such as microchip lasers [17], it 

could be necessary to employ a microscopic objective for the beam focusing. For underwater LIBS 

applications, a lens (or lenses system) with a short focal length must be used (example 20-30 mm) 

due to water absorption and light scattering by the eventual suspended particles [19], bubbles and 

hydro-aerosols. 

Beside a bi-axial configuration for the laser beam focusing and plasma light collection (Fig. 2.2), a 

mono-axial system is often used (Fig. 2.3). This configuration is less sensible to misalignment and 

particularly recommended for analyses of irregular surfaces. 
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For most of the sample types, the elemental emission lines in UV spectra supply a lot of analytical 

information, so the collecting optical system should be transparent in this spectral range. In these 

cases quartz optics is usually employed.  

Typical collecting system contains an optical fibre or a fibre bundle. In the latter case, the exit of the 

bundle can be arranged into a line, to match or to replace the monochromator entrance slit. If an 

array of the compact spectrometers is used, a fibre bundle serves to split the optical signal towards 

the entrances of different spectrometers.  

 
Laser 

CO2 

To pump 

Pierced mirror 

Optical 

fibre 

To 

spectrometer 

 

Figure 2.3: Example of mono-axial LIBS system configuration, here used for measurements inside 
a low pressure chamber 

2.2.3 Spectrometers and detectors 

Due to spectral interferences, it is important to use High Resolution (HR) spectrometers, a 0.1 nm 

or better resolution is typical for the LIBS systems. In Fig. 2.4 there is an example of LIBS spectra 

obtained by a Low Resolution (LR) compact spectrometer and by a HR system (0.55 m 

monochromator, grating 1200 gr/mm). The loss of the analytical information is clear in the case of a 

LR system, which generally allows for the detection of the main sample constituents but rarely of 

minor and trace elements. This fact is not only caused by the spectral overlap of different lines, but 

also by reduced SNR, critical for the weak emission lines such as expected for the elements present 

in the low concentrations . 
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Figure 2.4: A single-shot LIBS spectrum from a sediment recorded: (a) by a Low-Resolution system 
(0.3 nm); (b) by a High-Resolution system (0.1 nm) 

New designs of the HR spectrometers have been developed for LIBS, in particular the compact 

spectrometers [20-21] and Echelle [22-23].  

Compact spectrometers (Fig. 2.5) usually incorporate a CCD array or Photo-Diode Array (PDA) 

detectors, and up to eight modules are used to cover the spectral range between 200 nm and 1000 

nm. These modules are synchronized between them and with the laser pulse. The detectors 

employed here (CCD or PDA) do not allow for controlling the acquisition gate width, and the 

integration time is of order of 1 ms. This fact is disadvantageous in several cases: 

• In presence of an intense background illumination (daily light): the long integrated continuum 

light partially masks the LIBS signal of a relatively short duration (in order of 1-10 µs). 

• For detection of short living species, which recombine in the plasma  

• For detection of the plasma in Local Thermal Equilibrium (LTE), often necessary for the plasma 

modelling (section 2.3). 

• For underwater measurements if a sonoluminescence emission occurs following the collapse of 

a vapour bubble formed after the breakdown. The bubble collapse appears later than the LIBS 

signal and a very strong and broad sonoluminescence sometimes completely masks the LIBS 

emission [19]. 

Conventional Czerny-Turner spectrometers often have a CCD (or ICCD) for recording of the 

dispersed light. Although CCD operation as an image detector can be used for measuring the 
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spectrally resolved light distribution along the slit, for LIBS analyzes the CCD is usually operated 

in full vertical binning.  

 

 

Figure 2.5: Example of a compact, high-resolution spectrometer [20]  

Echelle spectrometer (Fig. 2.6) employs square CCD (example 1024x1024 pixels), usually with an 

intensifier. This spectrometer contains cross-dispersive elements to produce highly resolved 

spectrum in one direction and then to separate different grating orders along the perpendicular axis 

[22]. The image recorded at the exit plane, contains various orders corresponding to different 

wavelength ranges. For spectral analyses, specific software is required to transform so formed 

image to the spectral light distribution. With the commercial Echelle spectrograph, the full spectra 

can be recorded in the range of 200-800 nm or 200-1000 nm, and with a resolution of 0.05-0.1 nm. 

Contemporary recording of the full spectra drastically reduces the measuring time for multi-

elemental analyses. Single-shot full spectra are necessary for a single sample point characterization, 

as for example: during the multi-elemental surface mapping or vertical sample profiling, then for 

characterization of small targets (example droplets) and for micro-destructive analysis as is the case 

of artistic and historical objects. However, Echelle spectrometer have some disadvantages, the most 

important beside a high cost, is a relatively low signal.  

The most advanced and flexible LIBS detection is based on an ICCD sensor, which allows both for 

the measurements of the spatial and temporal distribution of the spectra. The detector can be gated 

down to a few nanoseconds and is used for determining of the temporal plasma behaviour. A main 

disadvantage of an ICCD is a relatively high cost and larger dimensions, so it is not used for the 

compact LIBS systems. Comparison of the CCD and ICCD based system for LIBS is reported in 

[24]. 
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For a limited number of analyzed emission lines, which are free of spectral interferences, instead of 

spectrometers it is possible to use also narrow band-pass filters coupled with other detectors such as 

a photomultiplier (PMT), photodiode (PD), avalanche PD etc. Such types of detection systems are 

generally implemented for some very specific applications. 

 

Figure 2.6: Echelle spectrometer [23] 

2.3 Plasma properties 

LIBS diagnostics, and in particular quantitative LIBS analysis, are often based on some 

assumptions, the most common are that the detected plasma is optically thin and in LTE. Starting 

from these assumptions, the plasma parameters (temperature and electron density) can be 

determined from the measured LIBS spectra and used for further data processing. 

2.3.1 Plasma in equilibrium 

For a partially ionized gas in a closed system, Complete Thermal Equilibrium (CTE) requires a 

presence of the following distributions and that these distributions are characterized by the same 

temperature T [3]: 

1) Velocity of the particles have Maxwell distribution 

2) Population of bound states has Boltzmann distribution 

3) Population distribution among ionization states is described by Saha equation 

4) Dissociation product have Guldberg-Waage distribution 

5) Distribution of radiation is described by Planck’s law. 

In laboratory conditions the plasmas are usually characterized by the low optical density and by 

temperature gradients, which prevent establishment of CTE.  The most prevalent deviation from 

CTE regards Planck’s distribution, which is rarely fulfilled due to loss of radiative energy that is not 
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reabsorbed within the plasma boundaries. However, even in the systems with density and 

temperature gradients, the temperature equivalence of other distributions (excluding the Planck’s) 

can remain locally valid if the electron density is sufficiently high. Plasmas in which equilibrium is 

maintained for all distributions (except Planck’s function) at any spatial point are said to be in Local 

Thermal Equilibrium (LTE). 

If the plasma is in equilibrium, the ionization depends only on the plasma conditions (density and 

temperature). LTE occurs in high-density plasma where collisions dominate over radiative 

processes. Differently, low density plasmas have often a charge state which is significantly lower 

than the equilibrium value. In the case of LIBS plasmas, it is often assumed that observed plasma 

volume, cantered to the hot plasma core, is in LTE. However, the external plasma regions are 

known to be cooler and less dense and part of their emission is also collected together with the 

emission coming from the plasma core. 

Let’s assume that the plasma contains only electrons (e), atoms and their first ionization stages, as it 

is usually case in LIBS plasmas during the detection window. Both heavy particles and electrons 

have Maxwell distribution corresponding to their temperatures: Th and Te respectively, where Th 

depends on the particle mass. If the plasma is in LTE, the electron temperature and the temperature 

of heavy particles are identical (Th = Te ≡ T), and the level population for all atoms/ions is given by 

Boltzmann formula, which includes the unique plasma temperature: 
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Where k, i refer to two levels with the corresponding populations Nk and Ni, which energies are Ek 

and Ei respectively. The corresponding level degeneracy’s are gk and gi, which are given in the 

atomic data-bases. Here, K is Boltzmann constant and U (T) is partition function for a single species 

(tabulated values). 

For the plasma in LTE, neglecting re-absorption effects of the emission, the recorded spectrally 

integrated line intensity I
ki
 corresponding to the atomic or ionic transition between energy levels Ek 

and Ei of the species α (atomic or ionic) is given by: 
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where a’α is a constant depending on the experimental conditions, Nα is species number density in 

the plasma, Aki is the transition probability. If the LIBS instrument is corrected for the spectral 

response, the atomic data accurate and complete, and the whole plasma volume imaged into 

detector or the species have the same distribution in the plasma, the constant a’α is the same for all 

the species. 
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For plasma in LTE the relative populations among ion stages are given by the Saha equation [3]. In 

typical LIBS plasmas during the observation window, a presence of the second and higher 

ionization stages could be neglected. Accordingly to the Saha equation, the number density ratio of 

neutral (Nα
I
) and first ionized species (Nα

II
) of each element α in the plasma depends on plasma 

temperature and electron density Ne: 
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where: Uα
I
(T) and Uα

II
(T) are partition functions of atomic and the first ionization stage 

respectively; E∞ is the effective ionization energy in the plasma surrounding; B is a constant with a 

value of 6.05E+21 cm
-3

 

LTE requires that collisional excitation and de-excitation rates dominate over radiative processes, a 

condition achieved if the plasma electron density is sufficiently high thus to allow the rapid energy 

exchange [25]: 

3123 )(106.1)( EKTcmN e ∆⋅⋅⋅≥−
                                                   (2.4) 

where ∆E (eV) is the largest energy gap for which LTE conditions hold. An existence of LTE 

requires high electron densities in plasma (typically 10
17

 cm
-3

 or higher) to involve both the atom 

and their ions in the LTE. Such high electron densities are often achieved in LIBS plasma generated 

at atmospheric or higher ambient pressures. 

Beside this condition (eqn. 4), LTE requires that local gradients of plasma properties (temperature, 

density, thermal conductivity) are low enough to let a particle in plasma to reach equilibrium. In fast 

expanding LIBS plasmas immediately after its formation or expanding into a low pressure 

surrounding, LTE is often missing as collisions and particle diffusions can not equilibrate rapid 

temperature/density variations. Usually, the LIBS plasmas at atmospheric pressures reach LTE after 

a time interval in order of 0.1-1 µs from its formation, and passes through successive states of LTE 

until the electron density becomes too low to satisfy criterion (2.4). 

2.3.2 Plasma temperature 

There are different methods for measuring the plasma temperature from its spectral emission [3], 

and the most used approach is based on the intensity ratio between two or more lines belonging to 

the same species. Starting from the eqn. (2.2), the measured intensity ratio of two lines from the 

same species α (atomic or ionic) is: 

KTEEe
gA

Ag

I

I /)'(''' −−=                                                              (2.5) 

Here, the indexes k, i are omitted from the expression. 
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By measuring the integral line intensities obtained by the instrument previously corrected for the 

spectral response, and for the lines with known values of A, g and E, it is possible to calculate the 

plasma temperature. The chosen lines must not be self absorbed; otherwise the calculated values 

could be quite erroneous. The two lines method for the temperature determination is not precise, 

and the accuracy can be improved by including simultaneously more lines of the same species into 

the calculation. To evaluate the plasma temperature, we take the natural logarithm of equation (2.2) 

obtaining: 
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By plotting the left hand term of equation (2.6) as a function of Ek , different emission lines 

intensities belonging to the same element lie along a straight line with a slope of -1/kT. This is 

called Boltzmann plot and for obtaining a good accuracy in the temperature calculation it is crucial 

that the line constants, given in the data bases, are accurate, that the upper levels are sufficiently 

spaced and inside limits of LTE (see eqn. 2.4) and that the considered lines are not saturated. An 

example of Boltzmann plot is shown in Fig. 2.7, obtained from a LIBS spectra of one copper alloy 

in air. The temperature calculation was performed automatically, after fitting the whole spectra 

(240-750 nm) and the details are given in [26]. 
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Figure 2.7: Example of the Boltzmann plot and the calculated plasma temperature [26] 

Initially, the LIBS plasma temperature is very high, and auto-ionization is dominant. The fast 

collisionaly processes bring the plasma to the conditions of LTE where the electrons have Maxwell 
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distribution, all the species have the same temperature, the population of energy levels corresponds 

to Boltzmann distribution, and the Saha equation describes the concentration ratio between two 

successive ionization stages. Further plasma cooling, expansion and recombination cause plasma 

departure from LTE. One of the indicators for missing LTE conditions is the Boltzmann plot. In 

Fig. 2.8 there is an example of the Boltzmann plot measured at different delays from the laser pulse 

[27]. A straight line, indicating the Boltzmann population, fits well the data point only for delays 

between 100 ns and 1500 ns. For other delays, there is a loss of LTE over the considered energy 

span (3-7 eV). 

In the early plasma stage, the ionic temperature is higher than the atomic one, and by comparing 

them an indication about LTE existence can be obtained.  
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Figure 2.8: Boltzmann plot measured over Fe atomic lines at different delays from the laser pulse; 
the sample is stainless steal in air [27]  

2.3.3 Electron density 

Once the plasma temperature is known, the electron density can be calculated from the spectrum: 

one way to calculate it is through the Saha equation (eqn. 2.3). From the line intensities of an 



 22 

atomic and its first ionization degree, their concentrations Nα
I
 and Nα

II
 respectively can be retrieved 

from eqn. 2.2. Then the electron density can be derived from eqn. 2.3: 
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These calculations require an existence of LTE over a large span of the level energies, which 

includes both the atomic and ionic levels. 

Under usual LIBS conditions, the line widths are mainly determined by the instrument and by the 

Stark broadening. The latter is caused primarily by collisions with the free electrons, although there 

is a smaller contribution of the collisions with ions. The most common method for determining of 

the electron density in LIBS plasmas is based on measurement of the Stark halfwidths of the atomic 

or ionic lines, for which the broadening coefficients are known in the literature [28]. Except for 

hydrogen lines, for which the formula is different, the electron density could be calculated from the 

measured Stark width ∆λs of the line [29]: 

 

eees NTNTANTw 162/16/14/14 10)]068.01)((1075.11[)(2 −−− ⋅⋅−⋅+⋅≅∆λ                     (2.8) 

 

where w(T) is electron impact half-width, Ne is electron density (cm
-3

) and A(T) is ion-broadening 

parameter. The second and the third term in the brackets often can be neglected in the case of LIBS 

plasmas, so the expression from above is simplified and rewritten as: 
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If the other types of line broadening, such as Doppler, Wan der Waals and resonant broadening can 

be neglected [29], as common for the LIBS plasmas [5], the Stark broadening can be obtained from 

deconvolution of the considered spectral line. For ionic lines and for atomic lines in absence of 

significant ion broadening, the line profile is described by Voigt function. The Gaussian component 

is due to the instrumental broadening, to be determined experimentally, and remaining FWHM is 

attributed to the Stark broadening described by Lorentz’s function.  

2.3.4 Self-absorption 

Plasma is optically thin when the emitted radiation traverses it and escapes from the plasma without 

significant absorption. In the case of strongly emitting atomic lines from the main sample 

constituents, the approximation of optically thin plasma often is not applicable. As a consequence, 

the relationship between the integrated line intensity and the species concentration (eqn. 2.2) is not 
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valid. Self-absorption of an analytical line also leads to a non-linear behaviour of the calibration 

curves (see section 2.5), showing a saturation at high element concentrations. 

Optical thickness at a certain transition wavelength causes the line broadening due to self-

absorption, and sometimes, even the line self-reversal (Fig. 2.9). In the case of multiplet transitions, 

the existence of self-absorption for these lines can be checked by comparing their intensity ratios. In 

the presence of the line absorption, the stronger lines when compared to those less intense from the 

multiplet have lower values than those given in the data-bases. Self-absorption of the lines have 

negative effects in the calculation of the plasma parameters, and a careful choice of the emission 

lines for such calculation must be performed [5, 30]. 
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Figure 2.9: Na resonant lines detected by LIBS: (a) optically thin plasma at these transitions; (b) in 
presence of self-absorption; (c) self-reversal due to a strong self-absorption 

2.4 QUALITATIVE LIBS ANALYSES 

Qualitative analyzes are aimed to establish the elements present in the sample, by exploiting the 

information from the registered spectrum. This information include: the wavelength of the emission 

lines, their intensities and relative intensities of the lines belonging to a single element at a certain 

ionization stage. The main problem in LIBS analyses of unknown samples is related to the overlap 
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of the emission lines from different elements, both atomic and ionic, given in the data bases. In 

order to assign the emission lines from the LIBS spectrum and thus to determine the elements 

present in the sample, it is necessary to consider the next: 

• The LIBS spectra, in typical time detection interval, have the detectable lines only from the 

atoms and single ionized species. Emission from higher ionization stages can be generally 

neglected.  

• When using a relatively long acquisition delays (in order of µs), except for some strong 

ionic lines belonging to the elements with a low ionization energy, the ionic emission becomes 

rather weak and the spectrum is dominated by the atomic lines.  

• Dynamic of the emission lines also depend on the composition and pressure of surrounding 

atmosphere. 

• A priori knowledge of the sample type is very useful for assignment of the emission lines.  

• Relative line intensities given in the databases can be exploited for the line assignment. 

Particularly, multiplet lines of one element are useful for the identification – if one of them is 

present and relatively strong (quiet above the detection threshold), also the others must be observed.  

2.5 Quantitative analyzes 

Quantitative analyses are aimed to determine the concentrations of different elements in the sample. 

LIBS technique applied for measurements of the element concentrations is not considered a very 

accurate and highly sensible technique as for example ICP-OES. Typically, LIBS analyses of solid 

samples with a priori known matrix have uncertainty 5-10%. The Limits Of Detection (LOD’s) are 

in ppm range and at fixed experimental conditions, they depend on the element analyzed. The 

analytical accuracy is also influenced by the experimental conditions, where some of the 

parameters, such as the laser energy fluctuations, can be controlled and corrected. The measurement 

error also depends on the sample physical and chemical properties [4, 31]. The latter is related to 

the so-called matrix effect [32-33] i.e. to the strong influence of the material composition on the 

produced plasma emission and therefore on the final analytical results.  

2.5.1 Variables affecting the quantitative analyzes 

2.5.1.1. Sample properties 

Sample overall chemical composition has a great influence on the relative emission line intensities 

in the plasma. If the sample contains a higher amount of easily ionized elements, such as alkali 

elements, the laser produced plasma has a higher density of the electrons. The increase of the 
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electron density leads to a more efficient electron-ion recombination. As a result, the ratio of neutral 

to ionic species in the plasma increases (see eqn. 2.3) and this affects the concentration 

measurements [33]. 

In addition to the chemical composition, the physical properties of the sample, such as: absorption 

at the laser wavelength, heat capacity, vaporization temperature, grain size and material 

compactness (some of these properties are chemically dependent), influence the laser ablation rate 

and also the plasma parameters. The grain size is related to the persistence of the laser generated 

aerosol above the sample surface, with consequences on the signal intensity (see the next section) 

[4, 34]  

2.5.1.2. Sampling geometry 

The laser energy density on the sample surface, which is determinant for the ablation rate per pulse 

and for the signal intensity as well, depends on the focal length. If this one is shorter, the system is 

more sensible to defocusing i.e. to the variations of the Distance Lens-Surface (DLS). This factor 

becomes critical when analyzing the rough surfaces. With the changes of the energy density on the 

sample, both plasma shape and plasma parameters vary [35], as well as a fraction of the atomized 

material with respect to the material removed mechanically from the surface (by shock-waves end 

eventual splashing). The optimal sample position for obtaining the highest signal by laser-induced 

ablation of solids is slightly above the focal plane [36-37]. At analogue energy densities on the 

sample, the ablation rate (so the signal), behaves differently with defocusing way when employing a 

spherical or a cylindrical lens [36]. 

The laser ablation also produces an aerosol, composed of substrate material. The aerosol persistence 

above the sample surface depends on the ambient pressure. When a dense aerosol formed by the 

previous laser pulse persists and relative long focal lengths are used, the energy density needed for 

plasma formation can be reached already much above of the analyzed surface [36]. This causes a 

partial absorption of the laser energy before reaching the sample. Consequently the sample ablation 

rate and the LIBS signal, is considerably reduced. On the other hand, the same aerosol presence, 

although scatters the incoming laser radiation, can contribute to a signal increase for intermediate 

focusing distances. Here, the threshold for plasma formation on the aerosol can is reached close to 

the sample surface, in the volume occupied by the plasma produced by the sample ablation. In this 

case, the aerosol containing the target particles is excited in the hot plasma and can even increase 

the intensity of the analytical lines as the sample material is already available without spending the 

energy on surface ablation. 

Other important factors are – the plasma shape and which portion of the plasma radiation is 

collected by the system and brought to the detection system. The plasma in a low pressure 
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environment is more expanded, while at higher pressures it tends to elongate towards the focusing 

lens with increase of the laser energy [35]. If the collection system collinear with the focusing one 

(Fig. 2.3), a great amount of the emission generated closer to the sample surface can be lost due to 

absorption by the plasma volume nearer to the focusing lens.  

The plasma also has a temperature distribution, with a hot core and colder external regions [38]. 

The species density distribution is not uniform [36], and there is a higher fraction of atoms in the 

plasma core [38-39] due to higher electron density and more efficient recombination. The ions are 

generated in the earlier plasma stage, and by the plasma expansion, brought before the atoms to the 

plasma edges [40]. All this determine a geometry dependent intensity of different emission lines 

even belonging to a single species [39]. 

2.5.1.3 Sampling method 

As discussed before, the laser ablation produces a persistent aerosol above the sample, which might 

influence the LIBS signal. An aerosol amount increases with the laser repetition rate. At fixed laser 

energy, the optimal repetition rate regarding both the LIBS signal intensity and Relative Standard 

Deviation (RSD) is strongly matrix dependent [4].  

Laser ablation creates small craters on the surface by laser-induced evaporation and material 

removal by the shock waves produced. On the compact materials such as metals, glasses, rocks etc., 

the crater diameter close to the laser beam diameter, while the depth depends on the ablation rate 

and on the number of the applied shots. When the laser pulses are applied to soft materials such as 

soils, the laser produced craters are much larger, because the material particles are easily removed 

by the shock waves. For sampling at a fixed position, a crater depth changes DLS and the distance 

between the plume and collecting optics. The plasma parameters also changes with the crater depth 

as the laterally confined plasma is denser and hotter than the plasma expanding semi-spherically 

into a free space [41]. 

Beside the crater effect and aerosol formation, which influence the LIBS signal, there is also a 

possible local surface enrichment with relatively large particles and heavier elements. This happens 

since the lighter particles are removed much easier by the shock waves. Then, the successive laser 

pulses find the surface containing different average particle size and with a different composition 

from the target. 

All here mentioned matrix-dependent factors affect the measuring accuracy. However, they can be 

partially compensated by sampling at different, always fresh points [4]. This is practicable by 

moving the sample (example rotation) or the optical head containing both the focusing and 

collecting system. The aerosol itself can be removed by a slight gas flow above the solid sample. 
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2.5.1.4 Surrounding environment 

The LIBS plasma is produced inside gaseous (or liquid) environment, which composition and 

pressure influences the plasma characteristics and the results of the measurement. [42]. Reducing 

the atmosphere pressure, the plasma generated at the leading edge of the laser pulse is less dense as 

it expands more effectively into a low pressure surrounding. A remaining (later) portion of the laser 

pulse is then less shielded by the plasma itself, i.e. better coupled to the target. This leads to an 

increase of the ablation rate with reducing of the surrounding gas pressure down to a few mbar. The 

fraction of the atoms in plasma decreases with lowering of the pressure due to reduced number of 

collisions in more expanded, less dense plasma. Both the plasma excitation and decay rate are 

determined by the collisions, which are pressure dependent. The overall influence of the gas 

pressure on the LIBS signal intensity is a result of the above mentioned factors and of the changes 

in the plasma geometry. The latter determines a portion of the plasma collected and brought to the 

detection system. 

Ionization potential of the ambient gas is of a particular importance for the LIBS signal. A lower 

gas ionization potential means that is easier to produce the plasma and that its temperature is 

expected to be higher. Cooling processes in the plasma are more efficient for lighter gases (example 

He), and this leads to a faster plasma decay. In summary, the measured LIBS intensities are higher 

as the surrounding gas is heavier and with an ionization potential [4].  

2.5.2 Different approaches in quantitative LIBS analysis 

2.5.2.1 Calibration 

Common approach for obtaining quantitative material analyses by LIBS is based on use of the 

calibration curves generated after measurements on the reference samples. The main limitation of 

this approach is related to the previously discussed matrix effect. Optimally, the initial calibration 

should be performed with standards having the matrices similar to that one of the samples to be 

characterized, and reliable concentration values can not be retrieved by LIBS on a priori unknown 

samples. Even for the well matched standard matrices, different sources of analytical errors could 

be present, such as slight variation of the experimental conditions, differences in the coupling of the 

laser radiation with the samples and on aerosol formation with respect to the standards used.  

LIBS analytical accuracy can be improved by reducing the effects of variable experimental 

conditions and ablation rates. To this aim, different kinds of the LIBS signal normalization have 

been proposed. The examples include lines intensities normalization: on the acoustic plasma 

emission [43], on the continuum plasma emission [44-45], on the overall plasma emission [46] and 

on a line intensity of some major matrix element [47]. The latter type of normalization is often used 
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in LIBS measurements on samples with unknown composition. In this way only the relative 

concentrations can be retrieved, except for well characterized matrices with a fixed content of the 

element used for the normalization. In Fig. 2.10 there is an example of the calibration graph 

obtained before and after the line intensity normalization on the integrated plasma emission [46]. In 

the latter case, the point scattering on the calibration graph is significantly reduced, as it can be seen 

form the reduced standard deviation (SD) and improved correlation factor R. 
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Figure 2.10: LIBS measured vs. certified Cr concentration for different soil-like reference samples 
(atomic transition at 425.43 nm) before (a) and after the line intensity normalization (b) on the 

integrated spectral emission (240-750 nm). 

In order to analyze quantitatively the samples starting from calibration on reference materials whose 

LIBS plasmas have different temperature and electron density, correction coefficients for the 

element concentrations have been derived [44]. After generating the calibrations plots I(C
REF

) for 

single elements by using standards with different concentrations C
REF

, the calibration coefficients 

A
REF

 are determined for corresponding T
REF

 and Ne
REF

 i.e. temperature and electron density in the 

case of reference samples. For an unknown sample which plasma has T
X
 and Ne

X
 different than in 
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the case of reference materials, the concentration C
REF

 found from the calibration graph should be 

corrected for the factor F
X
 that accounts for differences in plasma parameters: 

REFXX CFC ⋅=       (2.10) 

 

The correction coefficient F
X
 for the concentration measurements through an atomic line emission 

was derived step-by-step and can be expressed as: 
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where f2(T,Ne) corresponds to the number density ratio of ions and atoms in the plasma (see eqn. 

2.3). 

If an element concentration is measured through an ionic line emission, the derived correction 

factor Fi
X
 in eqn.2.10 results: 
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Although the correction factors were here derived neglecting the line self-absorption, the latter 

effect, whenever present, is partially compensated by a non-linear calibration curve. 

 

2.5.2.2 Calibration-Free method 

Calibration for the quantitative LIBS analysis is time consuming and limited to a certain class of the 

samples. Another approach for retrieving the element concentrations by LIBS is the so-called 

Calibration-Free (CF) procedure [48-49], which is based on a simultaneous detection of all major 

elements in the sample and on assumption of the plasma in LTE. Plasma temperature T can be 

determined from Boltzmann plot (see section 2.3) and then the plasma electron density can be also 

calculated. The species concentrations in the plasma could be determined from the emission of one 

neutral (or ionic) line (eqn. 2.2) and the number density of the corresponding ions (i.e. atoms) is 

then calculated from the Saha equation (eqn. 2.3). If the sample stochiometry is conserved in the 

LIBS plasma, the concentration of the element α in the sample is proportional to the sum of atomic 

and ionic (single ionized) particles: 

)(
' III NNbC αααα +=       (2.13) 

Where bα’ is an experimental constant for one element, which is assumed to be equal for all the 

elements in CF normalization: 
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1=∑
α

αC       (2.14) 

CF procedure requires that all the major sample elements are simultaneously detected by LIBS and 

was successfully applied for analyses of aluminium and precious alloys [49]. However, there are 

elements that are difficult to be detected by LIBS, such as sulphur and chlorine, and the elements 

that suffer from interference from the surrounding atmosphere, such as oxygen for the 

measurements in air. CF-LIBS applied on unknown samples with a significant content of 

unidentified or interfering elements (example - on soils), could lead to large measurement errors, up 

to one order of magnitude [50]. Further limitation of CF-LIBS accuracy is due to uncertainty of the 

available databases for less studied elements. This in particular contributes to the analytical errors 

through the calculation of partition functions, included in eqns. 2.2-2.3. CF procedure assume the 

preservation of the sample stochiometry in the gas phase, which is often missing for some classes of 

materials, as for example copper alloys containing the zinc [51]. Finally, CF method does not 

consider losses of atom/ions through chemical reactions in the plasma, which might lead to the 

formation of molecules and fragments also during the observation time interval. The examples 

include formation of C2 after ablation of carbon containing samples, as well as of CN in presence of 

nitrogen coming from the sample and/or air. The latter fragment might be detected also shortly (500 

ns) after the laser pulse and its emission persists for different tenths of microseconds.  

2.5.2.3 Hybrid approach 

Beside the two above methods for obtaining quantitative LIBS results, a mixed approach including 

both the initial calibration and CF procedure have been also reported [26]. Here, the initial 

calibration was used to retrieve the coefficients b’α for each analyzed element, which were supposed 

to be different from one element to another. Then the CF normalization was applied following the 

revised formula: 

1'/ =∑
α

αα bC       (2.15) 

In this way, the uncertainties in the atomic data bases and matrix effect are partially compensated.  
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Chapter 3   

 

LASER INDUCED PLASMA UNDERWATER 

 

Abstract 
Laser-induced plasma formation inside liquids is discussed together with the plasma properties and effects, 

such as bubble cavitation, and their consequences on underwater LIBS analyses. Particular attention is 

devoted to double-pulse LIBS analyses in liquids and importance of the timing between the two pulses. 

 

3.1 Laser initiated plasma inside liquids 

Laser Induced Breakdown (LIB) by short pulse exposure (in the microsecond to femtosecond 

regime) can be result of two mechanisms: multiphoton absorption or cascade ionization [1-2]. These 

two processes can occur in gases, liquids and solids. Multiphoton ionization is a nonlinear process, 

which becomes significant only at high laser power densities and/or at short laser wavelengths. 

Each electron of a media is independently ionized by simultaneous multiphoton absorption, and 

initial presence of free seed electrons in a medium is not required. The process is fast and it is 

dominant in femtosecond pulse regime.  

Differently, cascade ionization requires that free electrons are already present in the focal volume 

before the laser pulse arrival [3]. Except in the case of a pure media, such “seed” electrons” are 

normally present, usually coming from thermal ionization of the impurities. In absence of seed 

electrons, cascade ionization can build-up only if first, a number of free electrons is produced 

through multi-photon absorption, also by the starting edge of the laser pulse. Cascade ionization is 

then build-up through inverse bremsstrahlung absorption, where the free electrons which gained 

sufficient energy, may ionize a bound electron by collision. Repetition of these processes leads to a 

multiplications of free electrons, so to the plasma formation. Once initiated, the avalanche 

ionization continues until the end of the laser pulse. In order to obtain and sustain the breakdown, 

the rate of an energy gain of the free electrons must exceed the rate of the energy losses due to 

inelastic collisions. Also, the ionization rate by free electrons must be higher than the loss of free 

electrons caused by electron-ion recombination and diffusion of free electrons out of focal volume 

[3].  

Cascade breakdown is a probabilistic process [4-6] as it depends on a number of initial free 

electrons in the focal volume, which is also influenced by liquid impurities. As a consequence, 

when focusing the laser pulses with duration of picoseconds or longer inside liquids, the breakdown 
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threshold is influenced by the impurity concentrations and types [7]. This dependence vanishes for 

ultra-short (femtosecond pulses) where multiphoton ionization is dominant process.  

The threshold for LIB, also in liquids, depends also on the laser beam properties, such as 

wavelength, pulsewidth, beam diameter and focusing geometry, the latter determining the plasma 

shape (see section 3.2). 

Once the plasma is formed, it absorbs a significant portion of the remaining part of the laser pulse, 

mainly through inverse bremsstrahlung effect. The plasma is then rapidly heated, and for pulse 

durations in order of picoseconds or longer inside liquids, it can reach temperatures of 6000-16000 

K [3, 8-9], while the measured plasma pressures are as high as 20-60 kbar [10-12]. The high 

temperatures and pressures lead to plasma expansion at supersonic velocities, thus generating an 

acoustic signal and cavitation effects. Visible plasma emission mainly comes from bremsstrahlung 

emission from free electrons and from electron-ion recombination. These processes produce a 

broadband spectrum, but this emission might not be detectable for very short laser pulses, which 

produces cooler plasma and of shorter duration. Following recombination, bound state electronic 

transitions produce spectral emission lines characteristic for medium. 

Experimentally, a breakdown event in liquids is determined through a presence of some of above 

mentioned effects (visible plasma emission, shock waves and bubbles), and detection of the 

cavitation bubbles left after the breakdown is often used as endpoint in threshold measurements for 

short laser pulses [11, 13-14]. 

A minimum free electron density corresponding to breakdown is usually assumed to be 10
18

 cm
-3

 

[15-16], which approximately represents a minimum density at which significant optical absorption 

occurs in the plasma.  

Theoretical modelling of LIB threshold in aqueous media is difficult because the structure and 

physical properties of water are still not completely understood despite decades of study. Liquids 

have amorphous nature, with variation of localized potential, which determines a trapping of quasi-

free electrons in potential wells, so called solvated states [17]. Molecules in liquid water also tend to 

associate or cluster on undetermined fashion [18-19], and all these makes difficult to determine the 

electron mobility in water. Different models for breakdown threshold in liquids have been 

developed, such as “lucky electron model” [4] and a simple first order model [7, 13, 15]. The 

numerical simulations indicate that for picosecond or shorter pulses, self-focusing becomes 

important in aqueous media [20]. Being these models quite complex, here only qualitative 

description is reported and with emphasis on nanosecond pulses. 

In water containing impurities, the threshold for the cascade breakdown is proportional to the 

ionization energy of water, which is 6.5 eV [18-19]. This threshold decreases with a number of free 
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electrons in focal volume, being the inverse bremsstrahlung absorption proportional to the square of 

the electron density (αIB∝ λ3
Ne

2
). Longer laser wavelengths have lower cascade breakdown 

threshold because this absorption is more efficient. Differently, for pure water carrier density can be 

neglected [19] and seed electrons must be supplied by multiphoton ionization, which threshold 

decreases with the laser wavelength. 

Cascade breakdown threshold depends on the spot size both due to an initial number of free 

electrons in the focal volume and to electron diffusion during cascade build-up. However, diffusion 

effect becomes important only for very long pulses, starting from microsecond range [3]. 

In Fig. 3.1 there is theoretical simulation of the breakdown threshold in pure and impure water, as a 

function of the pulse duration for two wavelengths – 1064 nm and 532 nm [3]. Such a general 

behaviour was confirmed by number of experiments [3]. In the nanosecond pulse range, which is of 

interest for this dissertation, the LIB threshold for water containing impurities is about four time 

higher at 532 nm than at 1064 nm due to λ3
 dependence of the inverse bremsstrahlung absorption 

However, in pure water LIB threshold is much higher at 1064 nm because multiphoton ionization is 

necessary to produce seed electrons and this process needs 6 photons. Applying the laser excitation 

in visible, the multiphoton ionization requires only 3 photons and this process is likely to initiate the 

cascade breakdown in both pure and impure waters [3]. This explains an absence of impurity 

dependence on the LIB threshold in the case of visible or UV laser excitation. For long pulsewidths 

of infrared lasers, the LIB is exclusively cascade ionization process, which is multiphoton initiated 

only in pure media. At shorter pulsewidths, multiphoton initiation becomes more important and 

differences in LIB threshold between water with or without impurities tend to disappear. 

 

Figure 3.1: Pulsewidth and wavelength dependence of LIB threshold in pure and impure water [3]  
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Experimentally measured LIB threshold as an influence of the water impurity and the spot size for 

excitation with 1064 nm and pulse width of 7 ns is given in Tab. 3.1 [21]. These data show strong 

impurity dependence, where LIB threshold is 3-7 times higher for distilled water with respect to tap 

water. Saline water has much higher threshold than tap water, but these differences are reduced with 

increasing of the spot size. However, the decrease of the measured breakdown threshold with the 

spot size here calculated and not always observed by other authors, might also indicate a presence 

of self-focusing [22], which apparently decreases the calculated threshold irradiance for larger spot 

sizes. 

Table 3.1: Experimental LIB threshold (IBD) for 7 ns pulses at 1064 nm, measured for 
different water, corresponding to 100% and 50% breakdown probabilities [21] 

Spot size [µm
2
] Medium IBD 100% [W/m

2
] IBD 50% [W/m

2
] 

Distilled 2.1 x 10
10

 2.5 x 10
10

 

Saline 1.85 x 10
10

 1.25 x 10
10

 

Vitreous 1.5 x 10
10

 1.02 x 10
10

 

 

 

70.7 

Tap water 3.0 x 10
9
 2.0 x 10

9
 

Distilled 1.55 x 10
10

 1.05 x 10
10

 

Saline 1.35 x 10
10

 7.2 x 10
9
 

Vitreous 1.17 x 10
10

 7.8 x 10
9
 

 

 

132.9 

Tap water 2.6 x 10
9
 1.5 x 10

9
 

Distilled 5.3 x 10
9
 2.5 x 10

9
 

Saline 4.25 x 10
9
 2.25 x 10

9
 

Vitreous 3.5 x 10
9
 2.0 x 10

9
 

 

 

495.0 

Tap water 1.5 x 10
9
 0.9 x 10

9
 

 

3.2 Plasma expansion and emission 

A portion of the plasma expanding towards the focusing lens preferentially absorbs the laser energy, 

and this leads to the plasma elongation in this direction [3, 23]. In the condensed media (liquids and 

solids), it is believed that the mentioned plasma elongation arises from independent breakdown in 

multiple sites [21, 24] and that in the case of liquid media this causes cylindrical cavitation. The 

plasma elongation towards the laser source is particularly pronounced in liquids for picoseconds 

and nanosecond regimes and this effect is called “moving breakdown” [21, 24]. When moving 

breakdown occurs, the plasma heating is reduced in the focal volume due to plasma shielding at 



 38 

points farther up the beam path. As a consequence, both the plasma emission intensity and decay 

time are reduced [21]. 

 

 

Figure 3.2: Simulated spatial plasma evolution for 10 ns, 532 nm laser pulse at delays 0 ns, 5 ns and 
14 ns (dashed line) [3]. 

Larger focusing angle and smaller spot sizes produce smaller plasma but its transmission decreases 

down to a few percents [3]. 

In pure water, the laser exposure produces a single spark, while in tap water the formation of 

multiple, spatially distinct plasmas has been observed in nanosecond regime for irradiances far 

above the LIB threshold [21]. The plasma formation in multiple sites is considered to be triggered 

by impurities. 

The continuum plasma emission in liquids exhibits approximately a blackbody spectrum [8, 25] 

described by formula: 

[ ]1)/exp(
),(

5

10

−
=

kThc

CI
TI

λλ
λ                                        (3.1) 

Where T is the plasma temperature (K), h is Planck’s constant, k is Boltzmann constant, C1 is the 

constant with value 14388 µm
2
. The position of the peak emission can be used to estimate 

approximately the plasma temperature, since the real temperature has spatial and temporal 

distribution. The external plasma layers have lower temperatures and also partially reabsorb the 

radiation from hotter plasma core. In the case of short laser pulses the plasma temperature is 

relatively low and the peak blackbody emission is shifted towards infrared. 

Temporal behaviour of the broadband plasma emission can be described with a second order 

exponential decay function. It has been proposed [26] that the fast and slow components represent 
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electron-ion recombination and electron attachment to neutral molecules, respectively. For 

nanosecond pulses in liquids, decay time of the slower component is in order of the pulse duration 

and increases with the applied pulse energy [11].  

3.3 Bubble formation 

High temperatures and pressures generated within the plasma cause the thermal adiabatically 

expansion in all the directions, which continues also after the end of the laser pulse. This expansion 

leads to a growth of a bubble containing water vapour and diffused gas at high temperature and 

pressure [3]. During the growth, the pressure inside the bubble decreases both due to the volume 

enlargement and to vapour condensation across the bubble-liquid interface. At the maximum bubble 

expansion the pressure is reduced at saturated vapour pressure of the liquid. Since the saturated 

vapour pressure is much lower than the pressure of surrounding liquid, the bubble starts to shrink 

until the rate of condensation can not offset the volumetric reduction. If enough energy is stored in 

the bubble, the collapse produces a rapid increase of the inside gas temperature and pressure, and 

this gives rise to a second shock-wave and to re-expansion of the bubble. The bubble oscillations 

may continue for many cycles of expansion and collapse [12]. The greatest loss of the bubble 

potential energy occurs during the collapse mainly because of the acoustic transient and heating of 

the surrounding liquid. 

At the end of the collapse period the bubble might emit a short burst of light with duration in the 

picosecond to nanosecond range, called sonoluminescence [27-29]. It generally has a broad spectral 

emission [28-29] attributed to ion-electron recombinations occurring at the high temperature and 

pressure of the compressed bubble. 

For nanosecond pulses LIB in liquids, the maximum measured bubble radius varied from 0.19 mm 

to 3 mm [3] with the expansion time from 15 µs to 325 µs. The time of the first bubble collapse is 

approximately twice larger. The maximum bubble radius increases with the laser energy and 

pulsewidths [25], and depends also on the focusing conditions [10, 30]. 

3.4 LIBS in liquids 

Intensity of the plasma emission produced in bulk water is generally lower than at water-air 

interface due to several factors that include: water absorption of the laser and plasma emission and 

their scattering on suspended particles and micro-bubbles [31], radiation shielding by the high 

density plasma [21, 24] out of the focal volume and fast plasma quenching in the dense medium. 

The irradiance breakdown threshold is lower in air than for liquids [32] because a large amount of 



 40 

the input energy is required to vaporize liquids and a higher fraction of the incident laser energy is 

lost in mechanical effects [33]. The breakdown threshold for the submerged solid samples can be 

lower than for liquid itself and often the ablation rate of submerged solids is higher than in gas 

surrounding [34], explained by major mechanical scavenging. However, the LIBS signal at 

equivalent laser excitation still remains significantly lower than in the presence of sample-air 

interface. The emission lines from underwater plasma are strongly broadened by the high electron 

plasma density [35-36]. All the above mentioned effects lead to a relatively poor signal in a Single 

Pulse (SP) LIBS measurements [37-39], which does not allow for trace element detection.  

Much better analytical performances of underwater LIBS could be obtained by applying a Double-

Pulse (DP) laser excitation technique [35, 39-42]. In such case, the first laser pulse produces a 

cavitation bubble in water, while the second, probing pulse excites the plasma inside the bubble. 

After the second laser pulse, a relatively intense and narrow spectral emission can be observed due 

to gaseous state inside the bubble and consequently reduced plasma quenching and collisional 

broadening (Fig. 3.3) [42]. As a result, the LOD’s below 1 ppm were obtained for some elements 

directly analyzed from bulk waters [39, 41], and in order of 100 ppm for different elements from 

submerged stainless steel samples [44]. 

 

Figure 3.3: LIBS signal from sodium lines in tap water after applying single (solid line) and double 
pulse excitation [42] 

An important factor to take into consideration for DP LIBS applied on bulk liquids or immersed 

samples, is the timing between the pulses. In ref. [9] the maximum LIBS signal was obtained if the 
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second pulse irradiated the sample while the gas bubble produced by the first pulse, was at its 

expansion maximum. For this study the authors used two Nd:YAG lasers operated at 532 nm and 

performed ablation of Titanium metallic target underwater. The maximum bubble expansion was 

measured after 105 µs from the first laser pulse. For this interpulse delay, the LIBS signal after the 

second pulse was about two orders of magnitude higher than for delays corresponding to the 

smallest bubble radius (Fig. 3.4). Such behaviour of the LIBS signal has been attributed mainly to 

two factors: faster secondary plasma cooling and decay when triggered inside smaller bubbles with 

higher pressure, so with higher collision rates; to a lower transmission of the laser radiation to the 

target when the vapour pressure is higher i.e. the bubble is smaller. Measured spectral width of 

emission lines after the second pulse follows the gas pressure inside the bubble produced by the first 

laser pulse, where the minimum collision broadening corresponds to the maximum bubble 

expansion (Fig. 3.5). A similar behaviour was observed also for the plasma excitation temperature 

after the second laser pulse, where the spectra were integrated over 9 µs, so over the interval much 

longer than the continuum emission decay. This effect was explained by a more efficient late 

cooling of the secondary plasma through expansion in the case of large bubble above the sample 

surface. 

 

Figure 3.4: Intensity of Ti spectral lines after the second laser pulse as a function of delay between 
the two pulses [9] 
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Figure 3.5: Width of Ti+ spectral line as a function of delay between the two pulses [9] 
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Chapter 4  

 

LIBS ANALYSES OF IMMERSED SOLID SAMPLES 

 
Abstract 
Results of the LIBS feasibility studies for recognition of different solid materials immersed in seawater are 

presented here. The materials considered correspond to those that could be found in undersea archaeological 

sites. Data acquisition and processing were optimized for better signal control and in order to improve the 

detection threshold. Quantitative chemical analysis was also performed on submerged bronze samples. 

4.1 Introduction 

Since prehistoric times, the Mediterranean Sea coasts were densely populated, hosting numerous 

harbours and ports. In this area, ship traffic was intense from ancient times up to the modern age. 

Due to storms, accidents and naval battles, the Mediterranean Sea-bottom is rich in archaeological 

findings relevant to wrecked ships. To the richness of the underwater patrimony, submersed coastal 

small settlements and towns also contribute. Nowadays, modern acoustic instruments (e.g. scanning 

SONAR) are available and localization of the underwater relicts and ruins has become much easier 

than in the past. Nevertheless, the problem of recuperating only the most valuable findings and their 

discrimination from useless ballasts still remains and its solution necessitates a development of fast, 

in-situ screening techniques. An additional request for underwater recognition of the archaeological 

findings currently comes from the institution of numerous marine parks, where the submerged sites 

may be visited, either virtually or by diving. Also in this case, the objects present in the site must be 

catalogued and possibly restored underwater, especially when highly oxidized surfaces are 

encountered. Once again, analytical in situ techniques must be used to characterize the surfaces, 

preferentially during the cleaning action [1, 2].  

The advantages LIBS [3–5] over other quantitative techniques for elemental analyses applicable on 

historical findings are mainly its low invasiveness, the possibility to perform in-situ measurements, 

and its high spatial discrimination and rapidity of analysis [6]. Development of new spectrometers 

with a sufficiently high spectral resolution and for simultaneous registering over wide spectral 

ranges (see section 2.2), enlarges a number of elements that can be contemporary detected. LIBS 

has been successfully applied to characterize different artwork surfaces in air, including marbles [7-

8], pigments [6, 9-10], multi-layered ceramics [11-12] and metals [11]. The analytical capabilities 

of the technique when applied to underwater samples were significantly increased by the 

implementation of DP laser excitation (see section 3.5). Underwater detection of submerged 



 46 

metallic samples by DP LIBS has been demonstrated [13-14]. An alternative approach for a direct 

underwater recognition of some materials by LIBS has been proposed by Beddows et al. [15], 

where a gas flux was applied to create sample-air interface prior to the laser ablation. However, the 

described LIBS system is rather complex and can not be used for bulk water analysis or 

characterization of soft immersed materials (Chapter 6).  

An Italian research project, named TECSIS (diagnostics and technologies and intelligent systems 

for a development of archaeological parks in Southern Italy) deals explicitly with development of 

innovative techniques suitable for submarine archaeology. In the framework of this project, 

laboratory experiments were carried out on various types of materials characterized by different 

levels of surface preservation, which were immersed in artificial seawater.  

Different metals have been examined, since their qualitative analysis is of great importance to 

support the decision of recuperating the finding, namely the recognition of precious metals (gold, 

silver and their alloys) and to discriminate bronze artefacts from iron masses used for ballasts, 

working tools or ship construction. Quantitative underwater analyses of bronze samples were also 

attempted in view of the possibility of dating the objects, as the lead content varied along the 

ancient age [16]. Stone materials have also been considered, in particular the discrimination of 

marble from common calcareous stones, given the widespread use of marble both for architectonic 

elements and decorative objects in the classical period. Underwater recognition of wood has been 

also examined, considering that this type of material requires a special recovery procedure under 

controlled atmosphere in order to prevent fast destruction of the sample after its transfer in the air 

surrounding. 

This chapter reports the results obtained on different kind of immersed solid samples, together with 

a discussion of the experimental laboratory set-up and the data analysis procedures. The 

optimization of the LIBS technique, aimed to increase the detection sensibility, has been performed 

both through the choice of experimental parameters and by an appropriate signal post-processing 

(Chapter 5). The results are also discussed in view of the specific problems relevant to submarine 

archaeology. 

4.2 Experimental 

The plasma emission was produced by a Q-Switched Nd:YAG laser (Quanta System, model Handy) 

operated at 1064 nm, with a repetition rate of 10 Hz and pulse duration of 8 ns. The laser QS trigger 

has been externally controlled in order to extract two laser pulses during the same lamp flashing. 

The laser pulse energies were varied by changing the time delay between the lamp trigger and the 

two QS triggers: t1=145÷155 µs and ∆t=55÷75 µs respectively). The maximum laser energy, 
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summed over the two pulses, was 320 mJ at the maximum current through the flashlamp used here. 

With the maximum laser pumping, the first pulse appears for the first QS delay t1 of about 125 µs, 

however it becomes stable in terms of shot-to-shot energy oscillations, for delay of about 145 µs. 

Further increasing of delay t1 leads to a progressive increment of the first pulse energy, which 

reaches maximum for t1=210 µs, while for t1 >270 µs it becomes again instable until disappears. 

Such behaviour of the first pulse can be explained by the limited duration of the current through the 

flashlamp (about 300 µs) and by the lifetime of the upper laser transition level (255 µs)[17]. These 

factors determine the maximum population of the upper laser level before the QS aperture. The 

observed pulse instabilities for short and for long t1 can be explained by the population inversion 

close to the lasing level before the QS aperture [17]. Furthermore, the minimum interpulse 

separation for which we observed the second laser pulse was ∆t = 50 µs, which correspond to the 

time necessary to rebuild the population inversion after the first pulse at maximum laser pumping. 

As a consequence, when using the described laser source in DP regime, the choice of the QS delays 

(t1 and ∆t) for which the pulses are stable, are limited by the next conditions:  

 

1)    145 µs ≤ t1 ≤ 270 µs 

2)    (t1 + ∆t) ≤ 270 µs 

3)   ∆t ≥ 50 µs 

 

For a fixed pulse separation, the energy of both pulses could be changed simultaneously by 

regulating the current through the laser flashlamps (Fig. 4.1). At a fixed pumping level, the energy 

partition between two pulses depends both on t1 and ∆t. Temporal separations between the triggers 

and corresponding laser energies, were optimized for the best optical signal characteristics on a 

given type of submerged target (Tab. 4.1). 

The laser beam was focused on the sample surface by two plano-convex lenses with nominal focal 

lengths in air f1=150 mm and f2=25 mm. The second lens was directly mounted on a beaker wall, so 

its surface was in contact with the water. The resulting back focal length in water was about 40 mm. 

The use of two lenses allowed for tighter focusing, which is required in the case of bulk water 

analyses in-situ by the same system (see Chapter 8). 
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Figure 4.1: Energy of the first and second laser pulse as a function of the total laser 
energy, for QS delays t1=150 µµµµs (from the flash lamp trigger) and ∆∆∆∆t=55 µµµµs 
(interpulse). 

The light emitted by the plasma in the spectral region 230÷750 nm was collected by a wide-angle 

receiver optics (full-angle aperture of about 11.3°), mounted at 90° with respect to the laser beam 

axis. The height of water column above the focal spot was about 20 mm. The collected signal was 

carried by an optical-fiber bundle, arranged into 0.1 mm wide fiber array the exit, to the entrance 

slit of a 550 mm monochromator (Jobin-Yvon, model TRIAX 550), equipped with three grating. In 

here described work a grating with 2400 grooves/mm was used. The corresponding wavelength 

intervals of about 10 nm were recorded at the monochromator exit plane by means of a gated ICCD 

(Andor Instaspec IV). The ICCD gate aperture was synchronized with the second laser pulse 

through an optical trigger brought to a delay generator. In this way, the spectral acquisition of the 

plasma emission could start exactly when the second laser pulse reaches the sample surface (delay 

0) or could be suitably delayed [18]. Although the laser was running continuously, the QS triggers 

were generated only during the signal acquisitions, through a control trigger from ICCD. All the 

equipment was controlled by custom written software routines working in a Windows environment. 

During a single measurement (at a fixed central monochromator wavelength), the spectra acquired 

after each laser shot were registered in separate columns inside a single file. This allowed on one 

hand the observation of shot to shot variations of spectral intensities and to discard the 

measurements showing crater effects or water transparency reduction, and on the other hand to 

apply a post-experiment data filtering procedure in order to improve the detection threshold. This 
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procedure is described in details in chapter 5, together with a discussion of its advantages in the 

specific underwater application as well as in other LIBS analyses characterized by significant signal 

oscillations. 

The set-up for underwater LIBS analysis is schematically drawn in Fig. 4.2. 

 

 

 

Figure 4.2: LIBS set-up for underwater characterization of solid materials. 

The sample holder mounting allows for X –Y displacement in order to find optimal focusing and to 

expose a fresh target to the laser pulses. The measurements were performed both while moving the 

sample from one dual-pulse to another and at a fixed position, as discussed in the following section. 

For flat metallic samples the maximum LIBS signal intensity was found for the sample position 

before the lens focal point, corresponding to a spot diameter of approximately 300 µm and to a 

maximum fluency of about 450 J/cm
2
.  

The water used for immersing the samples was tap water to which NaCl salt was suitably added 

(29.3 g/l) to simulate seawater salinity. The water in the beaker was periodically exchanged in order 

to minimize scattering of the light from the previously ablated particles. 
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4.2.1 Samples 

With aim to assess the analytical capabilities of the technique under optimum experimental 

conditions, LIBS analysis of submersed targets were first carried on clean, flat surfaces of 

homogeneous metal samples. However, in the case of real undersea measurements, corroded metals, 

and thus rough surfaces and in-homogeneous materials are expected. Therefore, the effects of 

surface roughness and sample inhomogeneity have been also examined through the measurements 

on non-metallic samples described in the next, and by sampling of a deeply corroded iron material. 

The following immersed samples were analyzed: 

1) A commercial stainless steel AISI 304, containing iron, 18–20% of Chromium, 0.75% of Silicon, 

2% of Manganese, 0.08% of Carbon, 8–11% of Nickel, 0.04% of Phosphor and 0.03% of Sulphur. 

The examined sample had flat surface. 

2) A commercial iron alloy C40, containing Manganese (0.5–0.8%), Carbon (0.37–0.44%), then 

traces of Chromium (<0.1%), Molybdenum (<0.1%) and Nickel (<0.1%). Measurements were 

performed both on a clean flat surface and on a strongly oxidized sample whose roughness and 

inhomogeneity are consequences of deep corrosion. 

3) Five certified bronze samples with flat, non-oxidized surface, whose compositions are given in 

Table 4.2. 

4) A flat area of commercial silver (900/1000) bracelet, with certified composition: 90% Silver and 

10% Nickel. 

5) A flat portion of a commercial gold 18 K bracelet, corresponding to Gold concentration of 75% 

and 25% of unknown elements. 

6) A marble fragment (AKS1) from Proconnesos (Turkey), collected in one quarry utilized in 

ancient times [19], whose composition was determined previously [8]. The sample is naturally 

inhomogeneous and its surface is moderately rough after cutting. 

7) A common calcareous rock extracted from seabed. The sample is naturally inhomogeneous and 

the examined surface area is almost flat.  

8) A piece of an untreated wood. 

9) Two samples of copper-based alloys with flat surfaces whose compositions were measured by 

SEM-EDX (Table 4.2). 
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Table 4.1 – Optimized experimental conditions for different materials. 

Material Trigger delays 
(µµµµs) 

Pulse energies 
(mJ) 

Laser 
shots 

Acquisition 
gate (ns) 

Acquisition 
delay (ns) 

Stainless steel 

Iron - clean 

Bronze 

20 

20 

20 

Corroded iron 100 

Precious alloys 

t1=150, ∆t=55 E1=120, E2=160 

1 

400 100 

Marble, rock t1=145, ∆t=55 E1=82, E2=180 50 600 200 

Wood in air(*) t=210 E=300 20 1000 500 

Bronze – quantitative 

measurements 

 E1=52, E2=140 20 1000 800 

(*) single pulse excitation 

 

Table 4.2 – Composition (%wt) of standard bronze alloys used to build calibration curves. 

Standard Cu Zn Sn Pb 

B30 77.55 0.99 9.80 10.0 

B4 83.7 1.38 11.10 2.54 

LPb 88.14 0.47 9.78 0.79 

HPb 82.47 5.86 5.29 5.55 

CSM 90.12 0 7.9 1.8 

 

4.3 Spectra and plasma characteristics  

On different immersed samples, the LIBS spectra collected after the second laser pulse show 

sufficiently intense and resolved emission lines, useful for analyses.  

Comparing the temporal emission of the plasmas produced on the same samples in air and in water 

surrounding, it could be observed that the plasma emission decay is about one order of magnitude 

faster in water than in air. Temporal behaviour of one Calcium line, measured on one clean marble 

sample (AKS1) in air surrounding (single pulse) and under water (DP excitation) is illustrated in 

Fig. 4.3. Here, SNR was calculated as a ratio of the line peak after the background subtraction, and 

standard deviation of the background close to the chosen line, with analogue spectral width. Similar 

results were obtained on iron sample, but the points on the analogue graph were less scattered due 

to better sample homogeneity and smaller surface roughness. On iron, the emission half-lifetime of 

Fe line at 291.2 nm was determined from an exponential data fit, and was about 500 ns, while on 

the ionic emission (Fe
+
 at 285.8 nm) the measured half-lifetime was of about 200 ns (Fig. 4.4). The 

latter is shorter due to fast electron-ion recombination in plasma. Similar durations of the atomic 

and ionic emissions in underwater plasma have been also observed on other examined sample 
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(metals and rocks). The strong plasma confinement and the consequent high density of species 

could explain the fast quenching of the plasma in water.  
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Figure 4.3: SNR of Ca line at 442.5 nm, measured by LIBS on a marble sample (AKS13) in air 

(single pulse, gate width 500 ns) and under water (double pulse, gate width 100 ns). 

High plasma density underwater is also evident from the broadening of the emission lines caused by 

strong collision effects. The plasma parameters calculated from the LIBS spectra acquired on the 

steel sample in water (acquisition delay 100 ns and gate 400 ns) and in air (acquisition delay 2000 

ns and gate 1000 ns), the latter under a single pulse excitation, were compared. Assuming the 

existence of LTE (see section 2.3), the plasma temperature was determined from Boltzmann plot 

relative to the non-resonant atomic Fe lines. The resulting plasma temperature was about (13000 ± 

1400) K in water and (11000 ± 1200) K in air, and the differences can be attributed to a more 

efficient heating in dense media by inverse bremsstrahlung effect. 
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Figure 4.4: a) Portion of LIBS spectrum from immersed iron sample (DP excitation) and b) 

corresponding SNR of Fe line at 291.2 nm and Fe+ line at 258.8 nm; gate width is 100 ns. 

Knowing the plasma temperature, the electron densities were then estimated from Fe line at 538.3 

nm [27-28] and result about (1.4 ±0.3)•10
17

 cm
-3

 in water and (7.5 ± 1.4)•10
16

 cm
-3

 in air.  

In the spectra from the immersed samples, self-reversal was often observed for the resonant lines 

(see sections 2.3.4) due to the plasma cooling close to the gas bubble-water boundary [13]. Despite 

the high ablation rates of the submersed surfaces [20], the signals generated in water appear weaker 

than in air, also due to the short plasma duration. This is evident in Fig. 4.5 by observing the Ni 

atomic lines from the steel sample, which are well detected in air but close to the detection 

threshold under water.  
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Figure 4.5: Section of LIBS spectrum from stainless steel AISI 304: a) SP excitation in 
air, E=300 mJ, 20 shots, gate 1000 ns, delay 2000 ns; b) DP excitation in water: E1= 
120 mJ, E2= 160 mJ, 20 shots, gate 400 ns, delay 100 ns. 

4.4 Recognition of metal alloys 

With metal targets, the strongest plasma emission was achieved for pulse energies E1= 120 mJ and 

E2=160 mJ, corresponding to the trigger delays t1=150 µs and ∆t=55 µs (interpulse). The chosen 

acquisition delay was 100 ns, which was sufficient to avoid the most intense initial continuum 

emission and on the other hand, to start the acquisition while the plasma emission is strong and 

ionic species are still detectable. The acquisition gate was set to 400 ns after the optimisation with 

respect to the SNR ratio measured on different atomic emission lines. 

4.4.1 Iron alloys 

The spectra from the immersed clean iron sample C40 were obtained by summing the plasma 

emission over 20 shots. In addition to a number of Fe and Fe
+
 lines (Fig. 4.6a), Mn was also 

detected (nominal values 0.5-0.8% wt) from its ionic triplet around 260 nm and its atomic emissions 

(Tab. 4.3), and Cr (guaranteed <0.1% wt) ionic (Fig. 4.6a) and atomic emission around 425 nm 

(Tab. 4.3). On the contrary, C (0.37-0.44% wt), Mo (<0.1% wt), and Ni (<0.1%wt) concentrations 
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resulted below the detection limit in the current underwater experiments. A weak emission from 

Mg
+
 (Fig. 4.3a) and Ca

+
 around 390 nm (not reported) could be attributed to water impurities [14].  

In order to check the detectability of other elements in an iron-based matrix, we also performed the 

measurements on the stainless steel sample. In this case, beside the elements mentioned above, also 

Ni (8-11%) was detected from the same lines as shown in Fig.4.5, but its strongest line intensities 

were found close to 340 nm. Si (2% nominal) atomic emission band around 250 was also well 

recognizable (not reported).  

With the aim of simulating the undersea LIBS analyses on oxidized metals, measurements were 

also performed on a deeply corroded, rough iron piece. On the sample surface, the grain structures 

were visible to the naked eye and material in-homogeneities were evident also from colour changes 

from one point to another. Assuming that during in-situ experiments the laser-focusing lens would 

be separated from the surface by mean of a mechanical arm, the surface was interrogated by the 

laser both at fixed points and while moving slightly the sample in the focal plane. On the corroded 

iron, the signal was generally much lower than on the clean sample and the water transparency 

degraded rapidly due to the ablated particles, which further contributed to the laser beam and the 

signal attenuation. This effect drastically limits the possibility to acquire the signal over a large 

number of the laser shots. Much stronger shot-to-shot variations of the emission intensity were 

observed than in the case of the clean surface, also for the sampling at a fixed point (Chapter 5). On 

the corroded surface, such oscillations could be attributed to the material inhomogeneity and 

porosity, beside the randomness of the plasma formation. For the spectra acquired while moving 

slightly the sample, the plasma intensity oscillations were also caused by the surface roughness, 

particularly important for the short focal lengths of the focusing lens, as in our case here. The 

spectra summed over different shots (up to one hundred) allowed for Fe and Fe
+
 detection. 

Moreover, after applying the data filtering procedure (Chapter 5), it was possible to detect two more 

minor elements like Mn and Cr.  
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Figure 4.6: (a) Iron sample C40: detection of Fe atomic and ionic lines (unmarked peaks) and Cr+; 

(b) bronze sample HPb: detection of Cu, Pb, Sn and Zn; Mg+ emission is attributed to water 
impurities. 

4.4.2 Bronzes 

A sample of standard bronze (HPb), with the composition similar to that utilized in Roman times 

for statues (82.47% Copper, 5.29% Tin, 5.55% Lead, 5.86% Zinc) [11, 21] was examined 

underwater. The spectra, summed over 20 laser shots, showed characteristic intense and well-

resolved transitions (Figs.4.6b-4.7). All the four main elements forming the alloy were identified in 

a relatively narrow spectral range, i.e., 270-290 nm. However, the strongest Zn emission was 

observed around 470 nm (Tab.4.3) and this region should be used for the detection of 

concentrations lower than those reported here. In some cases, self-reversal was also observed 

(Fig.4.7). The plasma emission was sufficiently strong to allow the detection of some minor, non-

certified elements, as for example Ni and Fe (Tab.4.3). The observed emission from Mg (Fig. 4.6b) 

and Ca around 390 nm (not reported) were again attributed to water impurities.  
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Figure 4.7: Bronze sample HPb: detection of Cu, Sn, Zn and of Ni impurity; lines denoted with the 

superscript R show self-reversal. 

Table 4.3 – Element transition lines or bands (wavelengths in nm) used for underwater 
material recognition. 

Material 
Elements 

Iron Bronze Gold alloy Silver alloy Marble Rock 
Fe Different 260

+(b)
 - - 259.9

+
 260

+(b)
, 

275
+(b)

, 302.5 

Cr 283.6
+
,425

(b)
 - - - - - 

Cu - 270
+(b)

, 

282.4, 465.1 

270
+(b)

, 465.1 - - - 

Pb - 283.3 - - - - 

Sn - 284.0, 286.3 - - - - 

Zn - 275.6, 468.0, 

472.2  

275.6, 277.1, 

468.0, 472.2  

- - - 

Ag - - 276.8
+
, 338.3 276.8

+
, 

272.2, 282.5 

- - 

Au - - 274.8, 

280.2
+
, 

282
+(b)

 

- - - 

Ni - 338.0, 341.5 - 280.5, 282.1, 

286.4
+
 

- - 

C - - - - 247.8 247.8 

Ca - - - - 300
(b)

, 458
(b)

 300
(b)

, 458
(b)

 

Mg - - - - 280
+(b)

, 284.8 280
+(b)

, 284.8 

Si - - - - 251.6 252
(b)

, 288.1 

Al - - - - 308.2,309.3 308.2, 309.3 

Mn 257.8
+
, 

259.3
+
, 

260.6
+
, 

476
(b)

, 478.3 

- - -  257.8
+
, 

259.3
+
, 

260.6
+
, 

295
+(b)

 

Ba - - - - - 455.4
+
 

Sr - - - - 460.7 460.7 
(b) = emission band around the specified wavelength; (+) = ionic emission 
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4.4.3 Precious alloys 

The spectra of the precious alloys, being measured on jewels, were acquired by applying only one 

DP in order to avoid any visible damage on the surface. Despite a single shot acquisition, the 

spectra obtained both on the silver and gold alloys were very intense (Fig. 4.8). On the silver 

bracelet, different atomic and ionic emission lines from Silver (90%) and Nickel (10%) were 

detected (Fig. 4.8a). The presence of other elements could not be inferred from the spectra, apart 

from Mg and Ca impurities from water. 
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Figure 4.8: Recognition of precious alloys: (a) Silver alloy: atomic and ionic emissions from Ni and 
Ag; (b) Gold alloy: detection of gold (Au and Au+), Copper (Cu+), Zn atomic and Ag ionic emission; 

Mg+ emission at 279.50 nm is attributed to water impurities. 

The examined gold alloy had the composition certified only for gold (75% wt), while the other 

elements were unknown. Typically, Ag and Cu are added to the gold alloys used in jewellery, and 

frequently these alloys also contain Zn and/or Ni. Co or Fe could be also present as traces, as well 

as Ir or Rh, whose addition reduces the dimensions of the alloy grains. From the UV-VIS spectra, 

Au, Ag, Cu and Zn (Fig. 4.8b) were detected, the first three elements both from atomic and ionic 
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emission lines. All the identified elements had emission line intensities largely above the detection 

threshold and, also in this case, they could be identified in the spectral range 270-290 nm.  

4.5 Recognition of non-metallic samples  

4.5.1 Stones 

In the past, marble was extensively employed for sculptures and architectonic decorations. If the 

artistic shape of an undersea finding is not immediately recognizable, it is important to distinguish 

marble from non precious materials, as for example rocks. LIBS measurements have been 

performed both on a marble fragment, whose bulk composition (Ca 40.8%, C 12.2 %, Al 1.20%, Si 

0.72%, Mg 6940 ppm, Fe 486 ppm, Ti 366 ppm, Cu 250 ppm, Mn 165 ppm, Ba 98 ppm) was 

known from previous measurements [8], and on a common calcareous rock extracted from the 

seabed. A similar composition for both marble and calcareous rock might be hypothesized, but a 

larger amount of impurities could be expected in the calcareous mineral. For of the considered stone 

samples, the optimal laser excitation required lower energy of the first pulse (E1= 82 mJ, E2=180 

mJ) compared to the metal samples (Tab. 4.1). The interpulse delay was fixed to ∆t = 55 µs, with 

the first pulse trigger being delayed to 145 µs from the flash-lamp trigger. The optimum acquisition 

gate was 600 ns and the gate delay from the second laser pulse was 200 ns. The data files were 

registered for 50 successive laser shots. 

Although the ablation rates of the submerged stones resulted very high, the plasma emission 

intensities were surprisingly weak. The spectral intensities were much weaker for the clean, white 

marble than for the darker calcareous mineral, the difference being probably related to the better 

optical coupling of the near infrared laser radiation with the surface of the latter. Strong shot-to-shot 

oscillations were always observed and they are possibly caused by an intense ablation produced by 

the first laser pulse, which perturbs the plasma formation by the second pulse of the sequence [22]. 

The spectral signature from marble corresponds to its major constituents: Ca, C and Mg. Traces of 

Si and Fe (Fig. 4.9a), Al and Sr (Tab. 4.3) were also detected after applying the signal filtering. 

Note that Mg, and to a smaller extent Sr, are common calcium substitutes in calcium carbonate 

matrices.  

The spectra from the rock sample showed the same main elements as the marble, but with more 

intense lines from Al and Sr. Also emissions from Si and Fe were significantly stronger than in the 

case of the marble and more lines from these elements were observed (Fig. 4.9b, Tab. 4.3). 

However, several other impurities were clearly identified in the rock samples, such as Mn and Ba 

(Fig. 4.9b, Tab. 4.3). While Si and Al are characteristic of alumino-silicates, Mn, Fe and Ba are 
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usually present in the sedimentary rocks and are related to the past biological activity in seawater 

where the rock had been collected. When dealing with submerged archaeological samples, it is 

worth mentioning that the object surfaces might be covered by sedimentary layers originating from 

the precipitation of bioorganic materials through the water column. LIBS analyses of marine 

sediments and a comprehensible interpretation of the presence of different elements have been 

already reported [23]. 
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Figure 4.9: Comparison of underwater LIBS spectra from marble (a) and calcareous rock (b) in the 

spectral range 245 – 265 nm: identification of C, Si, Fe and Mn. 

4.5.2 Wood 

A submerged piece of untreated wood has been examined by LIBS using different pulse energy 

ratios and focusing distances. In all cases, ablation of the wood was not observed: even at the focal 

plane, the only emission observed was related to the breakdown in water. Probably, the ablation 

threshold of the wet, swollen, cellulose fibres is well above the maximum laser energy available in 

the present experiment. However, the same sample in air surrounding showed a very rich spectrum, 

where the following elements were identified: C, H, B, Mn, Fe, Mg, Ba, Ca, Sr, Al, Si and Na. An 
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example of the wood spectrum in air, measured after a SP laser excitation at 1064 nm, is shown in 

Fig. 4.10. Other LIBS experiments on tree wood, carried on for dating of catastrophic events, gave 

similar results upon excitation at 355 nm in air [24]. In both cases a rich emission from molecular 

structures were observed and assigned to CN bands and C2 Swan’s bands. 
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Figure 4.10: Portion of LIBS spectrum from a piece of wood in air by single pulse excitation, E= 

300 mJ, acquisition delay 500 ns, gate 1000 ns, accumulation 20 shots.    

4.6 Underwater quantitative analysis of copper alloys 

Quantitative analyses of copper based alloys are considered important for dating of the 

archaeological findings. These chemical analyses were performed on two submerged copper-based 

samples, starting from the calibration curves generated for five submerged bronze standards whose 

compositions are listed in Tab. 4.2. In order to reduce the effects due to saturation of the lines, the 

laser pulse energies were reduced to E1=52 mJ and E2=140 mJ, while the acquisition delay and gate 

were set to 800 ns and 1000 ns, respectively. The measurements were performed by signal 

accumulation over 20 DP shots. Copper calibration was performed for the atomic line at 465 nm 

after its normalisation on nearby background emission, while the lines of other elements were 

normalised on this or on another Cu line (Tab. 4.3). Although such a calibration on quaternary 

copper alloys in air generally presents an irregular behaviour [25-26] due to the preferential 

vaporization of some elements (e.g. Zn), in the current underwater measurements all the calibration 

graphs showed a linear behaviour with acceptable correlation coefficients: 0.88 for Cu, 0.93 for Sn, 
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and 0.999 for Pb (Fig. 4.11) and Zn. It might be hypothesized that a better stochiometry was 

achieved in the strongly confined underwater plasmas, but this argument needs more extensive 

studies. 
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Figure 4.11: LIBS calibration used to determine Pb content of immersed copper alloys 

Quantitative LIBS results are summarized in Tab. 4.4, where they are compared with SEM-EDX 

measurements performed on the same samples. We may notice an excellent agreement between the 

two analytical techniques obtained on the sample #1, which contains Cu and Sn. The comparison is 

less satisfactory for the other sample ( #2): namely LIBS underestimates Cu by 15% and Zn by 

about 30%. Regarding the latter element in this sample, we must notice that the high value 

measured by SEM-EDX is largely out of our calibration range (see Tab. 4.2) and line saturation 

might occur, thus affecting the quantitative LIBS result. In the case of Pb, both by LIBS and SEM-

EDX, strong concentration variations from one point to another were found and consequently, 

localized lead determination on such sample could not be considered affordable. 

Table 4.4 – Results of quantitative analysis (%wt) by SEM-EDX and underwater LIBS for 
two different copper based alloys. Emission lines or their ratios used for quantitative LIBS 

analyses are also listed. 

Sample Element EDX LIBS Analytical lines (nm) 
# 1 Cu 82.6 81 465.1 

# 1 Sn 5.8 5.8 Sn(286.3)/Cu(296.1) 

# 2 Cu 50.9 59.6 465.1 

# 2 Zn 31.8 23* Zn(468.0)/Cu(465.1) 

# 2 Pb 4.9 1.5** Pb(287.3)/Cu(296.1) 

(*) Out of calibration range 

(**) Locally variable concentration 
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4.7 Conclusions 

This work has demonstrated that dual-pulse LIBS can be used for in-situ, underwater recognition of 

different archaeological materials, having different states of surface roughness and preservation. 

The tests described were carried out both by sampling at a fixed point and while moving the sample. 

Plasma intensities under water present strong shot-to-shot variations in all the examined cases, 

particularly when dealing with in-homogeneous and/or rough surfaces, which are expected for 

undersea findings. The presence of ablated particles progressively reduces the water transparency, 

while crater development on the surface could further contribute to the fast signal degradation, 

particularly for high ablation rates which were observed on all the examined samples except wood. 

In these cases, better spectra characteristics were obtained by applying a limited number of laser 

shots and successive data filtering (see chapter 5), instead of spectra accumulation over a large 

number of laser pulses.  

The main metal constituents of iron-, copper-, gold- and silver-based alloys could be identified in a 

relatively narrow spectral range (270-290 nm), while other minor elements could be also detected in 

different spectral segments. Successful identification of the minor elements (with concentration 

<0.1%) could supply important metallurgical information relative to the sample preparation and 

age. On flat metallic surfaces, single shot measurements were sufficient for the material 

identification. On corroded metals, the signal was lower than on clean surfaces and the detection of 

the minor elements required post- signal processing (chapter 5). 

It has been also demonstrated that underwater recognition of marble material by LIBS is feasible, 

and the main spectral features necessary to distinguish it from matrix-similar calcareous rocks or 

sedimentary deposits, have been defined. On the other hand, laser ablation was not achieved on the 

untreated submerged wood with the available laser pulse energies. The same sample, analyzed in 

air, showed very rich spectra and revealed also some trace elements. The lack of ablation in the case 

of the immersed wood was attributed to the increased ablation threshold after wetting of the 

cellulose fibres.  

Quantitative LIBS analyses of copper-based samples were also performed and further work should 

be carried out on a larger number of well-characterized samples.  
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Chapter 5   

 

IMPROVEMENT OF THE LIBS SIGNAL BY DATA 
PROCESSING 

 
Abstract 
Results of the post-measurement data processing, aimed to increase Signal-to-Noise Ratio are discussed. The 

considered data are relative to the LIBS spectra from immersed solid samples with different grades of 

surface roughness and material homogeneity, and from bulk water solutions.  

5.1 Introduction 

One of the main limitations of LIBS for underwater analyses of solid targets is related to its 

relatively low sensitivity. LOD’s of the order of 100 ppm were reported for different elements from 

submerged stainless steel samples [1]. Improving the LOD is particularly important for the 

detection of trace elements and for system miniaturization. Increasing the laser energy far above the 

ablation threshold in order to obtain better SNR is limited by the laser performance. The benefits of 

accumulating the signal over a large number of laser shots are intrinsically limited and a saturation 

of SNR after about 50 laser shots was reported [2]. In the case of under water analysis of solid 

targets, a strong ablation by the first pulse could perturb the secondary plasma formation [1], and 

signal accumulation over a large number of laser shots could be limited by progressive increase of 

water turbidity, due to the presence of ablated particles. The use of short focal length lenses, with a 

short focal depth, could further reduce the LIBS signal on rough solid samples due to imperfect 

sample positioning.  

Extreme LIBS signal intensity variations at the shot-to-shot level has been observed in many 

experiments [2-7]. Significant oscillations of the plasma temperature and electron density were also 

found in LIBS analyses of homogeneous glass samples in gas surrounding [3]. There numerous 

potential causes for the LIBS signal instabilities, including laser fluctuations, local variation of the 

sample properties (composition, surface roughness, grain size, impurity/bubble concentrations in 

liquids), scattering on particles/aerosols or bubbles in liquids etc. All these instabilities affect the 

process of the plasma formation, so they are responsible for changes in the plasma profile, volume 

and its parameters [2-3]. It was found that the laser instabilities, which are usually inside 1-5%, play 

only a minor role in the LIBS signal variations [4]. In order to increase SNR and the accuracy in 

LIBS quantitative analyses, usually the signal is accumulated over a certain number of the laser 
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shots. An improved accuracy could be also obtained by removal of anomalous single-shot spectra 

[7]. 

In this chapter, the results of studies relative to shot-to-shot LIBS spectral behaviour are presented. 

First, the signal behaviour was examined on a flat steel sample immersed in seawater, at different 

sets of laser pulse energies. Then, the measurements were performed on two samples that could be 

found in marine archaeological parks – marble and corroded iron. These samples are strongly 

inhomogeneous and exhibit rough surfaces. The aim of this work was to increase the SNR through 

post-measurements signal processing, thus allowing for the material identification, including the 

detection of minor elemental constituents. The lowering of the detection threshold was also 

considered in view of a miniaturization of the LIBS apparatus for in-situ analyses, which requires 

small-size laser sources. Chosen approach to the signal improvement was to first study the influence 

of the low intensity spectra on the SNR. Although the elimination of weak spectra is often used 

prior to data analysis and sometimes mentioned [4, 7], a systematic study addressing its application 

to LIBS and in particular, to underwater LIBS analysis has not yet been reported. 

After satisfactory results obtained on the solid samples underwater, the developed procedure was 

also applied to LIBS measurements on water impurities. Here, the preliminary tests were made on a 

magnesium containing solution at two sets of pulse energies, while more detailed studies are 

reported in chapter 7. 

Other LIBS applications that could benefit from the proposed data acquisition and processing 

procedure are shortly discussed. 

5.2 Experimental 

5.2.1 Laboratory set-up 

The experimental set-up for underwater LIBS experiments is fully described in section 4.2. 

The measurements on the solid targets were performed both at a fixed position and while moving 

the sample, as it will be discussed later. The solid samples were fixed on a mechanical arm with 

vertical adjustment mounted on an X-Y table. The samples were immersed in tap water to which 

NaCl salt was properly added (29.3 g/l) to simulate seawater salinity. The water in the beaker was 

periodically exchanged in order to reduce the influence of the ablated particles on the LIBS signal. 

In the case of measurements on solutions, position of the collecting optics was slightly changed in 

order to maximize the LIBS signal for the lowest solute concentration. This position corresponds to 

the detection region centred at the laser focal point in water. 
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5.2.2 Samples  

In the LIBS analysis of submerged solid targets, both flat homogeneous samples and rough 

inhomogeneous sample surfaces were considered. The latter surface type is a simulation for what 

could be found in undersea archaeological parks, as for example corroded metallic surfaces and 

stones. 

The details of the considered samples, listed below, are already described in section 4.2: 

1) A commercial stainless steel AISI 304 sample with a flat surface. 

2) A corroded piece of iron, whose roughness and inhomogeneity are due to deep oxidation.  

3) A marble fragment (AKS1) from Proconnesos (Turkey) collected in one ancient quarry, 

whose composition was measured in a previous work [8]. The sample is naturally inhomogeneous 

and its surface is moderately rough. 

In addition to the solid samples, a solution containing magnesium in different concentrations was 

analyzed by LIBS. The solution was prepared from MgSO4 dissolved in high purity (milli-Q) water. 

Mg concentrations varied between 5 mg/l and 500 mg/l.  

5.2.3 Data acquisition and signal processing  

For a single measurement, at one fixed wavelength setting of the monochromator, the spectra 

acquired at each laser shot were recorded in separate columns inside a single file. This approach 

allows observing shot to shot variations of the spectral intensities, and is also useful for rejecting 

measurements affected by the crater effect or by a reduction in water transparency. On the other 

hand, separate spectrums’ recording has some disadvantages, as for example the increase of ICCD 

readout noise, particularly for non cooled detectors, and large data file dimensions. 

From single registered files, the data processing program operates in the following way: 

1) For each acquired spectrum in one file, the program finds the intensity maximum, which 

corresponds either to the strongest emission line in the measured spectral range, or to the  maximum 

background intensity in absence of  any line emission , or to the maximum noise level, in absence of 

breakdown.  

2) Among the registered spectra in one file, the program selects the one with the highest 

maximum intensity (Imax) - this column represents the reference data. 

3) Inside the same file, the program selects other spectra whose maximum intensities are above 

threshold intensity, set at a given percentage of the maximum in the reference spectrum. 

4) All the spectra characterized by a maximum intensity above such threshold are then summed 

and saved for further analysis.  
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This data filtering procedure is wavelength independent and was used for spectra acquired at 

different central monochromator wavelengths and on various immersed samples, characterized by 

different spectral features. However, the variable continuum emission intensity also contributes to 

the spectral maximum. In the case of weak correlation between the continuum and the plasma line 

emission (see section 7.5), better results from the data processing could be expected if the filtering 

is performed with respect to the peak emission from a chosen line. For this reason, the data acquired 

at a fixed monochromator position, such as in the case of water solutions, were processed 

considering the peak intensity of the selected analytical line (Mg
+
 line at 279.5 nm) instead of the 

spectral maximum. The reference intensity over a single measurement was then the spectrum with 

the highest detected analytical peak (Pmax) after background subtraction. Filtering at, for example, 

10% level corresponds to rejecting all spectra characterized by an intensity of the selected peak 

lower than 0.1 Pmax, while the remaining spectra are automatically summed and saved into a new 

file.  

The data filtering software and SNR analyses of the new resulting spectrum at a single 

monochromator position were developed under LabView. The software rapidly elaborates all the 

data from a chosen directory. The program includes an option for linear fitting of the maximum (or 

peak) spectral intensity as a function of the shot number, and whenever this fit shows an important 

decaying trend, the data file can be automatically discarded.  

5.3 Results on immersed solid samples  

5.3.1 Stainless steel 

For the SNR studies on the stainless steel sample, the spectra were acquired for successive 100 laser 

shots, with a gate delay of 200 ns after the second laser burst and an acquisition temporal window 

of 600 ns. The QS trigger delays were fixed to t1= 150 µs (from the flash lamp trigger) and ∆t = 55 

µs (interpulse delay). The effects of the signal filtering were studied for different total laser pulse 

energies, whose partition between the first and second laser bursts is reported in Fig. 4.1. The 

samplings were performed both at the fixed position and by moving the target along the focal plane. 

At increasing laser energy, the spectral intensity fluctuations are progressively reduced, as well as 

the number of missing breakdown events. In the case of measurements performed while moving the 

sample manually, the data filtering, here applied with respect to the  maximum spectrum intensity, 

improves the SNR only for the lowest pulse energies used: its effectiveness at E1=8 mJ and E2=131 

mJ is shown in Fig. 5.1. For different measurements, a common optimal filtering range could be 

defined, although the statistical intensity distribution might change from one measurement to 
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another. Differences in the distribution may be caused by various factors, e.g., presence of gas 

bubbles and ablated particles, laser instabilities, unsteady movement velocity and imperfect sample 

positioning with respect to the focal plane, which is particularly important when using a lens with a 

short focusing length. 
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Figure 5.1: Statistical intensity distribution (left column) and SNR for Cr line (480.1 nm) at 
different filtering levels, for two replicated measurements (a, b) on the stainless steel sample in 

movement; laser pulse energies are E1=8 mJ and E2=131 mJ in both cases. 

For sampling at a fixed position, the spectral intensity fluctuations are more severe and in this case 

the data filtering may bring some SNR improvement also at high laser energies (Fig. 5.2). 

Furthermore, a crater development was sometimes inferred from the progressive signal reduction 

observed during a single measurement (Fig. 5.2b). In this case, the data filtering at a low 10% level 

can always be useful to eliminate automatically the low intensity spectra due to the crater formation 

on the sample surface, as well as due to the progressive degradation of the water transparency. The 

latter effect must be considered in all LIBS underwater measurements on solid samples. 
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Figure 5.2: Shot-to-shot variation of normalized maximum spectral intensity in the range 474-484 
nm (left) and SNR of Cr line (480.1 nm) at different filtering levels (right), measured on the steel 
sample over 100 shots at fixed position: (a) normal distribution; (b) signal reduction due to the 

crater effect and/or induced water turbidity. 

5.3.2 Analyses of corroded iron 

The measurements described in the previous section were performed on a flat, homogeneous 

sample. However, for in-situ underwater analysis of findings in undersea archaeological parks, the 

presence of rough surfaces and inhomogeneous samples is expected. As an example of the real 

undersea samples, we considered a deeply corroded, rough iron piece. The material was evidently 

inhomogeneous, with colour differences from one point to another and the presence of grains 

visible with the naked eyes. Two ways of the LIBS sampling were performed, either at a fixed point 

or moving slightly the sample in the focal plane. On the corroded iron, the LIBS signal was 

generally very low and the ablated particles rapidly reduced the water transparency, which further 

decreased the spectral intensities due to the attenuation of both laser beam and signal. For this 

reason, in absence of water flushing, as it was the case in the present experiment, it was not possible 
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to increase the number of laser shots for the signal acquisition, which was again fixed to one 

hundred. Here, the measurements were performed by applying the maximum laser energy available 

for given QS delays (E1= 120 mJ, E2=160 mJ), and the acquisition gate delay and width were set to 

100 ns and 400 ns, respectively.  

For this corroded sample, much stronger shot-to-shot emission intensity variations were observed 

(Fig. 5.3) than in the case of the flat steel sample (Fig.5.2a), and this might be explained by the 

material inhomogeneity and porosity. By slightly moving the sample during the signal acquisition, 

the plasma intensity oscillations (Fig. 5.3b) were also caused by the surface roughness, and the 

latter effect must be considered particularly severe when using a short focal length lens.  
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Figure 5.3: Shot-to-shot variation of normalized maximum spectral intensity in the range 372-382 
nm, measured on the corroded iron sample: (a) at fixed position; (b) moving the sample. 

The spectra summed over different shots were characterized by a low SNR (Fig. 5.4a). The results 

could already be improved by eliminating the spectra with the maximum intensity below 10% of the 

reference maximum (Fig. 5.4b). Although the statistical intensity distributions changes significantly 

from one measurement to another, in all the cases examined,   filtering at the 10% level gave better 
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results than the indiscriminate summing of spectra. In most cases, filtering at the 50% level was 

optimal (Fig. 5.4c) improving the SNR by a factor 3.6.  
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Figure 5: Section of LIBS spectrum from corroded iron, taken with the sample in movement: (a) 
summing all the spectra; (b) after filtering at the 10% level; (c) after filtering at the 50% level. 
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5.3.3 Stones 

On the marble fragment, the optimal laser excitation was found for pulse energies of 82 mJ and 180 

mJ, which corresponds to the first QS trigger delay of t1=145 µs and an interpulse delay ∆t = 55 µs 

at the maximum laser pumping level. The optimized acquisition gate was 600 ns and the delay from 

the second pulse was 200 ns. The data files were registered for 50 successive laser shots. 

Despite the very high ablation rate observed from the strong surface scavenging by the laser, the 

corresponding plasma emission intensity was weak. Strong shot-to-shot oscillations were detected, 

both for the sampling at a fixed point and by moving the sample. Occasionally, for few successive 

laser shots, a signal intensity of about one order of magnitude higher than the average value occurs, 

probably due to the hitting of some inclusions which are more easily ablated. For this reason, in 

most cases, low filtering values gave the best results, as shown in Fig. 5.5. In this case, the filtering 

at 10% of the maximum allowed for good resolution of the two Al emission lines, which were at the 

limit of detection in the case of indiscriminate spectra summing. This kind of data processing also 

permitted to identify some other minor marble constituents, such as Si and Fe, in spectral regions 

not shown here (see chapter 4). 
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Figure 5.5: Example of a spectrum from marble obtained: (a) after summing the spectra over 50 
laser shots; (b) after applying the filtering at 10% of the spectra maximum. 
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5.4  Element detection in water solutions 

The Mg ionic emission line at 279.5 nm was chosen for the analysis, as it was the most intense 

feature in the spectrum analyzed. Six replicated measurements were performed by applying two 

laser pulse energy settings. The first laser setting corresponded to the maximum laser pumping and 

the QS trigger delays for which the most intense plasma emission was obtained, namely t1=155 µs 

and interpulse ∆t=75 µs. In this case, the laser pulse energies were E1=91 and E2= 214 mJ. For 

comparative measurements, laser pumping was decreased (second laser set) so that the pulse 

energies were E1=37 and E2= 156 mJ. Both the acquisition delay from the second laser pulse and 

gate width were set to 600 ns. Each measurement was performed by acquiring 1000 spectra 

recorded in separate columns inside the same data file. 

For the considered laser energy sets, large shot-to-shot signal oscillations have been observed and 

regard both the line peak intensities and the continuum level. Such behaviour and its consequences 

on the quantitative LIBS analyses, is discussed in details in chapter 7. 

The intensity of the analytical line from the indiscriminately summed spectra of a 5 mg/l solution 

resulted close to the detection threshold, particularly at the lower laser pulse energies used. In order 

to improve the SNR, the spectral filtering at different levels was tested, basing on the peak emission 

at 279.5 nm rather than on the spectral maximum. The choice was determined by a relatively high 

continuum level, which intensity strongly changes from one laser shot to another (see section 7.5).  

For repeated measurements, the SNR was determined at different filtering levels for both sets of 

laser pulse energies, and the results are reported in Fig. 5.6. At lower pulse energies the optimal 

filtering level could be considered between 50% and 70%, while at the higher energies this interval 

is 40%-60%. An example of the spectra before and after applying the filtering procedure is given in 

Fig. 5.7, where the SNR for the analytical line is also reported. The applied filtering procedure leads 

to an improvement of the detection limit up to a factor 7 (see Chapter 7). 
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Figure 5.6: Signal-to-Noise ratio as a function of filtering level, for the solution with 5 ppm (three 
replicated measurements are shown) of Mg and laser pulse energies: (a) E1=37 and E2= 156 mJ, (b) 

E1=91 and E2= 214 mJ. 
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Figure 5.7: Comparison of the spectra obtained after: (a) summing over 1000 shots and (b) filtering 
at 50% of maximum peak; Mg concentration is 5 mg/l, laser pulse energies are E1=37 and E2= 156 

mJ. 
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5.5 Conclusions 

A separate shot-to-shot registration of LIBS spectra underwater, followed by an appropriate data 

processing, was shown to be effective in improving significantly the Signal-to-Noise Ratio. The 

efficiency of data processing depends on the laser pulses energies and on the sample properties. For 

solid samples underwater, it depends also on the ablation rate, surface roughness, homogeneity and 

sampling method (fixed or moving target). By eliminating low intensity spectra, the SNR 

improvement observed on immersed solids was up to factor of 4, allowing the detection of some 

minor elements in materials characterized by rough surfaces and inhomogeneities.  

Laser plasmas produced in bulk water exhibit strong shot-to-shot intensity oscillations, and 

sometimes the breakdown events are even missing in the detection region. Improvement of the 

signal to noise ratio by averaging over a large number of laser pulses has been already achieved by 

applying 1000 laser shots. It was shown that the elimination of low intensity spectra can lower 

significantly the limit of detection. By summing only the spectra whose peak intensities are above 

50% of the maximum peak in series of 1000 shots, an improvement up to a factor of seven was 

obtained. 

The proposed spectral filtering could improve the LIBS detection threshold also in other 

surroundings (gases or other liquids), whenever strong shot-to-shot spectral intensity variations with 

a significant percentage of low intensity spectra occur. Examples can be found in the case of dense 

aerosols formed during ablation of some solid materials and with the short timing between 

successive laser pulses, and in multipoint measurements on rough surfaces. In the case of 

inhomogeneous samples, as for example in the mapping or search of hazardous materials, the 

presence of some trace elements could be looked for by peak filtering at the characteristic emission 

wavelength. The separate recording of spectra produced by each laser shot could also serve for an 

automatic detection of crater effects and for discarding measurements where a progressive signal 

reduction is observed. Conversely, the method could be applied for automatic determination of pre-

ablation shots [5] and for summing only the spectra whose intensity has reached stable values. 

Finally, improving the detection limit will be relevant in the case of system miniaturization for in-

situ applications with small-size, low power laser sources. 
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Chapter 6   

 

LIBS ANALYSES OF IMMERSED SEDIMENTS 

 

Abstract 
LIBS technique was applied on sediments directly under water with aim to develop a method for in-situ 

characterization of submerged soft materials. For signal detection, both ICCD and non-gated, compact 

detectors were used. The major difficulties in underwater sediment analyses are related to the natural and 

laser induced surface roughness, and to the sample softness. The latter characteristic is responsible for the 

formation of particle clouds above the surface, which scatter both the laser and plasma radiation, and induce 

the breakdown formation above the analyzed surface. In such cases, a broad sonoluminescence emission 

from water, formed during the gas bubble collapse was sometimes registered. A way for obtaining 

quantitative analyses from strongly fluctuating LIBS spectra is discussed. Application of such a procedure 

could improve the measurement accuracy also in other surroundings and on samples different from the ones 

analyzed here. 

6.1 Introduction 

Among different LIBS applications developed [1-2], there are characterization of sediments and 

soils [3-6], which is important both for geological studies and environmental protection. The use of 

LIBS for soil analyses was recently proposed also for planetary exploration [7-9]. Soils or 

sediments were always analyzed by LIBS in atmospheric or low-pressure environment.  

By using a DP laser excitation and gated ICCD detector, quantitative LIBS measurements were also 

obtained on flat metallic samples and rocks underwater [10-12] and LOD’s of about 100 ppm were 

achieved. The use of underwater LIBS coupled with non-gated detectors, whose typical integration 

time is in the order of milliseconds, has not been yet reported. In such case the detected emission 

might be affected by the sonoluminescence occurring much later than the LIBS signal [13-14]. The 

sonoluminescence can appear at the end of the gas bubble collapse, which for nanosecond laser-

excitation is typically delayed in order of hundred of microseconds from the laser pulse [13-14]. 

The sonoluminescence spectrum has a broad spectral emission [16-17] attributed to ions-electrons 

recombination occurring at the high temperature of the compressed bubble.  

In this work, feasibility of performing LIBS analyses on sediments directly under water was 

examined. The aim of the research was to develop and test a method for measuring the sediment 

elemental composition, including minor elements, which could be implemented in situ, e.g. for sub-

glacial lake and marine exploration. In contrast with previously reported LIBS analyses of 

submerged samples [10-12, 16, 18-19], dealing with compact materials such as metals and rocks, 

sediments are soft materials, which underwater naturally generate suspended particles above the 
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sample surface. These particles increase in number after laser-induced breakdown due to the 

intrinsic shock-waves, which blast away the material from the top layers. As a consequence, one 

expects severe fluctuations in the breakdown position due to impurities acting as centres for micro-

plasma formation [20], as well as the radiation scatterers, with consequent changes of the plasma 

characteristics (emission intensity, temperature, density). Furthermore, a sediment surface has its 

natural and/or laser induced roughness, which also contributes to the signal instabilities. Removal of 

the suspended material by flushing water above the sample surface is not a viable solution, as the 

flux would provoke additional water turbidity by moving around the particles from the soft 

sediment. For similar reasons, it would not be possible to apply a gas flux above the examined 

surface [19], with the aim to create sample/air interface, which is more favourable for LIBS 

analyses. 

LIBS measurements were performed using DP excitation from a single laser source. Both natural 

sediments and certified soils/sediments were analyzed under water. The latter were used to estimate 

roughly the detection limits and to generate the calibration graphs required for future quantitative 

analysis. The experimental lay-out and operating parameters were optimized and a data 

acquisition/processing procedure was established for obtaining quantitative LIBS results in the case 

of strongly fluctuating plasma characteristics, as in the present measurements. In order to evaluate 

the feasibility of using compact (not gated) spectrometers as a spectroscopic probe, comparative 

measurements were performed by using a HR system with an ICCD detector and a LR compact 

spectrometer, the latter without gating option (see section 2.2). 

6.2 Experimental 

6.2.1 Laboratory set-up 

The plasma emission was produced by the Q-Switched Nd:YAG, already described in section 4.2 

and operated in DP mode. The triggering scheme and examples of pulse energy partitions are 

reported in Chapter 4. 

The laser beam was focused by two plano-convex lenses, whose equivalent focal length in air was 

35 mm. The second lens was in contact with the water. The laser incidence was fixed at an angle, to 

avoid that the gas bubbles, formed by the breakdown, deposit on the immersed focusing lens and 

further disturb the laser transmission (Fig. 6.1). The signal was collected by a wide angle optical 

system, at 60° with respect to the laser beam, and brought to the LR spectrometer by a fibre 

(diameter 0.1 mm). Coaxial geometry has been also tested, but soon discarded because of frequent 

breakdown formation above the sample and towards the focusing lens, which increases the level of 
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the detected plasma continuum. The compact detection system (Ocean&Optics S2000, range 200-

500 nm) available in laboratory, has low resolution (about 0.3 nm) and slow gate aperture (3 µs). 

The detector integration time is in the millisecond scale. 

 

 
 

Figure 6.1: Experimental lay-out: EFL is the equivalent focal length in air 

 

Since the use of an array of HR compact spectrometers (not available in laboratory) was planned for 

the submersible probe realization, comparative measurements were performed with a 

monochromator (Jobin Yvon 550) equipped with an ICCD, where grating 1200 gr/mm was 

selected. The latter system was considered as a HR system. The ICCD gain was set to zero and for 

comparative measurements the integration time was set to 3 ms, i.e. analogue to the non gated 

system. Both HR and LR systems were electrically triggered simultaneously with the first QS 

trigger, thus integrating also the plasma emission formed by the first laser pulse. 

The beaker containing tap water, which was frequently renewed, was mounted on a holder 

adjustable in X, Y and Z directions to allow for the sample surface repositioning. No particular care 

was taken in controlling the water transparency and sample surface morphology during the 

measurements, as the experiment is intended to be applied in-situ, where different water and surface 

conditions are found. As said earlier, immersed sediments have their natural roughness, which 

increases during the LIBS measurements due to shock wave removal of the soft material. 
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Consequently, a departure form the optimal focusing distance is expected both for the sampling at a 

fixed position and for scanning the surface. 

Each spectrum (acquired at each laser shot) was saved separately inside a single file relative to one 

measurement (on one sample at fixed conditions). This approach allows monitoring of shot to shot 

variations of the spectral intensities, and is also useful for rejecting the spectra affected by the 

breakdown above the sample surface, by crater effect or by a significant reduction of water 

transparency (see section 5). 

6.2.2 Samples 

The LIBS measurements were first performed on the Antarctic sediments taken during XVI Italian 

campaign [4], which were analyzed without any treatment. The exact composition of the examined 

natural sediments was unknown, and only the comparative values from the reference Antarctic 

sediment were available, which however was extracted at a different location and depth [4-5].  

In order to check the possibility of quantitative measurements through the initial calibration and to 

roughly estimate the LOD’s achievable, underwater measurements on certified standard 

sediment/soil samples were also performed. These samples have different properties from the 

natural ones; in particular, they are in form of fine powders. Before performing LIBS 

measurements, these materials were first pressed into pellets, inserted into the sample holder and 

kept underwater for at least one hour to allow for deep wetting. About 10 laser shots were applied 

prior to the analysis, in order to reduce the surface compactness of pellets and simulate in-situ 

conditions. 

6.3 Optimization of the laser excitation 

Immersed sediments are difficult to analyze directly underwater, mainly due to the formation of the 

suspended particles. Shortly after their immersion, a layer of turbid water is already present above 

the sediment surface. Laser ablation and material removal by the laser induced shock waves, further 

degrades the water transparency. This problem is particularly severe on certified samples in form of 

fine powders, where the amount of suspended material produced is remarkably higher than for 

natural sediments with larger grain sizes. 

Running the laser at 10 Hz repetition rate, a severe LIBS signal reduction was observed already 

after first laser pulse (Fig. 6.2), caused by accumulation of the suspended particles in proximity of 

the sample surface. These particles scatter the incoming laser light, often causing a significant 

enlargement of the focal spot on the sample, sometimes also visible by bare eye. The presence of 

the particle cloud lowers the breakdown threshold of water itself, and this effect had been also 
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exploited for determination of the particle concentration in liquids [20]. Plasma formation may then 

occur above the sample surface. In such cases a much weaker LIBS signal from the sediment, due 

to the laser absorption by the overlaying plasma, or even only plasma continuum emission are 

detected (Fig. 6.3). In order to avoid particle accumulation above the analyzed sediment, in all the 

successive measurements the laser was triggered manually at low frequency (lower than 0.5 Hz), 

allowing for the material blown by the laser to be partially deposited.  
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Figure 6.2: Shot-to-shot behavior of Mg+ peak emission (at 279 nm) measured on the certified 
Antarctic sediment at a laser repetition rate of 10 Hz. 

Further, the energy partition between the two laser pulses and the respective time delay were 

optimized to achieve the best signal characteristics. This optimization is particularly important for 

limiting the total number of laser pulses required for the analyses i.e. for reducing undesirable 

effects related to the formation of a dense particle cloud caused by the shock waves. In the present 

experimental set-up, it was found the LIBS signal maximum, averaged over 20 spectra acquired, for 

the energy partition between the pulses corresponding to E1=60 mJ and E2=240 mJ and for an inter-

pulse timing ∆t=75 µs. When the energy of the first pulse is reduced by shortening the time delay 

between the flash-lamp trigger and the first QS trigger, here set at t1=145 µs, the line intensities 

decrease, probably due to less efficient gas bubble formation. On the other hand, increasing the first 

QS trigger delay, i.e. the first pulse energy, the energy of the second laser pulse is lowered and this 

can explain the observed signal reduction. For the chosen delay t1=145 µs, the maximum second 

pulse energy correspond to an interpulse delay of 75 µs; this value was therefore chosen for the 

measurements. 
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6.4 Qualitative sediment analyses 

The use of the spectrometer with ICCD allowed for time resolved LIBS plasma measurements. The 

plasma duration after the second laser pulse was examined first. Severe shot-to-shot variations of 

the emission line intensities, even at low laser repetition rates (see Fig. 6.3), make difficult to 

measure precisely the decay time behaviour of the emission lines. However, , as observed with a 

gate width set at 100 ns and by changing the gate delay with respect to the second laser pulse it was 

clear that the strongest line emissions occur for the acquisition beginning immediately after the 

second laser pulse. The plasma decays very rapidly and already after 500 ns the only observable 

emissions were from water and its impurities, namely the spectral lines from Mg ionic lines (around 

280 nm) [18] and features from oxygen and hydrogen. The elimination of the initial plasma 

continuum after the arrival of the second pulse, while still keeping the LIBS signal high, would 

require a relatively fast gate aperture (less than 100 ns). Such a feature was not presently available 

in here used compact spectrometer, characterized by a relatively slow gate aperture (time required 

for full gate aperture is 3000 ns). It was therefore necessary to trigger the acquisition by the first 

laser pulse.  

 In order to simulate the use of a HR compact spectrometer system for underwater LIBS 

measurements on sediments, the ICCD acquisition gate on was set at 3 ms and the acquisition was 

triggered with the first laser pulse. The contribution of the plasma emission after the first laser pulse 

to the overall signal was first checked by reducing the gate width to 10 µs. For the selected laser 

pulse energies, only a rather weak continuum emission was detected, whose level can be neglected 

in comparison with the plasma emission measured after the second laser pulse. Such weak emission 

was attributed to a relatively low energy of the first laser pulse, and also to inherent electrical delays 

between the trigger and the effective gate aperture. Measured delay between the laser pulse 

emission and the ICCD gate aperture was about 80 ns. Due to severe plasma quenching after the 

first laser pulse (the cavitation bubble is not yet developed), the initially stronger plasma emission 

produced by the first pulse was not included in the signal integration.  

Under the described experimental conditions and for long integration time (3 ms), on all the 

samples considered, both the main constituents and some minor species could be detected by 

applying a single laser shot sequence (Figs. 6.4-6.5). The latter elements include Ti, Ba, Mn and Li, 

the former Si, Ca, Al, C, Fe, Na and K. On immersed calcium carbonate rocks, which give a much 

higher LIBS signal and much less problems related to suspended particles, also Sr was detected. 

Tab. 6.1 collects the elements detected together with their most prominent emission lines. 

LIBS spectral intensities were at least twice lower on the certified powder samples than on natural 

sediments. However, the measurements on the certified samples allowed estimating the detection 
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limits in water, as reported in Tab. 6.2. The LOD values indicated here correspond to the lowest 

certified element concentrations which were detected in a single shot acquisition, so they are 

certainly higher than the real values.  

Table 6.1: Elements in an Antarctic sediment and rock, detected by the HR and by the LR 
system. The element concentrations in the reference Antarctic sample are also reported. 

   HR system LR system 

Element Reference 

concentration 

Line/band 

(nm) 
Rock Sediment Sediment 

Al 6,71% 308
b
 

395
b
 

+ 

+ 

+ 

+ 

Not 

resolved 

Ba 566 ppm 455.4
+ 

458.0 

+ 

+ 

+ 

+ 

- 

- 

C - 247.8 + + - 

Ca 1.70% 390
b+

 + + + 

Fe 2.44% 275
b+

 

375
b
 

+ 

+ 

+ 

+ 

+ 

+ 

K 2.7% 768
b
 + + Out of range 

Li - 670.8 + + Out of range 

Mg 1.52% 280
b+ 

284.8 

+ + + 

+ 

Mn 446 ppm 260.6
b+

 + + + 

Na 2.17% 589
b
 + + Out of range 

Si 33.5% 252
b
 

288.1 

+ 

+ 

+ 

+ 

- 

+ 

Sr 217 ppm 460.7 + - - 

Ti 2980 ppm 325,335
b+

 

453.6 

+ 

+ 

+ 

+ 

+ 

- 

(b)
 = emission band; 

(+)
 = ionic emission 

  

 

On some of the certified samples, resonant Cu transition at 324.8 nm was also detected, and for this 

element the lowest certified concentration detected was 114 ppm. Detection of Cu on the Antarctic 

sediment was not obtained, as its expected value is much lower (in the order of ppm) [4-5]. The 

evaluation of the LOD for Li was not possible since no certified value was given in all the reference 

samples investigated. 

Table 6.2: Minimum certified concentrations of minor/trace elements detected on 
reference samples by the HR system in a single-shot DP acquisition. The effective LOD is 

lower than the values reported here. 

Element Min. Conc. (ppm) Sample 
Ba 59 ES6 – loess (France) 

Cu 114 NIST2710 – contaminated soil (Montana) 

Mn 375 NBS1646 – Estaurine sediment (Chesapeake Bay) 

Ti 56 ES1 – marine deposit (Italy), mixed with PbO powder 
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Figure 6. 3: HR, single DP shot LIBS spectra from the certified Antarctic sediment: a) optimal for 

the analysis; b) in presence of a weak breakdown above the surface; c) in presence of an intense 
breakdown above the sample surface. The emission lines belong to Ti+. 
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Figure 6.4: Examples of single shot spectra (HR system) taken on natural sediment in water: (a) 
detection of C, Si, Fe and Mn; (b) detection of Fe, Mg and Si 
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Figure 6.5: Examples of single shot spectra (HR system) taken on natural sediment in water: (a) 
detection of Ti and Ba; (b) detection of K and O 

By applying a multi-shot data acquisition, the SNR and consequently the LOD might improve, 

particularly if an appropriate signal processing procedure is applied (section 5). For example, on the 

certified Antarctic sediment, after summing the emission produced by 20 laser shots, the SNR for 

the Si line at 289 nm was 14. On other hand, by summing only the spectra where the Si line peak 

intensity was above 10% of the maximum peak observed among these 20 spectra, the SNR of this 

line was improved by factor of 4. This improvement could be explained by the reduced plasma 

continuum level. 

With the LR system, the number of detected lines is smaller than with the HR system (Tab. 4.1). 

This could be expected due to increased line overlapping and reduced SNR, and to the limited and 

fixed spectral range (200-500 nm). As shown in Fig. 6.6a, not well resolved Al lines overlap with 

ionic emission from Ti (around 308 nm) or Ca (around 395 nm). As a result, their direct 

measurements without applying a spectral deconvolution, is not possible with the LR system. 

Furthermore, strong water spectral emission features in the range 400-500 nm, do not allow 

resolving and detecting relatively weak Ba lines. Since the two detection systems have a 

comparable spectral response in the wavelength range 250-500 nm, the lower SNR values obtained 

by the compact spectrometer can be attributed to its poorer resolution. 
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If the breakdown was formed much above the sample surface, only a broadband spectrum was 

detected. This emission might be attributed both to the breakdown and to sonoluminescence 

emission [17] (Fig. 6.6b). Occasional appearance of the sonoluminescence emission was also 

observed by using the ICCD system with a gate delay of 100 µs from the second laser pulse, while 

keeping the gate width at 3 ms. The intensity of the sonoluminescence emission is generally higher 

for a symmetrical bubble collapse [21], and unlikely when close to a rigid surface where the 

collapse is asymmetric. In the present experiment, however, the target surface is soft and easily 

removed by the shock waves. In absence of well controlled material repositioning, a significant 

blasting of the top sediment layers might also increase locally the distance between the bubble, 

sometimes formed also before the focal point, and the sample surface. In this way, the probability of 

experiencing a symmetrical bubble collapse, and consequently observing sonoluminescence 

emission, could not be neglected. 
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Figure 6.6: Example of LR spectrum: (a) obtained by summing 6 strong spectra taken on natural 
sediment in water; (b) single shot, broadband emission caused by breakdown formation above the 

sediment surface or by sonoluminescence (intensity multiplied by 6). 
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6.5 Calibration for quantitative analysis 

Only the spectra acquired in a wide spectral range, i.e., by the LR system were considered for the 

calibration. Due to the line overlaps in the LR spectra, it was possible to analyze only a limited 

number of elemental lines, belonging to ionic emission from Mg, Ti and Fe, and to atomic emission 

from Si. 

In order to discard the spectra containing a very weak line emission or only the continuum 

radiation, which may be particularly intense in presence of the sonoluminescence, the filtering 

procedure described in Chapter 5 was applied first. The filtering was performed with respect to the 

Mg
+
 peak at 279 nm (after background subtraction) and its maximum value among the acquired 

spectra on a single sample (typically 100 spectra per sample) was used as a reference value. 

Automatically selected spectra, characterized by the Mg
+
 peak intensity above 10% of the reference 

value, were successively saved as columns in another file. An attempt to obtain calibration graphs 

relative element concentration (see section 3.5) from the simply summed selected files failed, as the 

obtained data were fully uncorrelated. This was checked on the atomic emission from Si, after 

normalization on different ionic lines (from Ti, Mg or Fe). Consequently, this procedure for making 

any quantitative LIBS analysis on immersed soft materials must be considered unfeasible. Even 

attempting normalization only between different ionic emission lines, the correlation of the 

resulting calibration graphs was not satisfactory. The observed scattering of the data points may be 

attributed to strong, random variations in the plasma properties from one spectrum to another. This 

variation affects also the relative intensities of the analytical lines both due to different level 

population and to different atom to ion number ratios. For this reason, it was necessary to consider 

for the calibration only the spectra characterized by similar plasma parameters. 

To this aim, one reference spectrum was selected among those acquired on different samples. 

Considering that the plasma parameters are related to the spectral distribution of the continuum 

emission [22-25], 7 spectral intervals for its comparison are defined (Tab. 6.3), each one a few 

nanometres wide. A program for further data processing was also written under LabView and 

performs the following operations: 

 

1) For each spectrum relevant to a single sample the mean continuum intensities over defined 

comparing intervals (Tab. 6.3) are calculated; 

2) These mean values are divided by the corresponding mean values for the reference 

spectrum; 

3) The Relative Standard Deviation (RSD) between the points from step 2 is calculated; 
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4) If the RSD in step 3 is lower than a chosen value (example 0.2), here called “RSD limit”, 

this spectrum is selected for calibration; 

5) All spectra selected in the previous step, relevant to one certified sample, are then summed 

for further analysis, i.e. used for the calibration. 

 

When analyzing the RSD (step 3) for different spectra, it was found that its value could be as high 

as 1.2, indicating a strong difference in the spectral distribution of the plasma continuum with 

respect to the reference spectrum. In Fig. 6.7, examples of the normalized continuum intensity ratios 

and estimated plasma temperatures (discussed in following) are reported, together with the 

corresponding spectra.  

Table 6.3: Spectral intervals used for comparison of the plasma continuum emission: λλλλ1 
and λλλλ2 are the beginning and the end of the interval, respectively, with corresponding 

interval width ∆λ∆λ∆λ∆λ. 

Interval No. 1 2 3 4 5 6 7 

λ1 (nm) 240.0 267.5 290.5 361.0 387.0 399.0 450.0 

λ2 (nm) 243.0 269.5 291.5 365.0 389.0 402.0 452.0 

∆λ (nm) 3 2 1 4 2 3 2 
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Figure 6.7: Left: single shot spectra compared to the chosen reference spectrum (RED); the 
intervals for comparing the continuum intensities are indicated (upper lines); Right: corresponding 

normalized ratios of the continuum intensities with respect to the reference spectra (estimated 
plasma temperature 9590 K), as a function of the interval number. 
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Due to the insufficient number of resolved emission lines from one element in the spectra registered 

by the LR system, it was not possible to calculate the plasma temperature from a Boltzmann plot. In 

the case of the spectra acquired by the HR system, due to small spectral interval in a single 

acquisition (about 20 nm wide), temperature measurements were possible only on Ti
+
 lines. The 

measured values oscillate between 9500 K and 13500 K from one spectrum to another. However, in 

most of the cases, the energy span for the detected lines was too small for reliable temperature 

determination. For these reasons, the plasma temperature was successively determined using the 

Wien’s displacement law for a black-body radiator and analyzing the wide spectra obtained by the 

LR spectrometer.  

A temperature measurement of the single spark plasma in water by applying black-body 

approximation was already discussed in Chapter 3. However, in DP excitation the secondary plasma 

is formed inside the gas bubble. Several works have been published recently regarding the 

temperature measurements and modelling of plasma produced by a collapsing bubble underwater 

[23-24]. If the plasma is optically thick, i.e. the radiation emitted from the plasma originates only 

from the bubble surface, its emission could be approximated by the Planck’s law for blackbody 

radiation [23]. Consequently, the plasma temperature could be calculated from the spectral 

distribution of the continuum radiation. For optically thin plasmas, as in the case of LIBS except at 

the wavelengths corresponding to very strong atomic/ionic transitions where a partial light re-

absorption occurs, the continuum spectra represents a convolution of blackbody and bremsstrahlung 

spectrum if the conditions of LTE are fulfilled [23]. The latter conditions could be considered 

satisfied in most of LIBS plasmas, except for those characterized by a low electron density [25], as 

for example those generated in low pressure environments, which is not our case [14]. Assuming 

LTE, the emissivity of the plasma continuum is proportional to product of Planck’s function, 

whether or not the photon field is in equilibrium with matter field, and the opacity [23-24]. 

In our case, the continuum spectral distribution, corrected for the instrument response, does not fit 

the Planck’s function for the reasons described above, as the observed continuum peak is much 

narrower (Fig. 6.8). Not knowing the plasma opacity, necessary to correct expression for blackbody 

emission, the data were simply fitted in the range 240-370 mm, thus to find more precisely the peak 

position (Fig. 6.8). Note that the emission at longer wavelengths is less representative for the hot 

plasma core, as the absorption coefficient for inverse bremsstrahlung is proportional to λ3
 and there 

is also an emission contribution from cooler (external) plasma regions [26]. Subsequently, the 

plasma temperature was calculated from Wien’s displacement low, using the peak wavelength 

obtained from the fit. For the spectra containing also line emission, and therefore useful for the 

sediment analyses, the calculated plasma temperature ranges between 9000 K and 11800 K. The 
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estimated error in peak position determinations is smaller than ±10 nm; this uncertainty would 

correspond to an error in the temperature calculation lower than ±320 K. It thus appears that the 

calculated temperatures are comparable with those of a Boltzmann plot obtained by using Ti
+
 lines, 

even though this fit was possible only on a limited number of very strong spectra and the 

temperature determination was affected by large errors, as discussed previously. 
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Figure 6.8: Example of the plasma continuum emission fitted mathematically (thick) to obtain the 
peak position and fitted blackbody radiation with the same peak position (dashed). The 

temperature was calculated from the Wien’s displacement low. 

Looking back to Fig. 6.7, case (a) refers to the spectrum considered acceptable for the calibration, 

where the calculated RSD (from step 3 above) is 0.14. The estimated plasma temperature is 9630 K, 

very close to a temperature of 9590 K calculated for the reference spectrum. For the spectrum 

shown in (b), the estimated plasma temperature is slightly higher (10 200 K) but the line emission is 

very weak, probably due to a partial breakdown above the sample. Consequently, the continuum 

spectral distribution is somewhat different from the reference spectrum and the calculated RSD is 

0.54. In case (c), the peak of the plasma continuum emission is shifted towards shorter wavelengths 

and corresponds to the temperature of 11 200 K. Although some particularly strong emission lines 

are present in this spectrum, it was not chosen as the reference because in most cases, the acquired 

spectra showed much different continuum spectral distributions, i.e. corresponding to lower plasma 
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temperatures. Generally, the spectra characterized by a continuum peak shifted towards longer 

wavelengths with respect to the chosen reference spectrum, present much weaker emission lines, 

and therefore are not useful for the sample analysis. The influence of a variable plasma temperature 

on the calibration for quantitative purposes was discussed in [27], where the derived correction 

factors could be calculated if the plasma temperature and electron densities were known. In here 

discussed measurements, it was possible to determine the plasma temperature from the LR spectra 

where the spectral resolution is too low for the calculation of the electron density., using for 

example the Saha equation applied to Mg and Mg
+
 lines (multiplet not resolved). If we assume a 

constant electron density of 1·10
+17

 cm
-3

  and the Saha equation, it is possible to estimate the 

behaviour of several ratios of selected species in the plasma, in the temperature range 9000 K to 

11000 K (Tab. 6.4). The calculated ratio Mg
+
/Fe

+
 increases only by a factor of 1.15 and the 

calibration graphs for relative concentration measurements would not be strongly affected by the 

temperature variation. On the other hand, the ratio of Si/Ti
+
 is reduced for factor 3.5 when the 

plasma temperature is increased from 9000 K to 11000 K. This factor is even higher if we consider 

the ratios Si/Mg
+
 and Si/Fe

+
. In the latter case, the energy levels of the Si line at 288.16 nm and the 

Fe multiplet around 275 nm are quite close (5 eV and 5.6 eV, respectively), and therefore their 

intensity ratio is not expected to change significantly due to a variation of the level population, but 

rather to the ionization degree. In spite of the fact that the calculations do not take into account 

changes of the level populations and possible variations of electron density with plasma 

temperature, they indicate the relevance of selecting suitable spectra (e.g., those with similar 

temperatures) prior to calibration. 

 

Table 6.4: Partition between atoms and ions for different elements at two plasma 
temperatures, calculated for an electron density of 1017 cm-3. 

T=9000 K T=11000 K Element 

Atoms (%) Ions (%) Atoms (%) Ions (%) 

Population ratio 

at 9000 K 

Population ratio 

at 11000 K 

Mg 25.0 75.0 6.4 93.6 

Fe 65.2 34.8 7.4 92.6 

Mg
+
/Fe

+
=1.01 Mg

+
/Fe

+
=1.15 

Si 62.8 37.2 17.9 82.1 

Ti 87.3 12.7 2.7 97.3 

Si/Ti
+
=0.714 Si/Ti

+
=0.184 

 

 

After imposing different values for the “RSD limit”, it was found that sufficiently well correlated 

calibration graphs, regarding relative element concentrations, could be obtained for an “RSD limit” 

up to 0.3. Lowering of this limit leads to improved correlation but results into a smaller number of 

selected spectra. This has the consequence that, when the spectra are summed, the SNR is reduced.  
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Examples of the calibration graphs obtained for the “RSD limit” of 0.3 are reported in Fig.6.9. It 

can be seen that, by applying the above described procedure, a relatively good correlation (above 

0.92) between the relative element concentrations and the measured line intensity ratios could be 

obtained. 
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Figure 6.9: Calibration graphs obtained using the LR spectrometer and spectral selection with an 
“RSD limit” of 0.3. The ratios reported in the ordinate axis refer to the peak values after 

background subtraction. 

6.6 Conclusions 

In this work it is demonstrated that sediments can be analyzed by a double-pulse LIBS applied 

directly underwater, also if a non-gated detector is employed. Different experimental configurations 

were tested, and an angular laser incidence on the sample was chosen in order to reduce 

perturbations in laser transmission caused by the gas bubbles formed by previous laser pulses and 

deposited on the focusing lens. Very low laser repetition rates must be selected to avoid 

accumulation of a dense particle cloud above the analyzed surface, as the soft sediment material is 

easily removed by the shock waves formed in the interaction. Strong shot-to-shot variations of the 

spectral features and their intensities are encountered due to rough sample surfaces (natural or laser-

induced roughness), and to light scattering caused by suspended sediment particles (always 

present), which are also responsible for a frequent breakdown formation above the surface. If the 

plasma was produced above the sample surface, a sonoluminescence signal was also occasionally 
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detected. Such signal generates after the bubble collapse and is characterized by a relatively intense 

broadband emission. Intense, broad band continuum spectra not carrying analytically useful line 

emission should be avoided in the spectra summation prior to the data analysis, as it partially masks 

the emission from the analytical lines. If gated detection is not used, therefore allowing a possible 

measurement of an intense occasional sonoluminescence emission, the spectra containing an intense 

continuum component could be eliminated via software. 

With the high resolution spectrometer, a number of minor sediment elements were detected: in this 

case, for example, the LOD’s of Ti and Ba are lower than 60 ppm in a single shot acquisition. The 

number of the detected lines by the low resolution spectrometer is lower, although the spectral 

throughput for the two systems is similar.  

Direct calibration for quantitative LIBS analyses of the submerged sediments is not feasible because 

the plasma parameters change significantly from one shot to another. This is reflected in variable 

line intensity ratios, and consequently, in uncorrelated or weakly correlated calibration data. 

However, selecting only the spectra with correspondingly similar plasma temperatures, here 

identified from the spectral distribution of the continuum emission, made possible to obtain well 

correlated calibration graphs. This opens a possibility for direct quantitative LIBS analyses of 

submerged sediments or other soft or rough surface materials underwater.  

The proposed method could improve the measurement accuracy, whenever this is affected by 

variable plasma parameters, as for example during ablation of dusty or rough surfaces or in the 

presence of laser induced craters, which might strongly influence the LIBS plasma properties [28].  

The results presented here demonstrate that LIBS is a promising technique for direct underwater 

sediment characterization, capable to supply in situ important environmental and geological data, as 

well as information about biological activity in the examined water (e.g. to quantify the presence of 

biogenic Si and Ba). Further developments imply the use of an array of high resolution compact 

spectrometers, covering a broad spectral range, in order to extend the number of elements that could 

be analyzed and/or to improve their detection limits. 
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Chapter 7   

 

LIBS ANALYSES OF LIQUID IMPURITIES 

 
Abstract 
The analytical performance of LIBS for bulk liquid was studied as a function of the solution composition and 

concentration. The signal depletion in the detection region, caused by changes of the breakdown location, 

was studied as a function of the analyte concentrations and water salinity. Influence of the moving 

breakdown on the plasma parameters and quantitative LIBS analyses is also considered. Calibrations were 

performed on water solutions containing Mg, Cr or Mn, at different sets of the laser pulse energies, and the 

detection limits were considerably lowered by applying data filtering procedure.  

 

7.1 Introduction 

One of the growing requests for LIBS technique regards in-situ analyses of water solutions, which 

is important for environmental control [1-4], for monitoring of cooling or waste waters from 

industry, thermo-electric and nuclear power plants [4-6], then for geological and marine researches 

[7], for study of chemical reactions in the liquid phase etc. A number of papers reported LIBS 

analysis of waters in presence of water-air interface, by applying single [2-12] or double pulse 

excitation [13]. However, in some cases direct measurements on bulk water are required, so in the 

absence of liquid-gas interface. Examples include detection of leakages in industrial plants, 

measurements of biological activity, determination of nutrients and pollution in deep waters, 

characterization of sub-glacial waters, etc. A very few studies regard LIBS analyses of bulk liquids 

[1, 9, 14-15], where the LOD’s below 1 ppm were obtained for some elements [14-15] when 

applying DP excitation. Presently, the studies relative to matrix effect, i.e. the liquid composition, 

on the LIBS signal are not available in literature. On the other hand, influence of the size and 

concentration of colloid particles on breakdown probability in liquids are known [9, 16]. It was 

found that LIBS signal reaches the maximum at certain, low colloid particle concentrations and that 

further increase of the particle number causes the signal reduction, attributed to the radiation 

scattering and absorption by the particles [9]. 

Here, an influence of matrix effect in LIBS analyses of bulk liquids has been studied on water 

solutions containing different concentrations of Mg, Mn or Cr. In view of developing of the LIBS 

method for quantitative bulk water analyses in-situ, that could regard both sweat waters (river, 

lakes, wells) and seawaters, as well as mixed waters (close  to river foci), the solutions from above, 

prepared starting from pure water and the same with different grades of salinity were examined. 



 100 

7.2 Experimental 

The experimental set-up is already described in sections 4.2 and 5.2. 

Calibration graphs for quantitative LIBS analyses were generated on reference solutions, adding 

properly MgSO4, MnCl2•7H2O or Cr(CH3COH)3 to a pure (milli-Q) water. The corresponding 

minimum element concentrations were 5 ppm for Mn and Cr, and 1 ppm for Mg. The latter 

elements was chosen as a common component of waters, Mn as an element related to bioactivity in 

waters and Cr as an example of contaminant. 

In order to study the influence of water salinity on the LIBS signal, beside the solutions prepared 

from pure water, the analytes with the same concentrations were also analyzed in: 

a) pure water with NaCl properly added to simulate seawater salinity (ASW); 

b) mixing pure water (PW) and ASW in ratios 70%-30% (ASW30).  

 

In order to avoid disturbances from eventual nanoparticle formation, which for example were 

clearly observed (clustered) after long measurement sessions in solutions containing Mg in 

concentrations of 200 mg/l or more, the higher concentration solutions in the beaker (over 50 mg/l 

of an analyzed element) were exchanged each 30 minutes of the measurements. During water 

exchange, the focusing lens was always cleaned to avoid accumulation of the gas bubbles produced 

by the breakdown. 

For each solution concentration, six replicated measurements were performed by applying two laser 

pulse energy settings. The first laser setting corresponded to the maximum laser pumping and the 

QS trigger delays for which the most intense plasma emission was obtained, namely t1=155 µs and 

interpulse ∆t=75 µs. In this case, the laser pulse energies were E1=91 and E2= 214 mJ. For 

comparative measurements, laser pumping was decreased (second laser set) so that the pulse 

energies were E1=37 and E2= 156 mJ.  

After performing further optimization of the laser excitation, as described in Chapter 8, some 

measurements were repeated by applying E1=72 mJ, E2=144 mJ, delayed for 75 µs. In these 

conditions the first laser pulse is split into a sequence of 5 pulses. 

Both the acquisition delay from the second laser pulse and gate width were set to 600 ns. These 

values were chosen after optimization of the LIBS signal on the lowest concentration solutions for 

Mg and Mn. Each measurement was performed by acquiring 1000 spectra recorded in separate 

columns inside the same data file. 
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7.3 LIBS signal oscillations 

For both laser energy sets, strong shot-to-shot signal oscillations have been observed, although the 

liquid sample can be considered homogeneous. However, in the case of bulk water some other 

effects must be considered, such as the statistical probability for the breakdown [9, 17-19] and the 

moving breakdown phenomenon [19]. The latter effect has been observed also with the naked eye, 

particularly at the higher pulse energy set and for concentrated solutions. This was confirmed by 

investigating the breakdown probability inside the detection region, as a function of the solution 

concentration. 

The presence of the breakdown was determined through an average value of the continuum plasma 

emission in the spectral range 277.5-279 nm. For the background  compensated ICCD, the average 

continuum level was about zero in the absence of plasma, and for the breakdown threshold the 

average continuum level was fixed to only two ICCD counts. The percentage of the breakdown 

events at a single solution concentration was calculated as an average value over six measurements, 

each one performed over 1000 laser shots, and the obtained values, together with their standard 

deviation, are reported in Fig. 7.1.  
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Figure 7.1: Number of breakdown events (%) in the detection region as a function of Mg 
concentration in pure water, for two sets of laser pulse energies: (a) E1=37 and E2= 156 mJ, (b) 

E1=91 and E2= 214 mJ. 
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The measured breakdown probability in the detection region, whose sectional diameter was about 3 

mm, is close to 100% at the lowest solution concentration for both the laser energy sets considered. 

Increasing of the solution concentration initially leads to a decrease of the number of breakdown 

events and then remains almost constant. As it is well known, the breakdown probability in water 

increases with the presence of solutes [17-19], and the observed reduction of the breakdown events 

in the detection region (Fig. 7.1) is caused by the spatial movement of the plasma towards the 

focusing lens. The plasma position also became less stable with increasing the solution 

concentration, as observed from the progressive deterioration of the measured standard deviation. 

7.4 Matrix effect 

When comparing the solutions with different grades of water salinity, at fixed analyte concentration 

the most intense plasma emission was obtained on the solution prepared from pure water (Fig.7.2). 

The measurements were performed by changing the gate delay from the laser pulse and keeping the 

gate width constant at 200 ns. In all the cases examined the plasma emission, measured through the 

continuum intensity, extinguishes after about 1500 ns from the second laser pulse, but the decay 

rate is slower for higher water salinity. An overall decrease of the plasma intensity with water 

salinity is attributed to a visible plasma elongation. The plasma formation before the focusing point 

is responsible for partial laser absorption (remaining portion of the pulse) and to a reduced energy 

available for the bubble formation and expansion after the first pulse. Analogue plasma elongation 

was observed by adding any impurity to water (Fig. 7.3), including the analytes as discussed above. 

This effect causes fast saturation of the calibration curves (see next section).  
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Figure 7.2: Reduction of the plasma continuum intensity with water salinity 
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Figure 7.3: Reduction of the plasma continuum intensity with impurity concentration 

If we compare the ionic line intensity between solutions with the same analyte concentration but 

with different grades of salinity, it behaves in analogue way as the continuum plasma emission, i.e. 

it decreases with the salt addition. However, the differences are reduced with increasing of the 

solution concentration, which itself gives rise to the plasma elongation (Fig. 7.4). 

Presence of NaCl in water decreases the ionic line intensities but enhances the atomic emission 

(Fig. 7.5). This can be explained by lowering of the plasma temperature and/or by increasing of the 

electron density in the plasma. Sodium has low ionization potential (5.14 eV), thus contributes both 

to a decrease of the breakdown threshold with consequent plasma elongation, and to an increase of 

the electron density in plasma. The latter effect leads to a more efficient recombination, so to higher 

atomic-to-ionic ratios in the plasma (eqn. 2.7). As a result, the highest detection limits relative to the 

chosen analytical ionic lines, were obtained in the case of the water with the highest salinity (Tab. 

7.1).  
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Figure 7.4: Temporal behavior of Mn+ peak and continuum intensity in pure and seawater. 
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Figure 7.5: Atomic emission from Cr in pure water (spectrum shifted down) and artificial 
seawater; delay 600 ns, gate 2400 ns, accumulation over 100 shots 
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7.5 Calibration for quantitative analyses 

In a view of a quantitative analysis, the application of an internal standardization procedure was 

considered (see section 2.5). Spectra were acquired in a narrow region (278-288 nm) encompassing 

the analytical line, but not containing spectral features due to water (oxygen and hydrogen), which 

might be used for normalization. Then, the possibility to normalize the signal on the nearby 

continuum was examined. The presence of a possible correlation between the background emission 

and the line peak intensity, as observed in case of the ablation of solid samples in air [20-21], was 

first investigated. In the present LIBS measurements on bulk solutions, this correlation was found to 

be rather poor, and also dependent on the laser energy and on the solution concentration (Fig. 7.6). 

Comparative calibration plots for Mg were created, where the spectra were summed over 1000 laser 

shots, before and after the analytical peak normalization on the background level (not shown). It 

was found that the correlation coefficient obtained with the normalization was lower than that in the 

absence of the normalization. As a consequence, such internal standardization procedure is not 

adequate for the LIBS measurements in bulk water.  
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Figure 7.6: Correlation between Mg+ peak intensity at 279.5 nm and the average nearby 
background level, for solutions containing Mg in pure water: (a) Mg 500 mg/l, E1=91 and E2= 214 
mJ; (b) Mg 500 mg/l, E1=37 and E2= 156 mJ; (c) Mg 5 mg/l, E1=91 and E2= 214 mJ; (d) Mg 5 mg/l, 

E1=37 and E2= 156 mJ. 
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Calibration was then comparatively performed for the spectra summed over 1000 shots and for the 

spectra summed after applying the filtering at 50% level of the maximum peak. The data reported in 

Fig. 7.7 are the average value of six replicate measurements, and the error bars have been calculated 

for a 95% confidence interval. The measurements for the highest Mg concentration (500 mg/l) have 

been excluded from the graphs as the curves of growth became non linear. After applying the signal 

filtering procedure at 50% level (Chapter 5), the LOD defined as three time the noise in the 

background divided by the slope of the calibration graph, was found to be 0.33 mg/l at low laser 

energy (resulting in a 7-fold improvement) and 0.21 mg/l at high laser energy (resulting in a 3-fold 

improvement). In all the examined cases, the correlation factor of the linear fit R is very high. 

Although the LOD improvement was significant after applying data filtering, there is no clear 

evidence of an effect in the precision of the measurement. 
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Figure 7.7: Calibration plots for summed spectra without filtering (○) and after applied filtering at 
50% level (■), for two sets of laser pulse energies: (a) E1=37 and E2= 156 mJ, (b) E1=91 and E2= 214 

mJ. The peak intensity (Y axis) is normalized on the number of the summed spectra  
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After the optimization of the laser excitation, as described in the next chapter, the LOD’s for the 

three considered elements result below 1 mg/l (Tab. 7.1). In these conditions the optimal filtering 

level, applied before the calibration, is at only 10% of the chosen line intensity and this can be 

explained by more stable plasma position i.e. reduced fluctuations in the plasma intensity inside the 

observed volume.  

With the laser excitation optimized for solutions not containing salts, as described in Chapter 8, the 

calibration was repeated for waters also containing NaCl. In these cases, due to the plasma 

elongation, the detection thresholds through the ionic lines are significantly higher (Tab. 7.2). 

Although the atomic emission increases with water salinity, their lines were not considered for the 

calibration as for the analyzed elements they are always weaker than the chosen ionic lines. 

Calibration plots for Mn in pure water and ASW are shown in Fig. 7.8 and they exhibit fast 

saturation caused by the plasma elongation with adding the impurities to water. 

 

Table 7.1: Element detection limits in pure water for two different conditions of the laser 
excitation 

Element 
Wavelength 

(nm) 

E1=92 mJ 

E2=214 mJ 

E1=72 mJ 

E2=144 mJ 

Mg 279.5 0.210 ppm 0.034 ppm 

Mn 257.6 2.450 ppm 0.390 ppm 

Cr 283.6 - 0.920 ppm 

Notes 
t1=155 µs, ∆t=75 µs 

One pre-pulse 

t1=145 µs, ∆t=75 µs 

Five pre-pulses 

 

Table 7.2: Element detection limits in waters with different grades of salinity for the 
optimized laser excitation (E1=72 mJ, E2=144 mJ) 

Element Wavelength (nm) PW ASW30 ASW 

Mg 279.5 0.034 ppm - - 

Mn 257.6 0.39 ppm 0.67 ppm 0.74 ppm 

Cr 283.6 0.92 ppm - 1.96 ppm 
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Figure 7.8: Calibration for Mn in pure water and ASW: 1000 shots, filtering at 10%, optimized 
laser excitation 

7.6 Conclusions 

Laser plasmas produced in bulk water exhibit strong shot-to-shot intensity oscillations, and 

sometimes the breakdown events are even missing in the detection region. The statistical intensity 

distribution may differ from one measurement to another, particularly at higher solution 

concentrations, such effect being attributed to the probabilistic nature of breakdown in water and 

the spatial moving of the breakdown location. The plasma extension out of the detection region 

becomes more pronounced both with an increase of the analyte concentration and presence of other 

water impurities, including salts. This effect also contributes to a fast saturation of the calibration 

graphs at higher analyte concentrations. Increasing of the water salinity leads not only to the plasma 

elongation towards the focusing lens, but also to changes of the plasma parameters, which enhance 

ratio of the atomic to ionic emission. As a consequence, strong matrix effect must be encountered in 

LIBS analyses of unknown bulk liquids. 

The measured correlation between the line peak emission and the plasma continuum is poor for 

bulk water excitation, thus negating the use of a normalization procedure based on the background 

emission.  

It was shown that the elimination of low intensity spectra can lower significantly the limit of 

detection (up to factor 7).  
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Quantitative LIBS analyses of unknown bulk waters should include a control of the plasma 

elongation caused by different impurities, and of the plasma parameters. The both factors, 

particularly affected by water salinity, lead to variable intensity of the analytical lines and 

potentially, to high analytical errors. 
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Chapter 8  

 

OPTIMIZATION OF UNDERWATER PLASMA EXCITATION BY 
LASER 

Abstract 
 

In order to optimize the LIBS signal from bulk waters, laser pulse energies were varied through changing of 

the QS trigger delays. It was noted that at mid pulse energies the LIBS signal had a tenfold enhancement. In 

order to explain such a phenomenon the dynamics of the gas bubble generated after the first laser pulse was 

studied through measurements of the HeNe laser light scattered on the bubble. The influence of laser energy 

on underwater bubble and plasma formation was observed by photographic technique. An importance of a 

multi-pulse sequence on the LIBS signal was also analyzed, where the pulse sequence after the first QS 

aperture was produced by operating the laser close to the lasing threshold. 

8.1 Introduction 

One of the factors to take into consideration for double pulse LIBS applied on bulk liquids or 

immersed samples is the timing between the pulses. The maximum LIBS signal can be obtained if 

the second pulse hits the sample when the gas bubble produced by the first pulse reaches its 

expansion maximum [1].  

Dynamic of the laser generated bubbles in liquids was mainly studied for laser medical applications 

(ref [2] and therein cited papers) with the aim to avoid an excessive tissue damage, and also in the 

attempt to obtain efficient tissue ablation or high efficiency of the shock-wave generation (laser 

lithotripsy). The time evolution and maximum radius of the laser-induced bubble in a certain liquid 

are strongly dependent on the experimental conditions [2], such as laser wavelength, pulse duration 

and numerical aperture after the focusing lens.  

One of the methods for studying the gas bubble dynamic is laser scattering [3-4]. The laser-induced 

bubbles have diameter in order of 0.010-1 mm [5] and the scattering of light in the visible can be 

described by Mie’s theory [3, 6].  

The final scope of here described research was to improve the sensitivity of LIBS technique applied 

on bulk liquids, also intended to employ for sub-glacial lake exploration. To this aim, the influence 

of the laser energy, divided in two or more nanosecond pulses, on underwater plasma emission was 

studied. Dynamics of the lateral gas bubble expansion after the first laser pulse was measured by 

light scattering techniques and for different laser pulse energies. Shape of the laser-induced plasma 

was photographed both by conventional photo camera and by an ICCD, after applying one or two 

laser pulses.  
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The LIBS signal intensity after the second laser pulse was also measured and compared to the 

results obtained by the above mentioned techniques. Influence of low energy multi-pulse laser 

sequence on the LIBS signal was also considered. For a few representative laser excitation 

conditions, calibration graphs were generated for solutions containing Mg, Mn or Cr, and the 

corresponding LOD’s were determined. Different experimental aspects, important for the 

improvement of the LIBS signal intensity are also discussed. 

8.2 Experimental 

LIBS set-up is the same to that described in sections 4.2 and 5.2. 

8.2.1 Scattering measurements 

The gas bubble produced by the first laser pulse was illuminated by a 35 mW HeNe laser. The 

scattered signal was measured at 90° using the same collection optics as for LIBS measurements or 

at 20° in forward direction where the light was collected with a plano-convex lens (Fig. 8.1). In 

both cases, the full angle aperture for the scattered light collection was larger than 15° in order to 

minimize angle dependent signal ripples characteristic for Mie scattering [3-4, 6] .  

The signal was brought to a photomultiplier (PMT) by a 6 mm diameter fiber bundle. Between the 

fiber bundle exit and the PMT, an interferential filter centred at the HeNe laser emission was 

placed. The PMT used for the present experiment was a Hamamatsu R928. The high voltage power 

supply feeds a divider designed for high linearity; and the output anode was pre-amplified and AC 

coupled with a Tektronix 2430A oscilloscope to record light transient. An additional gate circuit 

was used, which electronically switches off the PMT gain during the time elapsing between 

consecutive laser shots. Gated operation allowed us to use a CW laser illumination, minimizing 

problems related with the high mean photon flux incident on the PMT cathode due to light 

scattering by hydrosols and particles suspended in water. However, this background scattering was 

always present and the PMT was operated at relatively low voltage (425 V) in order to avoid 

nonlinearities in its response. 

Considering that the laser produced gas bubble might be elongated or that the bubbles might be 

formed also out of the focal volume, only the lateral expansion of the bubble in the focal point was 

measured. To this aim, a 1 mm high slit with precisely adjustable vertical position, was placed in 

proximity to the optical window of the beaker wall. Position of laser generated plasma and 

consequently the bubble centre might depend on the laser pulse energy [5]. In order to keep the 

illumination constant across the bubble, a negative lens (f=-50 mm) was placed before the slit, 

which horizontal width was restricted to 5 mm. The power distribution through the slit, scanned 
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vertically in 3 mm range, was checked by a power-meter and resulted uniform within 5%. This 

range of the slit positions enclosed fully both the bubble produced by low laser energy pulse (8 mJ) 

and the one produced at the maximum laser energy (300 mJ, single pulse). 

 

 

Figure 8.1: Experimental lay-out for forward scattering measurements 

8.2.2 Samples 

The measurements of the bubble dynamics by scattering technique were performed on tap water, 

whose standard impurities content was previously determined [7]. In order to avoid disturbances 

from eventual nanoparticle formation, water in the beaker was exchanged each 30 minutes of the 

measurements. During water exchange, the focusing lens was always cleaned. 

Calibration graphs for quantitative LIBS analyses were generated on reference solutions, adding 

properly MgSO4, MnCl2•7H2O or Cr(CH3COH)3 to a pure (milli-Q) water (see previous chapter). 

8.3 Initial results from LIBS measurements 

In order to optimize the LIBS signal, laser pulse energies were varied through changing of the QS 

trigger delays with respect to the flash-lamp trigger, as discussed in chapter 7. It had been noticed 

that the reduction of the first pulse energy from 92 mJ to 72 mJ drastically improves the signal, 

although the second pulse energy was also lowered from 214 mJ to 144 mJ. With lower pulse 

energies, LOD for Mg in pure water was reduced for one order of magnitude (34 ppb instead of 210 

ppb).  

One of possible explanation for strong plasma emission enhancement after the second laser pulse 

with mid first pulse energy could be searched in dynamics of the gas bubble expansion following 

the first laser pulse. In literature, the reported maximum gas bubble expansions in liquids after a 

nanosecond laser induced-breakdown are in the range 15-325 µs [5], depending on the laser energy 

and its wavelength, as well as on the focusing conditions (numerical aperture after the focusing 
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lens). The highest LIBS signal can be obtained when the arrival of the second (probing) laser pulse 

coincides with the maximum gas bubble radius [1,8]. In order to verify whether the LIBS signal 

enhancement that we had observed is caused by the maximum bubble expansion for ∆t=75 µs at 

mid first laser pulse energy (72 mJ) the laser scattering measurements were performed. 

8.4  Bubble dynamics 

For scattering measurements, the plastic baker was initially substituted with one made of glass. 

However, the strong reduction in the plasma emission was always observed already after 100 laser 

shots, due to air bubble deposition on the focusing lens. As such an effect was not observed when 

using plastic beaker, it might be supposed that the electrostatic charges, induced by the shock 

waves, were forming in presence of large glass surface. For this reason, again the plastic beaker was 

placed and modified to have an optical window for the HeNe beam entrance. 

Dynamics of the laser induced bubble as a function of the laser energy was monitored by settling a 

single QS trigger (t1=210 µs) and by changing the current through the flash lamp. This delay 

corresponds to the stable, highest energy single pulses. With increasing of the laser energy, the 

produced plasma becomes visibly more elongated. In order to monitor only the lateral bubble 

expansion, which we consider more important for the LIBS signal after the arrival of the second 

laser pulse, the HeNe beam was sent through 1 mm high slit, moved with 1 mm step, and scattered 

signal was measured at different slit positions. At maximum laser energy here used (280 mJ) the 

signal could be observed for three slit positions (over 3 mm), while up to 170 mJ the signal is 

existent for only two slit positions. In all the cases, the same slit position gave the signal maximum 

and corresponding scattered light intensity as a function of time is depicted in Fig. 8.2a. The first, 

narrow peak, correspond to the laser pulse arrival, which produce the plasma continuum emission 

also in the spectral range transmitted by the interferential filter. In the same figure (8.2b), the 

scattering signal obtained without slit is also reported. Here, we could observe that the first bubble 

collapse occurs between 240 µs and 320 µs, followed by the first rebound. At the maximum energy, 

also the second and weak third rebounds were detected (Fig. 8.2b).  
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Figure 8.2: Signal from the light scattered at 90° on the gas bubble produced by the laser with pulse 
energy 65 mJ (dots) and 280 mJ (solid): a) without slit; b) with slit; Tc is the measured first collapse 

period at lower energy; 1-3 indicate the bubble rebounds at the higher laser energy 

The signal shape in presence of the slit is quite different from the one in the absence of the aperture. 

With the slit, the signal is more symmetrical, and the highest peak, as well as the longest first 

collapse period, is observed at a relatively low energy, thus indicating largest lateral bubble 

expansion (eqn. 8.1). In absence of the slit, the peak value is larger for higher laser pulse energies 

due to the plasma and elongation. It could be assumed that the produced bubble is also elongated, so 
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the scattering from the peripheral bubble volume increments the peak value, or that another bubble 

is also formed out of the focal point, which also contributes to the signal peak. At high laser 

energies, also the peak voltage is shifted towards shorter time because the peripheral bubble 

expansion time is shorter then the central one, as it was confirmed from the measurements with the 

slit scanned over different positions.  

Both for Mie scattering and geometrical optics, the intensity of the light scattered by the spherical 

bubble of radius R is proportional to R
2
 for all scattering angles [6, 9]. Consequently, the gas bubble 

diameter is proportional to the square root of the PMT voltage V [9]. The maximum bubble radius 

achieved Rmax  is proportional to the first collapse period Tc through Rayleigh relation [2]: 

)00

max

/(83.1 v

c

pp

T
R

−
=

ρ
      (8.1) 

Where ρ0=998 kg/m
3
, p0 is hydrostatic pressure and pv is vapour pressure inside the bubble. 

The same relationship approximately describes also elongated bubbles, but in this case, Rmax 

corresponds to the radius of a sphere having the same volume as the elongated bubble [9]. 

The first collapse period Tc was determined from the intersection of linearly fitted decaying signal 

on PMT and the final voltage level (see Fig. 82b) [10]. The scattered signal peak Vmax and the first 

collapse period of the bubble as a function of the laser pulse energy, measured with the slit, are 

shown in Figs. 8.3a-b. In both cases, the maximum lateral bubble expansion corresponds to the laser 

energy of 65 mJ. Up to this energy, Vmax value increases approximately linearly. After achieving the 

maximum, the gas bubble starts to elongate or to form in multiple sites as the breakdown threshold 

is reached also out of the focal volume. Therefore, a smaller part of the available optical energy is 

coupled to the mechanical energy (bubble expansion) in the focal point. The measured values of 

Vmax and Tc are correlated with factor 0.91. The slightly different behaviour between these two 

parameters could be observed for the laser pulse energies between 65 mJ and 125 mJ, where 

probably an elongated bubble or multiple bubbles are formed inside the illuminated section, which 

corresponds to about 1.5 mm length along the laser axis. The measurements with higher spatial 

resolution were not possible as the scattered signal becomes too low. On the other hand, further 

increasing of PMT supply voltage leads to the signal distortion, so it was not applied here. 

However, there is an evidence of the longitudinal plasma expansion in the illuminated section also 

from the shape of the scattered signal (Fig. 8.4). For the energy of 45 mJ, the waveform is 

symmetrical, thus indicating the bubble sphericity. Increasing the energy to 65 mJ, a weak feature at 

shorter times appear, that could be attributed to another, much weaker micro-plasma (bubble) 

formed inside the observed volume. Contemporary, the central peak still increased. Further 

increasing of the laser energy leads to more intense scattered signal at shorter times due to more 
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intense micro-plasma out of focus, and the central peak starts to decrease as discussed above. For 

laser energies of 170 mJ or higher, two distinct peaks could be observed before the central one, and 

this can be attributed to another two centres for micro-plasma formation inside the observed 

volume. These plasmas are weaker then the plasma in focus and the produced bubbles at these 

centres decay earlier. The central peak is strongly reduced.  
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Figure 8.3: Peak of the scattered signal V at 90° (a) and the first bubble collapse period Tc (b) as 
function of the single laser pulse energy; measurements with the slit. 

From the results reported in this section, we might conclude that for the present focusing conditions, 

the optimal energy of the first laser pulse, used to prepare LIBS analyses by the second pulse, is 

about 65 mJ. Further increase of the first pulse energy leads to the LIBS signal deterioration due to 

the plasma elongation and reduced lateral bubble expansion. These results are consistent with the 

higher measured values of LOD’s by LIBS when using the maximum laser energy (E1=92 and E2= 

214 mJ) than when applying E1=37 and E2= 156 mJ (see Chapter 7). In the latter case, the first laser 

pulse produces the bubble of smaller radius (Fig. 8.3a), so the LIBS signal is consequently lower 

[1]. However, the differences in the lateral bubble expansion between the first laser pulse energies 

of 72 mJ and 92 mJ are very small - only 3% according to Tc measurements, and from the scattered 
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signal waveforms they could be even neglected for time interval of 75 µs, used for the second pulse 

arrival. Consequently, the measured differences in the lateral bubble expansions cannot explain the 

LIBS signal increase for almost one order of magnitude with the applied energy reduction from 92 

mJ and 72 mJ.  
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Figure 8.4: Scattered signal measured with the slit as a function of time for three sets of the laser 
pulse energies; QS delay is t1=210 µµµµs. Peaks corresponding to the bubbles from new micro-plasma 

centers inside illuminated volume are indicated by arrows. 

In [1] the LIBS signal improvement of about factor 10 was measured when hitting the gas bubble 

having a diameter two orders of magnitude larger and that is not our case. If we compare the second 

laser pulse energy in the two discussed cases (144 mJ and 210 mJ), it could be hypothesized that 

more pronounce plasma elongation at higher energy reduces the amount of the energy transmitted to 

the focal point, i.e. to the centre of the bubble produced by the first pulse. Unfortunately, by using a 

DP pulse technique from single laser source, the energies of the two pulses cannot be varied 

independently, as required for rigorous measurements of the second pulse influence on the LIBS 

signal. However, from Fig. 8.3 an appreciable difference in the energy coupled to the focal volume 

cannot be observed when the single pulses with analogue energies are applied. Therefore, the reason 
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for the LIBS signal improvement at lower laser energies was further investigated through 

characterization of the laser pulse form and by photographing the plasma shape. 

8.5 Laser pulse and plasma shape 

Previously, the laser pulse energies in DP excitation were measured by an energy-meter, applying 

one or two QS triggers. The energies of the pulses were varied by changing the QS trigger delays, 

where longer first pulse delays correspond to its higher energy and consequently to lower energy of 

the following pulse. Observing the laser pulse shape by a fast photodiode, it was noticed that for 

shorter first QS delays with respect to the flash lamp trigger, the relaxation oscillations occur 

resulting in a multi-pulse sequence (Fig. 8.5). For t1=145 µs or shorter, five pulses are present, 

whose energies are tending to equalize with reducing of the QS delay.  
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Figure 8.5: Shape of the first laser pulse, detected by a fast photo-diode, for different delays of the 
QS trigger with respect to the flash-lamp trigger. 
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Now, it seems clear that lowering laser pulse energies a better LIBS signal was obtained due to 

multi-pulse excitation. In the first measurements, the first pulse had energy of 92 mJ obtained for 

t1=155 µs, so in presence only of a weak secondary pre-pulse, delayed for about 45 µs from the first 

one. Its energy was estimated to about 13% of the total pre-pulse energy, so the first pre-pulse had 

about 80 mJ. In the second experiment, 5 pre-pulses were present with total energy of 72 mJ and the 

corresponding first pre-pulse energy was about 50 mJ. The last pre-pulse occurs after about 70 µs 

from the first one, so 5 µs before the probing (second pulse). However, it should be clarified if the 

observed LIBS signal improvement in the second case was due to: 

a) Larger lateral plasma expansion in presence of the multi-pulse sequence 

b) More localized breakdown (less elongated plasma) and the gas bubble formation 

c) Short interval between the last pre-pulse and the probing pulse 

The lateral bubble expansion after the first laser pulse sequence was then compared for the two 

settings from above and for single pulse (t1=210 µs) with the same energy as the pulse sequence 

(Fig. 8.6). Both from the scattered signal intensity and the first collapse period, the lateral bubble 

expansion results smaller for the lower energy setting (t1=145 µs, E1=72 mJ) than for the higher one 

(t1=155 µs, E1=92 mJ). In the first case, the intermediate pulse occurring about 50 µs from the first 

one clearly increases the slope of the bubble expansion. For the interval used for the second laser 

pulse arrival (∆t=75 µs) the scattered light intensity approximately reaches that one obtained at 

higher energy setting. In the latter case, a portion of the scattered signal for this timing also comes 

from the bubble(s) formed out of the focus, as discussed earlier. We might conclude that the 

splitting of the pulse into sequence of the pulses with the same total energy does not improve, or at 

least – not significantly, the lateral bubble expansion in the cases here examined. Consequently, the 

gas bubble dynamics is not responsible for the detected LIBS signal improvement with lowering of 

the laser pulse energies. 

Observing photographs of the underwater plasma, taken with simple digital camera in the presence 

also of the second laser pulse, we may note that increasing the first laser pulse (or pulse sequence) 

energy, the secondary plasma changes shape from the spherical to elliptical (Figs. 8.7a-b). Further 

increase of the first pulse energy leads to clear formation of the secondary plasma in multiple sites 

(Fig. 8.7c).  

 



 121 

0 50 100 150 200 250 300 350 400 450 500

-0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

2
nd
 pulse

 t1=155 µs, E
1

tot
=92 mJ

 t1=145 µs, E
1

tot
=72 mJ

 t1=210 µs, E
1
=72 mJ

S
ig
n
a
l 
o
n
 P
M
T
 (
m
V
)

Time (µs)

 

Figure 8.6: Scattered signal after the first laser pulse sequence for two settings used in LIBS 
measurements, and comparative signal measured in presence of single pulse (t1=210 µµµµs) with 

equivalent energy. 

 

Figure 8.7: Plasma shape photographed by a digital camera (laser from the right): a) t1=145 µµµµs, 
∆∆∆∆t=80 µµµµs, 5 pre-pulses, E1

Tot=72 mJ, E2=140 mJ; b) t1=155 µµµµs, ∆∆∆∆t=80 µµµµs, 2 pre-pulses; E1
Tot=110 mJ, 

E2=123 mJ; c) t1=165 µµµµs, ∆∆∆∆t=80 µµµµs, 1 pre-pulse, E1=181 mJ, E2=57 mJ 
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Presence of multiple plasma sites after the second pulse was also photographed by the ICCD 

camera, triggered contemporary with the second laser pulse and using acquisition gate of 10 µs. In 

Fig. 8.8a the secondary plasma produced after low energy multi-pulse sequence followed by the 

energetic pulse, has a spherical shape with a relatively high intensity. Increasing the pre-pulse 

energy closely spaced spherical plasmas are produced (Fig. 8.8b) after the second shot, but they 

loose in intensity and in volume. Further increase of the pre-pulse energy causes multi-bubble 

formation along the laser path at large distances from the focal point. Then, after the second 

(probing) pulse, the distance between new formed plasma sites might increase (Fig. 8.8c) and 

intensity of the plasma formed farther from the focusing lens is consequently reduced. An excessive 

energy of the first pulse causes not only the strong plasma elongation but also its shift towards the 

focusing lens (Fig. 8.8d). The secondary plasmas are again formed in multiple sites but they are no 

more symmetrical and have weak intensities. 

 

Figure 8.8: Plasma images taken by the ICCD after the second laser pulse, with integration time 10 
µµµµs. The energy of the first laser pulse (multi-pulse) is progressively increased from (a) to (d). Data 

for the pulse energies are not available. 

8.6 Role of the timing between the laser pulses 

If we look the LIBS signal and laser pulse energy, measured as a function of the interpulse delay 

(Fig. 8.9), the steep increase of the LIBS signal accumulated over 200 laser shots, is caused by the 

laser pulse instabilities present for ∆t<68 µs. Above this value of interpulse delay, initially both the 
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line and plasma continuum emission follow the energy oscillations caused by the current switching 

through the flash lamp (period about 8 µs). However, increasing the interpulse delay, and in this 

way also the interval from the last pre-pulse, the plasma emission decreases faster than the second 

pulse energy although the bubble radius before the second pulse arrival still increases (Fig. 8.6). 

The latter should lead to the LIBS signal improvements [1]. This indicates that a relatively short 

timing between the last pre-pulse and the second laser pulse might be a reason for an additional 

LIBS signal enhancement.  
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Figure 8.9: Plasma continuum and Mg+ (279 nm) peak emission multiplied 2x (left), and second 
laser pulse energy (right) a function of the interpulse delay. The first QS trigger delay is t1=145 µµµµs. 

 

In a pioneering work relative to DP LIBS underwater [11], two Nd:YAG lasers at 1064 nm were 

used with similar energies (E1=30-76 mJ, E2=125 mJ) and in analogue focusing conditions as in 

here discussed experiment. The measured LIBS signal as a function of interpulse delay had a 

maximum for ∆t=18 µs and this can not be attributed to the maximum bubble expansion caused by 

the first laser pulse, which generally occurs after more than 100 µs (in our measurements – after 

120-160 µs). For interpulse delay in order of 100 µs, the measured signal was more than 6 times 
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lower with respect to the optimal delay (∆t=18 µs). Also in a recent publication [1], the LIBS signal 

intensity obtained after the second laser pulse when using two laser sources at 532 nm, does not 

follow the gas bubble radius for small interpulse delays, but starts to increase with shortening ∆t 

bellow 40 µs (Fig. 3. 4). All this indicates that a relatively short timing between two pulses, in the 

present case obtained by a sequence of the pre-pulses, may be another reason for observed plasma 

emission enhancement after lowering the laser pulse energies.  

In here discussed experiment, using single laser source, it was not possible to vary the interpulse 

delay independently from the laser energy. However, by reducing the current through the flash lamp 

for the first QS trigger delay t1=155 µs, where a weak secondary pre-pulse is present, and helped by 

the laser energy oscillations due the current switching, for ∆t=73 µs, it was possible to find the 

same set of the total pre-pulse and the probing pulse energies as in the case of t1=145 µs, ∆t=74 µs. 

In the latter case, much stronger LIBS signal (Fig. 8.10) could be attributed only to the presence of 

multi-pulse sequence shown in Fig. 8.5 as the differences in the bubble expansion could be 

neglected in correspondence of the probing pulse arrival (Fig. 8.6). Moreover, Figure 8.10 shows an 

increased continuum emission, thus indicating LIBS plasma having a density higher than that 

observed in case of a simple DP excitation. It could be hypothesized that the observed, almost 

tenfold increase of SNR (Fig. 8.10a) is due to increased absorption coefficient of the vapour bubble 

after the laser excitation by the last pre-pulse, i.e. in a presence of the plasma inside the bubble. 

Consequently, it could be deduced that in presence of a pre-pulse sufficiently close to the probing 

one (here the distance between the last pre-pulse and the probing one was about 5 µs) maintains the 

plasma inside the bubble. Then, the last laser pulse is coupled better with the bubble and a much 

stronger plasma emission i.e. LIBS signal, is so obtained. 
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Figure 8.10: LIBS signal accumulated over 100 shots for gate delay zero from the probing pulse 
and gate width 10 µµµµs. The pre-pulse and the second pulse energies are equal (E1=72 mJ, E2=128 mJ) 

in both cases (t1=145 µµµµs and t1=155 µµµµs). Mg concentration is about 5 ppm in tap water. 

8.7 Conclusions 

In this chapter, the causes for a tenfold LIBS signal improvement underwater, obtained by lowering 

the laser pulse energies, were examined. These studies were performed by analyzing LIBS signals, 

laser pulse energies and shapes, then by applying scattering measurements to study the gas bubble 

dynamics and by taking photographs of the plasma. 

Laser produced plasma underwater exhibits elongation above a certain energy threshold, which in 

this experiment was at about 65 mJ. This energy also represents a limiting value for the maximum 

lateral gas bubble expansion. Above this limit, the plasma is elongated and generates the gas 

bubbles in multiple sites and with smaller radius. Hitting the laser bubble with an appropriately 

timed second laser pulse produces a relatively strong LIBS signal. This signal is maximal if the 

primary plasma (i.e. the gas bubble) was produced in a single site and with the laser energy 

corresponding to the maximum lateral bubble expansion. In such case, the secondary plasma 

formed on the seeding bubble, is strongly symmetric and intense. Further increase of the first laser 
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pulse energy leads to the formation of spherical secondary plasmas in multiple sites, seeded on the 

previously formed bubbles, as observed by the fast photography technique.  

The overall secondary plasma emission is then reduced as the plasma formed closer to the focusing 

lens partially absorb the second laser pulse, thus reducing the optical coupling to the largest bubble 

present in the focal point. Excessive first laser pulse energy leads to an intense breakdown before 

the focal point and to a number of very small bubbles, so the second laser pulse cannot be coupled 

in proximity of the focal point both due to the light absorption and to scattering by the bubbles 

formed closer to the focusing lens. The resulting secondary micro-plasmas are very weak and 

asymmetrical and the LIBS signal is very weak or even absent. 

Besides keeping the first laser pulse energy close to the plasma elongation limit, an appropriate 

splitting of the first laser pulse into multi-pulse sequence, here obtained by inducing the relaxation 

oscillations after the first QS aperture, could further improve the LIBS signal. The first, most 

intense pulse of the sequence produces well-localized gas bubble, which radius is further expanded 

by the successive pulses of the sequence. In this way, still keeping the bubble expansion high, the 

plasma elongation is avoided and the second pulse is well coupled in the focal point.  

It was also demonstrated that a relatively short timing between the last pulse of the sequence and 

the second, probing pulse, also contributes to a manifold enhancement of the secondary plasma 

emission. As an analogue experimental observation had been reported previously [11], it could be 

hypothesized that some kind of resonant laser absorption by an excited bubble appears shortly after 

the laser pulse arrival. The enhanced laser absorption by a small pre-pulse might have also in 

optical switching and in intraocular surgery where it is important to prevent damage of retina. 

For optimized laser excitation by low-energy multi-pulses, the LIBS detection limits for bulk 

liquids are lowered up to one order of magnitude, thus obtaining 034 ppm for Mg, 0.38 ppm for Mn 

and 0.92 ppm for Cr. These detection limits could be further improved by using two separate laser 

sources, the first one operating in a multi-pulse regime, in order to hit the gas bubble by the second 

laser when it reaches the expansion maximum. The latter occurs at (120-160) µs from the first pulse 

according to here performed scattering measurements. 

Strong improvement of underwater LIBS signal by limiting the laser pulse energies has also an 

importance in the system miniaturization in view of real in-situ analyses. 

Further research should address the influence of the second laser pulse energy on the LIBS signal 

by employing of two independent laser sources. Studies of the increased, resonant-like laser 

absorption by weak plasma inside the gas bubble, here excited by low energy intermediate pulses, 

should be also performed.  
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Summary 
 

In this dissertation, double-pulse laser excitation (at 1064 nm, pulse duration 8 ns) was applied for 

LIBS analyses of different solid materials immersed in seawater. The materials analyzed correspond 

to those that can be found in marine archaeological parks, in view of LIBS application for in-situ 

recognition of materials/objects valuable for extraction or in-situ restoring. Here obtained results 

demonstrate that both precious alloys and copper-based alloys, such as bronzes, can be clearly 

identified by LIBS and distinguished from other common materials such as iron, the latter tested 

also in highly oxidized state. On the submerged bronze samples, also quantitative analysis were 

obtained, allowing for the approximate object dating as the composition of these alloys varied along 

the manufacturing age. Furthermore, it was possible to distinguish by LIBS marble materials from 

not valuable, common calcareous rocks. 

In order to improve LIBS signal from inhomogeneous and rough sample surfaces, as they can be 

found in nature, a procedure for multi-shot signal acquisition and processing was developed, here 

called spectral filtering. This procedure allowed to increase Signal-to-Noise Ratio up to a factor 4 

on the immersed solids, and thus to extend a range of the detectable elements from the samples. The 

studied modality of the LIBS signal detection has also importance in application in other 

surroundings (gas, vacuum) whenever there is a source of important shot-to-shot signal variations 

such as the sample in-homogeneity and roughness, then development of a crater, or not controllable 

aerosol formation above the sample surface. 

In following, LIBS was applied for analyses of immersed sediments, and this represents a 

pioneering work on underwater LIBS analyses of soft materials. In such a case, the laser-induced 

shock waves creates a more or less dense particle cloud above the analyzed soft material, which 

scatter the incoming laser and outgoing plasma radiation, and sometimes induce the breakdown 

formation above the analyzed surface. By applying the above mentioned procedure for the spectral 

filtering, it was possible to detect also some trace elements from the sediments. However, due to 

strong shot-to-shot variations of the plasma location and properties, quantitative analyses were 

obtained only after developing an additional data filtering procedure. The latter regards automatic 

selection and summing only the spectra with similar plasma properties, identified through spectral 

distribution of the plasma continuum. An importance of this work is related to a possibility to 

measure in-situ the composition of top sediment layers, interesting for sub-glacial lake exploration 

and pollution detection of sea or river bottoms.  

The last step in underwater LIBS analyses regards liquid impurities, where three elements were 

considered: Mg, Mn and Cr.  The first elements is normally present in waters, the second one is also 

related to a bio-productivity in waters, while Cr is related to pollution. Initially, the detection limit 
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for Mg in pure water when applying the low laser energy set, was of 2.5 ppm and this one was 

reduced for about 7 times (to 0.33 ppm) after applying the previously mentioned spectral filtering. 

At the highest laser pulse energies used, the same filtering procedure improves the sensibility for 

about factor 3, allowing detecting Mg down to 0.21 ppm. However, in the successive experiment, it 

was observed beyond the expectations, that for mid laser pulse energies a tenfold reduction of the 

LIBS detection limits occurs, corresponding to 33 ppb for Mg, 390 ppb for Mn and 920 ppb for Cr. 

Here, the first trigger delay was reduced with respect to the first measurements. The influence of the 

matrix effect, i.e. liquid impurities and water salinity on the LIBS signal was also studied. It was 

found that any solute addition to pure water progressively elongates the plasma and this effect 

causes the reduction of the laser radiation coupled to the focal point. As a consequence, calibration 

curves show fast saturation with the solute concentration and the detection limits increase with the 

water salinity. 

In the final part of this dissertation, the reasons for the LIBS signal improvement at mid laser pulse 

energies were investigated. The underwater plasma and bubble formation was studied by Mie 

scattering on laser-induced bubbles, by a fast and conventional photography, as well as from the 

spectral (LIBS) analyses. Contemporary, the pulse energies and shape were always monitored and it 

was observed that at low first pulse energies, obtained by reducing delay of the first Q-switch 

trigger, a multi-pulse sequence was present. The most important here obtained results can be 

summarized in the following: efficient; localized plasma and gas bubble formation in water (and 

other liquids) has an upper laser energy limit; higher energy pulses lead to the plasma elongation 

and formation of multiple spherical bubbles along the beam path, which scatter the incoming 

radiation from the successive laser pulse; by using a sequence of low-energy multi-pulses before the 

last laser pulse, both the plasma and gas bubble remain well localized and the bubble highly 

expanded; presence of a small pulse before the last one (analytical pulse for LIBS) is responsible for 

a tenfold increase in its coupling to the bubble, thus to an extremely intense secondary plasma 

emission.  

In all the experimentations here reported, a single laser source was used by applying two external 

Q-Switch triggers to produce two laser pulses during a single lamp flashing. Multi-pulse sequence 

was obtained by reducing the first Q-Switch trigger delay to operate close to the population 

inversion where the relaxation oscillations occur. These oscillations are transformed into a pulse 

sequence through a piezovoltaic effect of the KDP* crystal employed in the Q-Switch, where 

periodically incomplete closing appears.  
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