Commun. Math. Phys. (2024) 405:75
Digital Object Identifier (DOI) https://doi.org/10.1007/s00220-023-04903-6

Communications in
Mathematical
Physics

®

Check for
updates

Adiabatic Evolution of Low-Temperature Many-Body
Systems

Rafael L. Greenblatt', Markus Lange?, Giovanna Marcelli’, Marcello Porta*

1 Mathematics Department, University of Rome “Tor Vergata”, viale della Ricerca Scientifica 1,00133 Rome,
Italy

2 Institute for Al-Safety and Security, German Aerospace Center (DLR), Sankt Augustin, Ulm, Germany

3 Department of Mathematical Sciences, Aalborg University, Skjernvej 4A, 9220 Aalborg, Denmark

4 Mathematics Area, SISSA, Via Bonomea 265, 34136 Trieste, Italy.
E-mail: mporta@sissa.it

Received: 28 March 2023 / Accepted: 8 November 2023
© The Author(s) 2024

Abstract: We consider finite-range, many-body fermionic lattice models and we study
the evolution of their thermal equilibrium state after introducing a weak and slowly vary-
ing time-dependent perturbation. Under suitable assumptions on the external driving,
we derive a representation for the average of the evolution of local observables via a
convergent expansion in the perturbation, for small enough temperatures. Convergence
holds for a range of parameters that is uniform in the size of the system. Under a spectral
gap assumption on the unperturbed Hamiltonian, convergence is also uniform in temper-
ature. As an application, our expansion allows us to prove closeness of the time-evolved
state to the instantaneous Gibbs state of the perturbed system, in the sense of expectation
of local observables, at zero and at small temperatures. As a corollary, we also establish
the validity of linear response. Our strategy is based on a rigorous version of the Wick
rotation, which allows us to represent the Duhamel expansion for the real-time dynamics
in terms of Euclidean correlation functions, for which precise decay estimates are proved
using fermionic cluster expansion.
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1. Introduction

Adiabatic quantum dynamics. The adiabatic theorem is a fundamental result in quan-
tum mechanics, dating back to the work of Born and Fock [14] and Kato [37]. Let us
review its basic statement. Let H (s) be a family of time-dependent Hamiltonians, de-
pending smoothly on the time parameter s for s € [—1, 0]. We shall suppose that H (s)
has a unique ground state ¢s, and that the energy of the ground state is separated from
the rest of the spectrum by a positive gap. We are interested in the adiabatic regime,
defined as follows. Let n > 0 and consider the time-dependent Schrédinger equation:

() =Hmy (@), rel[-1/n,0] (1.1)

Suppose that at the initial time the system is prepared in the ground state of the Hamil-
tonian, ¥ (—1/n) = ¢_1. We are interested in the evolution of such initial datum under
(1.1), in the adiabatic limit  — O*. The adiabatic theorem states that:

[ = . gudon| = cn foralie e (=1/n.01 (1.2)

This implies that, at all times # and for n small enough, the solution of the time-dependent
Schrodinger Eq. (1.1) is approximated by the instantaneous ground state, possibly up
to a phase. This important result has been applied to study a wide class of physical
systems, see [47] for a monograph on the topic. It has been generalized to a class of
contracting evolutions that includes the Schrodinger Eq. (1.1) as a special case, see [6]
and references therein.

The constant C in Eq. (1.2) depends on the details of the model, in particular on the
regularity of H(s). The way in which the regularity of H(s) is quantified is typically
via an estimate for ||H (s)|l. This quantity is badly behaved in situations in which the
Hamiltonian describes a many-body system, say an interacting Fermi gas on a lattice
A = [0, L1¥NZ4, due to the fact that the norm of the Hamiltonian and of its derivatives
grow linearly with the size of the system. Thus, the standard adiabatic theorem fails in
describing the evolution of many-body quantum systems for # small uniformly in L.

This is not a technical point. In fact, it turns out that the notion of convergence
in Eq. (1.2) is not the natural one for many-body systems: one cannot expect norm
convergence for extensive many-body quantum systems uniformly in their size, see
for instance the discussion in [8]. Instead, a much more natural notion of convergence
involves the expectation value of local observables, which only probe a finite region
in space. In this setting, a many-body adiabatic theorem for quantum spin systems has
been recently proved in [7]. The result has then been extended to Fermi gases in [43].
Specifically, let 77 (s) be a time-dependent Hamiltonian for a quantum spin systems,
or for lattice fermions, on a large but finite lattice A; C Z?. Suppose that .7 (s) has a
spectral gap for all times s € [—1, 0], and let Iz (s) be the projector associated with the
ground state of 77 (s) on Ap. Let Pr(¢) be the solution of the evolution equation:

10, PL(t) = [A (1), PL()],  Pr(=1/n) =THp(=1). (1.3)
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Consider the expectation value of a local operator on the time-dependent state, Tr Ox Py (t).
Then, under reasonable regularity and locality assumptions on the Hamiltonian, the
many-body adiabatic theorem states that [7,43]:

Tr Ox Pr(t) — Tr OxTly(nt)| < Cn forallt € [—1/n,0], (1.4)

where the constant C depends on the observable Oy, but it is independent of L. An
important application of this result is the proof of validity of linear response for extended,
many-body quantum systems. To introduce the notion of linear response, let us further
assume that the many-body Hamiltonian has the form:

Hnt) = I +egnt) P (1.5)

where 77 and &2 are given by sums of local operators, and g () is a switch function, that
is a bounded function that decays fast enough at negative times. A standard choice is the
exponential switch function, g(#) = ¢’. Consider the dynamics generated by (1.5) for
t € (—o0, 0]. Let Pz, (¢) be the solution of (1.3) with initial datum Py (—o0) = I (—00).
Then, [7,43] proved that, see also the reviews [8,32]:

1
lim lim lim —[Tr O PL(0) — Tr ﬁXPL(—oo)] = xo.» (1.6)

e—>0n—0* L—>o0

where x s o agrees with the well-known Kubo formula for linear response. The state-
ment (1.6) holds provided the thermodynamic limit of Py (—o0) exists. In general, a
similar result holds for ¢, n, L fixed, where ¢, n are small uniformly in L and where ¢
is small uniformly in 5. The Kubo formula is equivalent to the first order term in the
Duhamel expansion for the non-autonomous evolution:

0
Xo.7 = —i 11m lim dtg(nt)Tr [Ox, 70! e PL(~00).  (1.7)

—0t L—>o00

These results have interesting applications in condensed matter physics. In particular,
combined with [10,26,31], they allow to prove the quantization of the Hall conductivity
for gapped interacting fermions starting from the fundamental many-body Schrédinger
equation. Among other extensions that have been obtained in the last few years we
mention: the construction of non-equilibrium almost-stationary states and the application
to the proof of validity of linear response for a class of perturbations that might close the
spectral gap [48]; the proof of exactness of linear response for the quantum Hall effect
[9]; the extension of the many-body adiabatic theorem to infinite systems with a bulk
gap [33].

Despite all this progress, an important limitation of the existing approaches is that
they do not allow to study many-body quantum systems at positive temperature. In
particular, the zero temperature limit is taken before the thermodynamic limit. It is of
obvious physical relevance to consider the situation in which the thermodynamic limit is
taken at fixed positive temperature, to make contact with experimental settings in which
the temperature is possibly small but necessarily non-zero. In what follows, we will focus
on interacting lattice fermionic models, which we shall describe in the grand-canonical
Fock space formalism. We are interested in the following evolution equation:

i0,0() =[H(nt), p(O],  p(—00) = pg L, (1.8)
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with pg .1 = e BNy 23,1, the grand-canonical equilibrium Gibbs state of the
Hamiltonian .77 at temperature 7 = 1/8 and chemical potential . A natural question is
to understand under which conditions the many-body evolution of the equilibrium state
can be approximated by an instantaneous Gibbs state, in the sense of the expectation of
local observables. For instance, one would like to understand under which conditions

Tr e B ) —pN) Ox
Tr e—BCL ) —pA)

TrOxp(t) = +o(1) (1.9)
with o(1) a quantity that vanishes as n — 0%, uniformly in L (and possibly with a
different temperature 7' than the one used to define the initial datum).

Our result. In this work, we introduce a different approach to study many-body quan-
tum dynamics in the adiabatic regime, which applies to weakly interacting many-body
systems at small positive temperature. We consider finite-range, time-dependent Hamil-
tonians of the form (1.5), under suitable assumptions discussed below. In our main result,
Theorem 3.7, we derive a representation of Tr Oy p(¢) via a convergent expansion in &,
uniformly in 1 and in L, for small temperatures. “Small” means that the temperature
parametrizing the initial Gibbs state is such that

T < le|™'n?*2, (1.10)

uniformly in the size of the system. Under suitable assumptions on the decay of corre-
lations of 77, the range of allowed ¢ for which convergence holds is also uniform in S.
These assumptions hold for example for finite-range Hamiltonians of the form

=0 40y (1.11)

with . the second-quantization of a gapped Hamiltonian, %" a bounded local many-
body interaction and || small. This is the type of models considered e.g. in [26], where
the universality of the Hall conductivity for weakly interacting Fermi systems has been
proved. This class of weakly interacting systems can be analyzed via fermionic cluster
expansion techniques, which make it possible to prove essentially optimal estimates for
the decay of the Euclidean correlation functions. For these models, the assumptions on
the equilibrium Euclidean correlations required by Theorem 3.7 actually hold at positive
temperature even without a gap condition on .20, however in this case one is forced to
consider a range of X, ¢ that shrinks as T — 0 (but still uniformly in L).

Our method then allows us to prove the validity of an adiabatic theorem for local
observables, in the form of Eq. (1.9), for small temperatures in the sense of (1.10).
In particular, the zero-temperature many-body adiabatic theorem (1.4) is recovered by
taking the limit 8 — oo at finite L.! Furthermore, the method can also be used to prove
the validity of linear response, and more generally to compute all higher-order response
coefficients in terms of equilibrium correlations, see Corollary 3.11.

! For finite L and as B — o0, the average over the Gibbs state of .77’ (nt) converges to the average over the
ground state projector, parametrized by the chemical potential . This is a straightforward consequence of the
fact that for finite L the Hilbert space is finite-dimensional and so the spectrum of .77’ (nt) is always discrete.
This behavior can be extended to the case in which the limit L — oo is taken before the limit § — oo, as
long as such a limit of the Gibbs state exists [15, Proposition 5.3.23]. Our main result applies to this setting
as well, provided the assumptions hold uniformly in (low) temperature. The existence of such a limit of the
Gibbs state (and its other properties, for example whether it is a pure state) is largely independent from the
subject matter of the present article, so we will not discuss it in detail. For weakly interacting gapped systems,
the existence of the 8, L — oo limit can often be shown using the same techniques we use in Appendix C to
bound the correlation functions.
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The proof is based on a rigorous Wick rotation, which makes it possible to rewrite the
Duhamel expansion for the quantum evolution of the system in terms of time-ordered,
Euclidean (or imaginary-time) connected correlation functions. Previously, this idea has
been used to rigorously study the linear and quadratic response in a number of interacting
gapped or gapless systems [5,26,29,42]. Here, we extend this strategy at all orders in the
Duhamel expansion for the time-evolution of the state, and we use it to prove convergence
of the Duhamel series for the real-time dynamics.

The method applies to a class of switch functions g(n¢) that can be approximated,
for B large, by functions gg ,(¢), decaying rapidly for 1 — —oo, such that gg ,(¢) =
8p,n(t — ip). This periodicity plays a key role in the proof of the Wick rotation. This
requirement of course restricts the class of switch functions that we are able to consider;
however, let us anticipate that this assumption holds for the standard exponential switch
function, and more generally for the Laplace transform of suitable integrable functions.

Our method is completely different from that used in previous works on adiabatic
theorems [7,43], and it allows to access small positive temperatures. With respect to
the existing results, however, we assume that the time-dependent perturbation is slowly-
varying and weak, since our method is ultimately based on a convergent expansion in
&, whereas in the previous works [7,43] it is only assumed that the time-dependent
Hamiltonian is slowly varying. The work [7,43] further assume that the ground state
of the time-dependent Hamiltonian 7’ (nt) is separated by the rest of the spectrum by
a uniform spectral gap, for all times. While we do not make this assumption, for the
aforementioned example (1.11) it can also be proved for small |A| and small || [20].

Besides the resultitself, we believe that a relevant contribution of the present work is to
import methods developed for interacting fermionic models at equilibrium to the study of
real-time quantum dynamics. In perspective, if combined with rigorous renormalization
group techniques (see [12,40,46] for reviews) we think that the approach of this paper
could be extended to study the evolution of the Gibbs state of metallic or semimetallic
systems, where the Fermi energy of the initial datum is not separated from the spectrum
of the Hamiltonian uniformly in the size of the system. There, one does not expect an
adiabatic theorem to hold; however, one might still have a convergent series expansion for
the expectation of local observables in terms of Euclidean correlations, in a physically
relevant range of parameters. This would be useful to establish the validity of linear
response for gapless systems, widely used in applications.

Specifically, the combination of cluster expansion with rigorous renormalization
group recently allowed to study the low temperature properties of a wide class of inter-
acting gapless systems, and in particular to access their transport coefficients defined in
the framework of linear response. Among the recent works, we mention the construction
of the ground state of the two-dimensional Hubbard model on the honeycomb lattice
[24] and the proof of universality of the longitudinal conductivity of graphene [25]; the
construction of the topological phase diagram of the Haldane-Hubbard model [27,28];
the proof of the non-renormalization for the chiral anomaly of Weyl semimetals [29]; the
proof of Luttinger liquid behavior for interacting edge modes of two-dimensional topo-
logical insulators and the proof of universality of edge conductance [5,41,42]. It would
be very interesting to prove the validity of linear response in the setting considered
in these works, starting from many-body quantum dynamics. Renormalization group
methods rely on translation-invariance, and on periodic boundary conditions. It would
be interesting to consider a larger class of boundary conditions, for example adapting
the methods of [4].
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Furthermore, it would be interesting to extend the methods presented in this work
in the direction of studying spin transport, and prove the validity of linear response
for spin-noncommuting many-body Hamiltonians. For non-interacting models, recent
progress has been obtained in [38,39].

The adiabatic evolution of positive temperature quantum systems has been studied in
the last years, e.g. in [1,2,34]. The setting considered in these works is however different
from the one of the present paper. The authors of [1,2,34] consider a small system
coupled to reservoirs, and study the dynamics of the small system when the coupling
with the reservoirs is introduced slowly in time. The key technical tool introduced in
[1,2,34]is an isothermal adiabatic theorem, that proves norm-convergence of the evolved
equilibrium state to the instantaneous equilibrium state of the perturbed system, in the
adiabatic limit. The result holds under a suitable ergodicity assumption, which, as far
as we know, has not been proved for the class of extended, interacting Fermi systems
considered here. Finally, we mention the recent works [35,36] showing that the validity
of a many-body adiabatic theorem for quantum spin systems in the thermodynamic limit
at fixed positive temperature and as n — 0% is incompatible with the general notion of
approach to equilibrium. We plan to further investigate the connection of our work with
[35,36] in the future.

Ideas of the proof. Let us give a few more details about the method introduced in this
paper. The proof starts by approximating the real-time dynamics generated by .77 (nt)
by a suitable auxiliary dynamics, obtained from .7’ (nt) by replacing the switch function
g(nt) by a function gg ,(¢) such that limg_. gg.,(t) = g(nt) and gg ,(t) = gp,n(t —
if). This approximation of course introduces an error, whose influence on the expectation
values of local observables is estimated via Lieb-Robinson bounds for non-autonomous
quantum dynamics [13, 16]. This error is responsible for the main limitation in the range
of temperatures that we are able to consider. The advantage of replacing g(n¢) with
gp,y(1) is that it lets us write the Duhamel series in ¢ for the auxiliary evolution exactly
in terms of Euclidean correlations, implementing a Wick rotation. This is made possible
mainly because the periodicity of gg , implies that the Kubo-Martin-Schwinger (KMS)
identity remains true for the thermal expectation of modified observables of the form
gﬂ,,](t)e"'%d’ Oxe 7' Once the Duhamel series is represented in terms of Euclidean
correlations, the convergence of the series follows from the good decay properties of
Euclidean correlations. For weakly perturbed gapped models we use cluster expansion
techniques to verify these assumptions. Finally, the connection with the instantaneous
Gibbs state of 77 (nt) is obtained by noticing that, for n small, the Wick-rotated Duhamel
series agrees with the equilibrium perturbation theory in ¢ for the Gibbs state of the
Hamiltonian 57 + eg(nt) A.

An important ingredient of our proof is the complex deformation argument of Propo-
sitions 4.4, 4.5, which allows us to prove the Wick rotation at all orders in the Duhamel
series. Propositions 4.4, 4.5 are the adaptation of Propositions 5.4.12, 5.4.13 of [15] to
our adiabatic setting. The main difference with respect to [15] is that in our case the
observables involved in the correlations are “damped” in time by gg ,(¢): this allows
to rule out the presence of spurious boundary terms at infinity in the complex defor-
mation argument. In [15], these boundary terms are controlled by a suitable clustering
assumption on the real-time correlation functions of the equilibrium state, which are
very hard to prove for interacting models in the infinite volume limit. We are not aware
of any result in this direction for the class of many-body lattice models considered in
the present work.
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Structure of the paper. The paper is organized as follows. In Sect.2 we introduce the
class of models considered in this work, we introduce their Gibbs state and Euclidean
correlation functions, and we define the quantum dynamics. In Sect. 3 we state our main
result, Theorem 3.7, which provides a representation for the average of the real-time
evolution of local observables via a convergent expansion in €. As an application, this
representation establishes a many-body adiabatic theorem for the evolution of thermal
states at low temperature. A relevant consequence of the proof of our main result is the
validity of linear response, Corollary 3.11. The proof of the main result will be given
in Sect.4. In Appendix A we further discuss the class of switch functions considered in
the present work; in Appendix B we discuss some well-known properties about time-
ordered Euclidean correlations, which we include for completeness; and in Appendix
C we review the verification of our Assumption 3.1, which is known to hold for many-
body systems at zero temperature and with a spectral gap, or at positive temperature.
This is done using fermionic cluster expansion, whose convergence is guaranteed by the
Brydges-Battle-Federbush-Kennedy formula for cumulants.

2. The Model

In this section we define the class of models we shall consider in this paper. We will
focus on lattice fermionic systems, with finite-range interactions. We will then define
the time-evolution of such systems, after introducing a time-dependent perturbation.

Remark 2.1. Unless otherwise specified, the constants C, K etc. appearing in the bounds
do not depend on S, L, n, ¢ and on time. Their values might change from line to line.
Also, it will be understood that the natural numbers N include zero.

2.1. Lattice fermions. Let I' be a d-dimensional lattice, namely
I' = Spang{ai, ..., a4} = Zd,

whereay, ..., ag are d linearly independent vectors in R?. LetL € N, L > 0. We define
the lattice dilated by L as LT" := Span; z{ai, ..., aq} = LZ¢. The finite torus of side
L is defined as I'y, := I'/(LT), that is:

d
rp = {Zniai

i=1

n,-eZ,OSni<L]

with periodic boundary conditions. The Euclidean distance on the torus I'y is given by
X — = min ||x —y+v], Vx,yely.
llx = yllz ,min, lx —y+vl yelL

We shall denote by M € N, M > 0 the total number of internal degrees of freedom of a

particle. This might take into account the spin degrees of freedom, or sublattice labels.
Setting Sps := {1, ..., M}, we define:

Ap =T xSy.

We equip A with the following distance, tracing only the space coordinates. For any
Xx=(x,0),y = (y,0') € AL, we define:

Ix =yl :=llx =yl 2.1)
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We shall describe fermionic particles on Ay, in a grand-canonical setting. To this end,
we introduce the fermionic Fock space, as follows. Let the one-particle Hilbert space be
b := £>(AL). The corresponding N-particle Hilbert space is its N-fold anti-symmetric
tensor product H y = hﬁN ; notice that the antisymmetric tensor product is trivial

whenever N > ML?. The fermionic Fock space is defined as usual:

ML
T = @ AL.NS where h o := C.
N=0

For finite L, the fermionic Fock space is a finite-dimensional vector space. Thus, any
linear operator on %, into itself is automatically bounded, and can be represented as
a matrix. For any x € Ay, let ax and a be the standard fermionic annihilation and
creation operators, satisfying the canonical anti-commutation relations:

{ax, a;‘} =6xyl and {ax,ay}=0={ag, a;‘}.

For any subset X C Ay, we denote by &y the algebra of polynomials over C generated
by the fermionic operators restricted to X, {ax, a; : x € X}. An example of operator in
/), is the number operator, defined as:

N = Z ajax.

xeAr

The operator .4 counts how many particles are present in a given sector of the Fock
space: given ¥ € .Z, it acts as

Ny =0y, 1D ay™ ).

We shall denote by M;{V the subset of .7y consisting of operators commuting with .4,
also called gauge-invariant operators. Equivalently, these operators consist of polyno-
mials in the creations and annihilation operators where the number of creation operators
equals the number of annihilation operators.

It is clear that any self-adjoint operator &' € @75, can be represented as

o= > 0x (2.2)
XCAL
where Oy € @/x and Oy = ﬁ;. As L varies, the operator &' actually denotes a

sequence of operators. In particular, the operators O in (2.2) might depend on L. With
a slight abuse of notation, we will not display explicitly such dependence. Notice that
if XNY = @, and if Ox and Oy are even in the number of fermionic creation and
annihilation operators,

[Ox, Oy] =0. (2.3)

Finally, let us define the notion of finite-range operators. Given X C A, the diameter
of X is defined as:

diam(X) := max ||x —y|z.
x,yeX
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Definition 2.2 (Finite-range operators). We say that & € <7y, is a finite-range operator
if the following holds true. There exists R > 0 independent of L such that Oy = 0
whenever diam(X) > R. Furthermore, there exists a constant S > 0 independent of L
such that, forall X C Ay:

I10xIl < S.

Examples of finite range operators introduced below are the Hamiltonian .7# and the
perturbation &.

2.2. Dynamics.

Hamiltonian and Gibbs state. The Hamiltonian .77 is a self-adjoint, finite-range oper-
ator in <7 Z\{ . The Heisenberg time-evolution of an observable & € <75, generated by
F is, fort € R:

1, (0) = g T, (2.4)

Later, we will also consider the Heisenberg evolution for complex times ¢, whose defi-
nition poses no problem due to the finite-dimensionality of the Hilbert space.
An example of a Hamiltonian which will play an important role in this work is

Z agH(x; y)ay + Z a;‘a;v(x; Y)ayax, (2.5)
X,yEAL X,YEAL

with H(x;y) and v(x; y) finite-range, that is both H (x;y) and v(x; y) are vanishing if
Ix —yllL > R.More generally, we shall say that .7 is the Hamiltonian for a weakly
interacting lattice model if it has the form:

> aiH(xiy)ay + 1V (2.6)

X, yeAL

with A € R, |A| small in a sense to be made precise, and ¥ finite-range and of degree
higher than two in the fermionic operators. We shall say that the non-interacting Hamil-
tonian #° = Zx’ye A, 9x H (X; y)ay is gapped if the spectrum of H has a spectral gap
uniformly in L.

Given B > 0, u € R, the grand-canonical equilibrium state (-) g ,,,; associated with

the Hamiltonian 7, also called equilibrium Gibbs state, is defined as:

e B —pN)

(gL =Tr-pgur, ppuL:= . gL =Tr e PA A

where the trace is over the fermionic Fock space .%;. Obviously, the Gibbs state is
invariant under time evolution:

(O gL =t )pur VteC.

It will also be convenient to define the imaginary-time, or Euclidean, evolution of & as:

Yi(0) 1= ! ) Gt )y e R, 2.7)
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For 0 € 42%;\{, one has
v:(0) =1, (0) (2.8)

(the restriction to 427[’\/‘/ is needed because y, unlike 7, includes a chemical potential
term). Notice that the imaginary-time evolution is no longer unitary, and the norm of
y:(0) might grow in time. Finally, the following property, also called KMS identity,
holds:

(Vi (O (02) gL = (Vs (O Y1 (O1)) a1 (2.9)

for any 0 and 0 in o7, . For finite L, which is our case, this identity simply follows
from the definition of Gibbs state, and from the cyclicity of the trace. In order for (2.9) to
hold, it is crucial that the generator of the Euclidean dynamics y; includes the chemical
potential term —u.4" in its definition. Notice that the dynamics y; in (2.8) trivially
extends to all complex times ¢; thus, the identity (2.9) actually holds replacing 71, > by
any two complex numbers z1, zo. Equation (2.9) will play a fundamental role in our
analysis.

Time ordering. Let 7, ...,¢, in [0, 8), and let aﬁ be either ax or aj. We define the
time-ordering of the monomial y;, (aﬁ}) Vi (aifl) as:
n?‘[ ﬁﬂ n
Ty (@l) - vi, @f) = (=D Lz ) =+ = L) Vit @xnr) ** * Vi (@xein))-
(2.10)

where 7 is the permutation needed in order to bring the times in a decreasing order,
from the left, with sign (—1)", and 1(condition) is equal to 1 if the condition is true or
0 otherwise. In case two or more times are equal, the ambiguity is solved by putting the
fermionic operators into normal order. Other solutions of the ambiguity are of course
possible; it is worth anticipating that in our applications this arbitrariness will play
no role, since it involves a zero measure set of times. The above definition extends
to operators in «75, by linearity. In particular, for &1, ..., 0, even in the number of
creation and annihilation operators, we have:

TJ/tl(ﬁl)"'J/tn(ﬁn) @2.11)
=1(tz(ty 2tz =+ = ta) Vezry (O (1) *** Vigiuy (On))- ’

The lack of the overall sign is due to the fact that the observables involve an even number
of creation and annihilation operators.

Euclidean correlation functions. Let ; € [0, 8), fori = 1,..., n. Given operators
Oy, ..., 0, in o), , we define the time-ordered Euclidean correlation function as:
(Tyy (O1) -+ V1,(On)) goyu. L (2.12)

From the definition of fermionic time-ordering, and from the KMS identity, it is not
difficult to check that:

(Tyy, (O1)--- Vﬁ(ﬁk) s th(ﬁn))ﬁ,u,L
= (ED(Ty, (O1) - vo(Ok) - V1, (On)) .. L

in the special case in which the operators involve an even number of creation and anni-
hilation operators, which will be particularly relevant for our analysis, the overall sign

(2.13)
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is +1. The property (2.13) allows to extend in a periodic (sign +1) or antiperiodic (sign
—1) way the correlation functions to all times #; € R. From now on, when discussing
time-ordered correlations we shall always assume that this extension has been taken,
unless otherwise specified.

Next, we define the connected time-ordered Euclidean correlation functions, or time-
ordered Euclidean cumulants, as:

<T7/tl(ﬁl); ety }/t,,(ﬁn»ﬁ,u,L

n

0
= log {1 + Ig;._,n} K(I)(Tﬁ(I»ﬁ,M,L”A

(2.14)
=0

where [ is a non-empty ordered subset of {1,2,...,n}, A(I) = I—[ie, A; and
o) = ]_[iel vy (0;). For n = 1, this definition reduces to (Ty;, (01)) = (y;, (O})) =
(01), while for n = 2 one gets (Ty, (€1); y1,(62)) = (Ty1, (6D, (62)) — Ty, (O1))
(Ty1,(02)). More generally, the following relation between correlation functions and
connected correlation function holds true:

Ty (0D Vi O = 3 [ [Ty (G3)i -+ 1 viy, (G gt

P JepP
where P is the set of all partitions of {1, 2, ..., n} into ordered subsets, and J is an
element of the partition P, J = {ji, ..., jj}-

Driving the system out of equilibrium. We are interested in driving the system out of
its initial equilibrium, by adding a slowly varying time-dependent perturbation to the
Hamiltonian 7#. We define, for r < 0:

Ht) = A +g)e P, 2.15)

where: n > 0, ¢ € R; g(-) is a smooth function vanishing at —oo, whose further
properties will be specified later on; and & € sz%/'\/z/ is a self-adjoint and finite-range
operator. As an example, we might consider:

P =" px)aiay.

XeAL

with ¢ (x) bounded uniformly in L. More generally, we will not require & to be quadratic
in the fermionic operators.

The Hamiltonian .77 (nt) generates the following the Schrodinger-von Neumann non-
autonomous evolution:

10,p(t) =[A), p)],  p(=00) =pppur. =0 (2.16)
We shall denote by 7% (¢; s) the unitary group generated by 7 (nt):
0, (t;8) = (t)YU (t; ), U (s;s) = 1. (2.17)

Using this unitary group, the solution of Eq. (2.16) can be written as
p(t) = U (t; —00) pp,u, L % (t; —00)*. (2.18)

Let Ox € &fj{’/ be a local operator. We will be interested in studying its expectation
value in the time-dependent state Tr &' p (¢). In particular, we will be interested in under-
standing the dependence of this quantity on the external perturbation, and in establishing
the validity of linear response, uniformly in the size of the system.
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3. Main Result

In what follows, we will consider Hamiltonians J#(nt) = 5 + eg(nt) & of the form
introduced above. We shall denote by (-), the instantaneous Gibbs state of 77 (nt),

Tr e B ) —pA) Ox

(Ox) = Tr e—BCL ) —nA)

3.1)

Our main result holds under the following assumptions on the Hamiltonian .7 (through
its Gibbs state) and on the switch function g(z).

Assumption 3.1. (Integrability of time-ordered cumulants) Let § > 0, R > 0. For
n>1landfori =1,...,n+1,let @9 be finite-range operators, such that |Iﬁ(’) I<S

and ﬁ u ) = 0 for diam(X;) > R, uniformly in L. For all 8 > 0, there exists a constant

¢ = c(,B S, R) > 0 such that the following holds, for all L € N and for all n € N and
forall X C Ap:

/ de(i+1tlg) Y Ty (0)); -7, (@9 08 D), | < 't (32)
(051" XiCAL o

where:
n
tlg = in|t; — . 3.3
ltlp ;%), mp| (3.3)

Remark 3.2. (i) For weakly interacting fermionic lattice models, recall Eq. (2.6), As-
sumption 3.1 can be proved via cluster expansion techniques for |A| small enough:
the bound (3.2) holds true for all finite 8 and L, with a constant ¢ that might grow
with B but it is independent of L. Moreover, if the non-interacting Hamiltonian in
Eq. (2.6) is gapped, and if the chemical potential u is chosen in the spectral gap, the
bound (3.2) holds for |A| small uniformly in 8, with a constant ¢ that is independent
of 8. We shall review these facts in Appendix C. There, we shall focus on the case
of local, quartic interactions; however, the method could also be applied to cover a
larger class of local interactions. The same methods can actually be used to prove the
stability of the spectral gap for many-body Hamiltonians [20].

(i1) Itis known that the existence of a spectral gap for the many-body Hamiltonian implies
the spatial exponential decay of correlations [30]. In general, it would be interesting
to understand whether the bound (3.2) can be established under the assumption of
locality and of a spectral gap for the many-body Hamiltonian, with the same n-
dependence as in the right-hand side of (3.2). We are not aware of any result in this
direction, at zero or at positive temperature.

The next assumption specifies the class of switch functions g(¢) that we are able to
consider.

Assumption 3.3. (Properties of the switch function) We assume that g(¢) has the form,
forallt <O0:

g(t) = /oodg 'h(E)  withh(§) € L'(Ry), (3.4)
0
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and where # is a function such that

ld IhE)] OoUl h 3.5
e ny <o | dEERE)] <. (3.5)

Alternatively, the function /(&) can be replaced by a finite linear combination of Dirac
delta distributions supported on R,.

Remark 3.4. Thus, g is the Laplace transform of the function /. As discussed in Appendix
A, the properties (3.5) are implied by suitable decay properties of the function g(z) for
complex times. Our setting allows us to include the function g(z) = ¢, a widely used
switch function in applications, by choosing h(§) = (£ — 1).

Next, we introduce a suitable approximation of the switch function, which will play an
important role in our analysis.

Definition 3.5 (Approximation of the switch function). Let n > 0 and suppose that g(¢)
satisfies Assumption 3.3. We define:

o 2—7;(m+1) 2% (it
= Bn m n
gp(0) : Z_%/zm d& h(g)ePn
m=o (3.6)
= Y Zpp@e”,
we%"N
where gg ,(0) := 0 and for » > %”:
8p.n(®) :=ﬁ , dEN(E). 3.7)

B
Remark 3.6. (i) The approximation of the switch function satisfies the following key
identity:
8p.n(t) = gpn(t —ip). (3.8)
(i1) The following estimate holds:
X F(mt])
Y gl < Z/an dg |h(&)| = |Ihl, (3.9)

we%’N m=0"Fn

where [|A]l1 = [|hllL1(r,)-
(iii) Using that, for §; > & and ¢t < 0,

31
=l [ ag e
&

oS ofant < nlt|(E — E2)e™, (3.10)
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we have:

2
—(m+l) .
18p,n (1) —gmt)| < Z/ dt [h(E)||efn — e (Dt
m=0" Bn™
ﬁﬂ(m+l)

3 2
= Zfzﬂ dé |h($)|n|t|l3—7;e5m 3.11)
m=0" By

- wfwds h(E)]eE™.
B Jo

Therefore,

2 h
|gﬂ,n(r>—g<nt>|s—”/ ag PG o

ﬁ” § (3.12)

< kel
epfnlig i
and the right-hand side is finite, thanks to Assumption 3.3.
We are now ready to state our main result.

Theorem 3.7 (Main result). Let p(t) be the solution of Eq. (2.16), with time-dependent
Hamiltonian (2.15). Suppose that for some S > 0, R > 0 independent of L, the Hamil-
tonian 7 and the perturbation & satisfy

1| < S, 1PxI| <S8, =0, Px=0 fordiam(X) > R (3.13)

forall X € Ajp.Suppose that the Gibbs state (-) g, .. 1. of H satisfies Assumption 3.1 with
c=c(B, S, R), and that g(t) satisfies Assumption 3.3. Let Ox € of/x withdiam(X) < R
and ||Ox|| < S. Then there exists g = &o(c, h) such that for |e| < &g the following
holds:

Tr Oxp(t) = (Ox)g,u,L + Z (_’j) (”)

n>1

LD+ Rp (e, 1) (3.14)

where the functions I(n) (1, 1) are given by

15" L (0. 1)

; (3.15)
- fo o dg[l_[ gp.n(t — iSj)](T)/sl(gz); Vo (P): - 3 15, (P): Ox) gl

j=1
and satisfy the estimate
115" L (.01 < IR, (3.16)
The error term Rg , 1.(g,n, t) in (3.14) is bounded as:

K|e|
|Rﬂ,M,L(87 77,1)| S M1 (317)
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where the constant K = K (S, R, h) > 0 does not depend on ¢. Furthermore, we also
have:

Kle| 1y, Calel
TeOxp(0) ~ OX)i| = g+ Crlel(m+ 5 ) + =2 = (3.18)

where (-}, is the instantaneous Gibbs state of 7¢ (nt), Eq. (3.1), and C; = C;(c, h) for
i=1,2

Remark 3.8.

(1) The series in (3.14) turns out to be equal to the Duhamel series for the quantum
dynamics generated by the Hamiltonian

Ay (t) = A +e8p.,(1) P, (3.19)

after a complex deformation from real time to imaginary times (Wick rotation).
Thus, our result in particular includes the statement that the Duhamel series for
the dynamics generated by (3.19) is convergent in ¢ uniformly in L and in n,
under the Assumption 3.1. This information is very useful because, as proved later
in Proposition 4.1, the dynamics generated by .73 ,(¢) is close to the dynamics
generated by the original Hamiltonian .77 (nt), in the sense of evolution of local
operators, for B large enough.

(i) If ¢ can be taken to be independent of S, then the radius of convergence in ¢ is
independent of 8 as well and we can use the results to describe the 8 — oo limit.
As commented after Assumption 3.1, this is the case for many-body perturbations
of non-interacting gapped lattice models, with Hamiltonian of the form (2.6) and
for |A| small enough.

(iii) If c does notdepend on S, our result allows to take the zero temperature limit § — oo
after the thermodynamic limit L — oo. By Egs. (3.14), (3.15), the existence of these
limits is implied by the existence of the same limits for the equilibrium Gibbs state
()1, To the best of our knowledge, all previous works on many-body adiabatic
dynamics considered the case in which the temperature is sent to zero before the
thermodynamic limit.

(iv) For finite L, the Hilbert space is finite dimensional and the spectrum of 7 (nt) is
discrete. Thus, it is straightforward to prove that as 8 — oo and for fixed L the
average over the instantaneous Gibbs state in (3.18) converges to the average over
the ground state projector, which a priori might have a nontrivial degeneracy (we
do not know whether Assumption 3.1 has implications for the multiplicity of the
ground state). This allows to recover the zero temperature many-body adiabatic
theorem, for the class of systems satisfying the assumptions of Theorem 3.7.

(v) To illustrate how the adiabatic theorem (3.18) is implied by (3.14), we observe that
the first two terms in the right-hand side of (3.14) reconstruct the average over the
instantaneous Gibbs state of J# (nt), after replacing the functions gg (¢t — is;) in
Eq. (3.15) with g(nt). To see this, we use the representation of the instantaneous
Gibbs state of .77(nt) in terms of a convergent cumulant expansion in ¢; see Eq.
(4.98) below.

Let us now discuss the origin of the various error terms in the right-hand side of
(3.18). The first term is due to Rg ;, 1, which arises from the approximation of the
real-time dynamics generated by ¢ (nt) with the real-time dynamics generated by
g, (t). This error term is estimated via Lieb-Robinson bounds, and its estimate
(3.17) does not use any information about the state. This bound introduces the
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strongest constraint on the range of temperatures that we are able to consider. The
second error term in (3.18) arises from the replacement of gg , (t —is ;) with gg , (2);
the bound for the difference introduces a factor (n+(1/8))|s |, and the factor [s;[g
is controlled using the assumption on the Euclidean correlations (3.2). Finally, the
last error term in (3.18) arises from the replacement of gg , (t) with g(n¢), and it
relies on the estimate (3.12).

(vi) If one restricts the attention to the switch functions gg , (¢) of the type (3.6) the first
and the last error terms in (3.18) are absent. Thus, for this special class of switch
functions it is possible to prove that:

Tr Oxe P O—nA) 1
‘ C|e|(n+ )

TrOxp() = — 0

(3.20)

Referring to the proof of the main result in Sect. 4, the n-th order contribution ineto

the difference in the left-hand side of (3.20) is only due to the term R (t) defined
in (4.111), which is estimated in (4.116). Not1ce that the special sw1tch function

gp,n (1) are superpositions of exponentials e F (el for m € N; thus for fixed 8, the
dependence of gg ; on 1 is in general not a rescaling of time. The smallest abiabatic
parameter that can be reached with this type of switch functions is 27 /.

(vii) In Eq. (3.18), we compare the time-evolved state with the instantaneous Gibbs state,
defined with the same temperature as the initial datum: in the small temperature
regime we are considering, we cannot resolve the heating of the system due to
the perturbation. A better approximation should be obtained introducing a suitable,
time-dependent, renormalization of the instantaneous Gibbs state. We plan to come
back to this point in the future.

The many-body adiabatic theorem (3.18) can be improved, under the additional as-
sumption that the first m derivatives of the switch function vanish at zero.

Corollary 3.9 (Improved adiabatic convergence). Under the same assumptions of Theo-

rem 3.7, the following is true. Suppose that 3] g(0) = 0 forall | < j < m. Furthermore,
suppose that

/ dr (L1l 3 [Ty (0F)); -+ 5, (050 090, 1| < D!
[0.8]" o

XiCAL
(3.21)
with Dy,+1 > 0 only dependent on m, and that
o
/ dg ™ h(E)| < oo. (3.22)
1
Then, the following improved many-body adiabatic theorem holds:
Kle| 1 1 Cale|
Tr Oxp(0) = (Ox)o| = s o+ Crmnlel (" + 2 )+ =2, (3.23)
nte2p B/ Bn

where K = K(S, R, h), C1 m+1 = C1,m+1(c, h) and Co2 = Ca(c, h).

Remark 3.10. (i) These switch functions are allowed by our setting; for example, we
might consider g(r) =1 — (1 — e")™.
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(i1) As B — 00, a similar result has been first obtained by [7]. We observe that, with
respect to [7], here we show that the improved convergence (Corollary 3.9) holds
under the assumption that the first m derivatives at zero of the switch function are
vanishing, while in [7] it is assumed that the first m + d + 1 derivatives vanish (with
d the spatial dimension of the system).

(iii) The assumption (3.21) holds true for many-body perturbations of gapped lattice
models, and it can be proved via the analysis of Appendix C.

Combined with a few straightforward estimates [Eqs. (4.129) to (4.131)], we also
have the following result.

Corollary 3.11 (Validity of linear response). Under the same assumptions as Theorem
3.7,

Tr Oxp(t) — (Ox)p.u.L

B _ (3.24)
= _8/0 ds ggy(t —is)(ys(P); Ox)p.u.L + Rp (e, n, 1)
where the error term Rg ,, 1 (¢, 1, t) is bounded as:
Klel 2
IR 160,01 = ez + Clel (3.25)

with K is as in (3.17) and C depends on c. In Eq. (3.24), the function gg ,(t — is) can
be replaced by g(nt), up to replacing the error term Rg .1 by Rg . 1, such that:

- 1 Klel )
R (e 01 = Clel(+ 50 ) + g+ ClelP (3.26)

Furthermore, the main term in Eq. (3.24) is equal to the first order term in the Duhamel
expansion, up to small errors:

B t
‘/ ds ggn(t —is){ys(P); Ox)g L —i/ ds gms){[t: (Ox), ts(P)) g, u,L
0 —00 (3.27)
K
= g

Remark 3.12. Eq. (3.26) shows that, up to an error term vanishing as 8 — oo and
n — 0%, the first order in ¢ in the Duhamel expansion for the real-time dynamics is
equal to the first order in ¢ in the expansion for the instantaneous Gibbs state (-);. To
see this, we rely on the cumulant expansion in ¢ for the instantaneous Gibbs state, Eq.
(4.98). More generally, the argument can be extended to show that the n-th order term
in ¢ in the real-time Duhamel expansion for the dynamics generated by .77 (nt) is equal
to the n-th order term in ¢ in the expansion of the instantaneous Gibbs state of 77’ (nt),
up to vanishing errors as 8 — oo and as n — 0*.

The proof of the main result will be given in Sect. 4, and it is organized as follows. In
Sect. 4.1 we recall how to derive the Duhamel expansion for the many-body evolution, in
a finite volume. In Sect. 4.2 we introduce the auxiliary dynamics, obtained after replacing
g(nt) with gg ,(¢) in S (nt), and we prove the closeness of the two dynamics for § large
enough, in the sense of expectation of local observables using Lieb-Robinson bounds.
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In Sect.4.3 we represent the Duhamel expansion for the auxiliary dynamics in a finite
volume via the Wick rotation: this allows to get an identity for every term in the Duhamel
expansion in terms of time-ordered Euclidean correlations. We then use Assumption 3.1
to establish convergence of the (Wick-rotated) Duhamel series, uniformly in the size
of the system. In Sect.4.4 we recall the cumulant expansion in ¢ for the instantaneous
Gibbs state of 27’ (nt). Finally, in Sect.4.5 we put everything together, and we prove
Theorem 3.7.

4. Proof of Theorem 3.7

4.1. Duhamel expansion. We start by recalling how to derive the well-known Duhamel
series for the expectation of local observables. Given a time-dependent Hamiltonian
HC(nt) = H +eg(nt) P, let us consider the associated unitary evolution:

0, (t;8) = (YU (t;s)
U(s;s) = 1.
For ¢ = 0 one trivially has Z (¢;s) = e 1= We are interested in deriving a

perturbative expansion around the evolution generated by .77°. To this end, we define the
unitary evolution in the interaction picture as:

4.1)

Uit s) = &Y (t; 5)e 5. 4.2)
Clearly, %4 (s; s) = 1, and:
(1 5) = &7 (= A+ AU (85 5)e

4.3)
=g (P)(1; ).
Next, we write, for T > QO and forO >t > —T':
T OU (t; —T)pg L% (t; =T)* —Tr Opg ;.1 4d)

= Tro(O)2(t; =T)ppg, . L %(t; =T)* = Tr1,(0) pp.pu.L

where we used the cyclicity of the trace and the invariance of pg, ;. under the dynamics
generated by 7. Finally, by Eq. (4.3):

T OU (t; —T)ppu L% (t; =T) —Tr Opg .1

t
= (—i¢) / , ds g(ns) Tr 7, (O) [t (D), U (s; =T) pp,u, . %(s; —T)*]

4.5)
1
= (—iS)/ ds g(ns) Trlw(O), t(P)N(s; —=T)pp u, L %(s; —T)".
-T
The procedure can be iterated. One gets:
Te OU (t; —T)pp,u, L% (t; =T) =Tr Opg .1

+) (—ie)" / ds g(ns1) - -+ g(nsn)
,; —T<s;<..<s1<t (4.6)
Al Ut (0), T ()], T, ()] T, (D)D) gL

+ R (=T ),

B.u.L
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where R/(;"ZZIL)(—T; t) is the Taylor remainder of the expansion, given by:
(m+1) - ym+l
R (—=T; 1) = (—ie) / ds gms1) - gMSm+1)
B.n.L — T <Sp1<...<s1<t mr 4.7

Tt [1(0), T (D)), -+ Tt (PN (Smats =T)Pp oy L 2 (Smars —=T)™

On a finite lattice and for n > 0, the series is absolutely convergent. In fact, by using
the boundedness of the fermionic operators, and the unitarity of the time evolution, we
have the following crude estimate:

1
|RG" ) (—T; 1) slel’"”/ ds |gns))] - 1gMsme)]
o —T <sp41=...581=t
2o 2 |mH (4.8)
m+1) o ym+1 m+1,,—m—1 0 1
sjo) B[ asigo]
(m+1)! oo

for a universal constant C > 0. Thus, taking m large enough, uniformly in 7', the error
term can be made as small as wished. Hence, we have, in the T — oo limit:

Tr OU (t; —00) pp L% (t; —0)* =Tr Opg .1

OO=sp=...=S1=t

> i [ ds g(ns1) -+ g(n) (4.9)
n=1 N

AL 1 (0), T (D)), T, ()] -+ - T, (P ) B

Equation (4.9) is the Duhamel expansion for the average of & on the time-dependent
state p(t) := % (t; —00)pg, i, 1. % (t; —00)*. In order to extract useful information from
this representation, we need estimates for the various terms that are uniform in the size
of the system. In particular, we would like to prove that the series converges uniformly
in g, as L — oo and for n small.

The main difficulty to achieve this is the control of the time-integral, uniformly in 7.
For fixed 7, this problem might be approached using Lieb-Robinson bounds, see [44]
for a review. This bound reads, for two operators &y and Oy supported on X, Y:

I[Ox, w(O)]|| < CeVllImedistX.1) (4.10)

for suitable positive constants C, ¢, v. Combined with the boundedness of the fermionic
operators, this estimate (and its extension to multi-commutators, [16]) can be used to
prove that the series in (4.9) is convergent uniformly in L, however only for |¢| < &(n)
with £(n) — 0 as n — 0*. In the next section, we shall study the time-evolution using
a different approach, which gives estimates that are uniform in 7.

4.2. The auxiliary dynamics. Let
Hpn(t) = I +e8p,1) P, 4.11)

with gg , (¢) introduced in Definition 3.5. Here we will prove that the evolutions generated
by . (nt) and by 3 , (1) are close, at small enough temperature, in the sense of the
expectation of local observables. To compare the two evolutions, we will use Lieb-
Robinson bounds for non-autonomous dynamics [13,16].
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Proposition 4.1 (Comparison of dynamics). Let p(t), p(t) be the time-dependent states
evolving with 7€ (nt), g, (t) respectively, with initial data given by p (—00) = p(—00)
= pg,u,L- Let Ox be a local observable. Then, there exists K > 0, independent of ¢ and
dependent on h, such that for all €, n, B, L:

K
| Tr Ox (o (t) — p(1))| < % forallt <0. (4.12)
n
Proof. We start by writing:
g(nt) = gp.n(t) +&y.p(1), (4.13)

where gg ,(¢) is defined in Eq. (3.6), and the error term satisfies the bound, by Eq. (3.11):

2 o
1En.p ()] < % A dE [h(&)|e5™. (4.14)

Next, we write:
Tr Ox (p(t) — p(1))
= Tgrgoo Tr Ox (U (t: =T)ppg . L% (t: =T)* — U (t; =T)pp,u. L% (t; =T)")
(4.15)

where % (t; s), w (t; s) are the unitary groups generated by J7°(nt), 3 ,(t), respec-
tively. We estimate the argument of the limit as:

‘Tr (%@ —Tyoxw @, —1) - T, 1y Ox 1 —T))p,g,ﬂ,L‘
_ N (4.16)
< |ox - v -nZ @ ~1y o s -y @15 -1y

)

where we used that pg , 1 > 0, Tr pg .. = 1 and the unitarity of time-evolution. Next,
we rewrite the argument of the norm as:

Ox — Ut —T)U (t; =T Ox% (t; —T)U (t; —T)*

t
0 ~ ~
:—i/ dsia—%(t;s)%(t;s)*ﬁx%(t;s)%(t;s)*
T S

t
- —i/ ds%(t;s)[—jf(nsnjfjg,n(s), ?Z(:;s)*ﬁx@f(z;s)]%(t;s)*

-7
t

= i/ dse(n,ﬁ(s)%(t;s)[@, @v(t;s)*ﬁx?y(t;s)]%(t;s)*,
-7

(4.17)

where in the third line we used that % (¢; s)* = % (s; t), and in the last line we used
Eq. (4.13). Therefore,

H Ox — U (t: =TYW (t; =T Ox W (t; =T)U (t: —T)* ‘

d ~ - (4.18)
< [ astellenpol|[2. Zasyox@as]|
-T
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Next, we claim that:
H[@ Y (t: 5V Ox U (t: s)] H <C(lt —s"+1). (4.19)

This inequality stems from the Lieb-Robinson bound for non-autonomous dynamics,
see Theorem 4.6 of [13] for quantum spin systems, or Theorem 5.1 of [16] for the case
of lattice fermions:

H [ﬁy, Y t:s) Ox U (t: s)] H < Cetl=sl-edisX.Y) (4.20)

for any two local operators Oy, Oy. The proof of (4.19) is standard, and we give it here
for completeness. Representing the perturbation &2 in terms of its local potentials, we
have:

H[«@ ?;(I;S)*ﬁx“??(t;S)] H <> H[gzy ?;(I;S)*ﬁxﬁi?(t;S)]H
YCAL
= Z H [gzy’ ?Z(t;s)*ﬁx@z(t;s)]u
dist(X},/Yg)IS\LD\tfsl (4.21)
+ Z H[,@y gi(t;s)*ﬁX%N(t;s)] H

YCAL
dist(X,Y)>D|t—s]|

with D large enough to be chosen below. By the boundedness of the fermionic operators,
and by the unitarity of the dynamics, the first term in the right-hand side is estimated as:

) H[%, @Z(r;s)*ﬁx@Z(z;s)]H <K(i—s"+1)  (422)
YCAL
dist(X,Y)<Dl|t—s|

where we used the fact that the sum is restricted to sets Y of bounded diameter. For the
second term, we use the Lieb-Robinson bound (4.20), to get:

> HI:gZY ?;(I;S)*ﬁx??(t;S)]H
YCAL
dist(X,Y)>D|t—
ist(X,Y)>Dlt—s| Z e (4.23)
< Cevl—s—c~ ist(X, .
YCAL
dist(X,Y)>D|t—s|, diam(Y)<R
Choosing D large enough, we have:
> H[«@Y U (t:5) OxU (t: S)]H
YCAL
dist(X,Y)>D|t—s]|
< Z Ce~(€/2)-disl(X.Y) (4.24)

YCAL
dist(X,Y)>D|t—s|, diam(Y)<R

<K.
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This concludes the check of (4.19). Using the bound (4.19) in (4.18), we get:

H Ox — Ut —TYH (t: =TV Ox W (t: —~T)U (t: —T)*

t
< C/Tds el )|t — 519 + 1) (4.25)

o0 t
< Kl [ e |h(s>|f ds &5 (Js] 41 + 1),
B Jo -7

where in the last step we used the bound (4.14) and we exchanged the order of integration.
Using that:

t
/ ds 51|59 < ( ;dw (4.26)
= n

we finally obtain:
H Ox — U (t: =YW (t: =T Ox X (t: =T)U (t; —T)*

00 4.27)
< Ij';' Elh(é)l'
n + ,3 0 $d+2

Equation (4.12) follows from assumption (3.5), after a redefinition of the constant K.
This concludes the proof. O

4.3. Wick rotation. Here we shall represent each coefficient in the Duhamel expansion
(4.9) for the auxiliary dynamics generated by (4.11) in terms of Euclidean correlation
functions, via a complex deformation argument. The advantage is that useful space-time
decay estimates for Euclidean correlations can be proved using statistical mechanics
tools, such as the cluster expansion. This complex deformation is known in physics as
Wick rotation, and here it will be established rigorously for the auxiliary dynamics. The
next lemma is the main result of the section. Its proof is based on the adaptation of ideas
of Section 5.4 of [15] to our adiabatic setting.

Lemma 4.2 (Wick rotation). Let A € 2/p,, B € </, Z\{ .Letn € N. Let a(s) be a periodic
function with period 8, such that:

a(s) = Y aw)e ", > la)| ¢, a0)=0. (4.28)

2 2
we 7N we 7N

Then, the following identity holds true, for all t < 0:

/ ds [ [T atisp ]+ 11z(A), 7, (B, 7 (B)] -+ 75, (B)
—00=<s§; <...<s|1<t .
. J—ln (4.29)
_&D f[o N ds [ [T atit + 5| (Trsy (B): v (BY; - 5 74, (B): gyt

n!

j=1

Remark 4.3. (i) The function s > gg ,(—is) satisfies the properties (4.28), recall
Definition 3.5.
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(i1) Notice that the function defined in (4.28) extends to a function a(z) on the lower-
half complex plane, that is analytic for Imz < 0 and continuous for Imz < 0.

The proof will be broken in a few intermediate steps. In what follows, it will be
convenient to use the following notations. We define inductively:

Co :=1,(A), Cu(ty, ..., ty) =ality)[Chor(t1, ..., th=1), T, (B)].  (4.30)

Moreover, we set:
n
Bo:=1, B,(t1,....t,) = I:l_[a(ili)]le (B) - 7,(B). (4.31)
i=1

Also, we shall introduce the n-dimensional simplex of side g as:
A%::{(sl,...,sn)eR”:,3>s1>~~~>sn>0}. (4.32)

The combination of Propositions 4.4, 4.5 below is the adaptation of Propositions 5.4.12,
5.4.13 of [15] to our adiabatic setting. Differently from [15], our results hold without
clustering assumptions on the real-time correlations.

Proposition 4.4 (Basic complex deformation). Let B € mf;\{ , C € aly,. For every
j €Nandforallt <0:

t
/ dr a(ir)/ _ds (B (r —0S], ..., T — isj) [t (B), Clg,u,L
00 A'é

(4.33)

:i/j+1 dﬁ(Bj_,_l (t —isl,...,t—iSj+1) C)g,pu,L-
A
B

Proof. To start, let us prove the j = 0 case, which reads:

t B
/ dra(ir){[t,(B), Cl)g,u,L =i /0 ds (B (t —is)C)g,u,L- (4.34)
—0o0

Let 7 > 0. By the KMS identity, Eq. (2.9), and using that B commutes with the number
operator:

t

t
/Tdra(ir)<[fr(3),C]>,3,u,L :/

dran|oB)Cp s~ (CoBppL]

t
- / dra@n) [t (BIC)put = - ip (B |
(4.35)

By assumption (4.28), we use the trivial but crucial fact a(ir) = a(ir + f) to write:

t
/T dra(ir)([t(B), Cl)g,u.L

t
= / dr[aGn (@ B)Chpn — alitr = iB) (e ip B g ]
(4.36)
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Now, consider the function, for z € C:

f(2) = a(iz){z(B)C)pp.L- (4.37)

For finite L and finite 8, this function is analytic on Re z < 0, and it is continuous on
Re z < 0. In fact, the function z > (t;(B)C)g, ., is entire for finite L, B, while a(iz) is
analytic for Re z < 0 and continuous for Re z < 0, recall Definition (4.28) and Remark
4.3.

For ¢ > 0 small enough, let I" be the complex path for (Re z, Im z):

r=7,00—»(¢t—-¢0—>@—e-p)— (-T,-B) — (-T,0), (4.38)

where every arrow corresponds to an oriented straight line in the complex plane. By
Cauchy’s integral theorem,

/ dz f(z) = 0. (4.39)
r

We start by writing:

t t—e
/ dra(ir){[t,(B), Cl)g,u,L = 1ir¥)1+/ dra(ir)([t,(B), Cl)g,u,L, (4.40)
T e=>0"J_r

and using Eq. (4.39):

t—e B B
/ dra(ir)([rr(B),C])ﬁ,M,L=i/ ds f(t—s—is)—i/ ds f(—T —is).
0

—-T 0
4.41)
We claim that the last term vanishes as T — oo. In fact:
F(-T =i9)] = |ats =i T)T-7-is (BYC)puc |
< (Y la@y)e e BIC] (4.42)
o

_ 2
< ce Bl ByClXIHT,

where we used the unitarity of the real-time dynamics. Notice that all norms in (4.42)
are finite: we are on a finite lattice with side L, and the fermionic Fock space for models
on a finite lattice is finite-dimensional. Hence, the bound (4.42) shows that the T — oo
limit of the second term in the right-hand side of (4.41) vanishes, for g and L finite. We
thus have

t

lim dra(ir){[t-(B), C)g u,L
T

T—oo J_

B
= lim i/ dsa(i(t — &) +5)(Ti—e—is(B)C)g,u,L 4.43)
0

e—0*

B
= if dsa(it+s){(t—is(B)C)g,u,L,
0
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which proves Eq. (4.34). Let us now discuss the j > 0 case, Eq. (4.33). By the KMS
identity and a(ir) = a(ir + ), we get:

1
/ dr/_dga(ir)(Bj (r—ist,....r —is;)[%(B), Cl)pu.L
-T A
t
:/Tdr /Ai dsa(ir)(B; (r — i8], ..., Fr — isj) 7 (B)C)g,u,L (4.44)
- 5

t
_ / dr fj dsali(r — iB))(tr—ig(B)B; (r — is1.....r —is;) C)pu.L-
—-T A
B
We further rewrite this expression as, recalling the definition of B;(-), Eq. (4.31):

t
(4.44)=/jd§/ dr (Bjsi (r—isi,...,r —isj,r) Clp L

. 4.45
//ds'/ dr (B ]+1 —iB,r lsl,...,r—lsj)C)ﬁ,u,L ( )
A
- 2
Let us now introduce the change of variables, for 1 < k < j:

Sl/{ = Sk+1 — S1 +ﬂ, S} = ,3 —S51. (4.46)
Notice that 8 > s1 > 52 > --- > 5; > 0, we also have § > s > s} > --- > s} > 0,

thatis (s{,...,s,) € Aé. In terms of these variables, for 2 < k < j:

s1=B—5s,

/ (4.47)

/ /
Sk=S_1+S1—B=s,_1—

We then rewrite the term LIT in (4.45) as:

t
LT = / . dg’/ dr
Ly =T (4.48)

(Bja <r —i(B = s r—i(s] =5}, —i(sh_ — s, r) Chpul.
Let us now introduce the function:

JBos1,sp @) = (Bjwi(z —i(B—sj), 2 —i(s1 —8j), ..., 20C)pg L. (449)

The function fg.s,...s;)(z) is analytic for Rez < 0 and continuous on Rez < 0. We
have:

t
Ly = / , dg/. dr f(g.sy....sp)(r —isj); (4.50)
Ag -T
also, relabelling the s’ variables in s variables in Eq. (4.48):

'
LIT = Af dg/Tdr f(ﬁ,sl,...,sj)(”)- 4.51)
; _
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As for the j = 0 case, we will use a complex deformation argument to rewrite LlT - L2T
in a convenient way. To this end, let us now define the complex path for (Re z, Im z), for
& > 0 small enough:

'=(-T,0—(t—-60)— —¢e-—s)) > (=T,—s;) > (=T7,0). (4.52)
By continuity of f(g., cos]) (2):

t—e t—e
LT -7 = / ds 1im+[/ dr £(r) —/ dr f(r —isj)]
Ay &0 -T -T
5j sj
= i/ ~ds lim [/ dsjy1 f(t —&—isj1) — / dsj f(=T — i5j+l)]
Ay a0t LJo 0

=i/.dg[/’dsj+1f<t—isj+1>—f’dsj+1 FT =isian)
A 0 0
(4.53)

where the second identity follows from Cauchy theorem and the last from the continuity
of the integrand. The last term in the right-hand side of (4.53) vanishes as T — oo. This
is implied by the following estimate, recall Eq. (4.49):

. . . 2 .
| fBosronnsy (=T = isjen)| < ] 1B+ 2BTDIF = FTUD (4 54)

Consider now the first term in the right-hand side of (4.53). The integrand has the form,
for a suitable function F, recall (4.49):

JBosi,osp) & —i5j41)

) . ) (4.55)
=F@—i(B—5j+S8j+1)s... bt —i(Sk—1 — 8 +8j41), ..., —18j41).
Let us introduce the change of variables, for 2 < k < j:
Si = ,3 —S8j+Sj+l, S,/( = Sk—1 —Sj +Sj+1, S;’+1 = Sj+l- (4.56)

We notice that 8 > s > ... > s, > ... > s}H > 0. Thus, the second term in the r.h.s.

. . . B .
of (4.53) can be written as the integral over the simplex A (L

sj
i/ , di/ dsjs1 f(Bosi,osp) & —i5j41)
Ag 0

. / ./ ./ ./
:z/jﬂdg F(t—lsl,...,t—lsk,...,t—lsj+1) (4.57)
Ap
. / ./ ./ ./
ZL/A“’ ds (Bj+1(t—ls1,...,t—lsk,...,t—lsj+1)C),3,u,L.
B

Allin all, from (4.45), (4.53), (4.54), (4.57), relabelling the s’ variables as s variables:
t
/ dr / dsa(ir)(B; (r — 081, ..., F — isj) [t (B), Cl g,
—00 Aé
=Ly - L (4.58)
=i / i ds (Bjy1(t —isy, ...t —iSk, ..., t —isj41)C)g L
A

B
which concludes the proof of the proposition. O
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Next, we use Proposition 4.4 to rewrite the coefficients appearing in the Duhamel
expansion in terms of imaginary-time correlations.

Proposition 4.5 (Multiple complex deformation). Under the same assumptions of Lemma
4.2 the following identity holds:

/ ds[]"[a(zs, (1w ), 7, B 7 B 13, (B
00§y <...<s1=t
- o (4.59)
= (=i)" fo dsv [ s [ TTatit 5]t (B, (BY AV

j=1

Proof. To avoid confusion, in the proof we shall call {r;} the variables corresponding to
real-time integrations and {s;} the variables corresponding to imaginary-time integra-
tions. To simplify the notations, we will omit the 8, u, L subscript in the Gibbs state.
Using the notation (4.30), we rewrite:

/ dr[l_[a(m (10 A), 0, (BYL (B, (B
oSS == (4.60)

E/ dra(iry){([Ch—1(r1, ..., 1p=1), T, (B)]).
oO=<r,<..<r|<t
‘We have:

f dra(irg)([Ch—1(r1, ..., ra=1), T, (B)])
oO=<rp,<..<ri<t

t n-2 "n—1
=_/ drl-~~/ drn—l/ drna(irnx[fr,,(B)’Cn—l(rla-~-arn—1)]>

—00 —00 —00
t Fn—2 B
= —i/ drl.../ d}"n_1/ ds1 (B](Vn_l —isl)Cn_l(rl,...,rn_l))
—00 —0o0 0

4.61)

where the last equality follows from Proposition 4.4 for j = 0, applied to the r, inte-
gration. Next, using again (4.30), we write:

Ch1(rs oo rn—1) = —a(irg—D,_ (B), Cpa(r1, ..., ri—2)] (4.62)

and hence:

/ dla(irn)“:cl’l—l(rla"'7rn—1)7rrn(B)])
oO<rp=<...<ri=<t

-2
/ dry .. / drp—1a(ir,—1)
00

B
fo dsy (Bi(ra_t — isD[%,_(B), Caa(r1, oo ra)l) (4.63)

t Fn—3
= (i)2/ dry / dry_»
—0o0 —0oQ

fd (Ba(rp—2 —is1, 2 —i82)Cp2(r1, ..., 7p-2)),
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where in the last step we applied Proposition 4.4 for j = 1 to the r,_; integration. We
continue applying Proposition 4.4 until all commutators are exhausted. We find:

/ dra(ir,){[Cp_1(r1, ..., Fa=1), Tr,,(B)D
—00=rp=..<r| =t (464)
=(—i)n[ ds (B,(t —isy,...,t —isy)T:(A)).
A

To conclude, recall that by Eq. (4.31):

Batt = ist oot —is) = [ [Tatt + ) [eiis BTy (B -+ iy, (B)
=l (4.65)

= [ﬁa(z‘t +sj)]r, (yxl (B)ys,(B) - - - vy, (B)>
i=1

where in the last step we used that B commutes with the number operator, which implies
T_is(B) = ys(B). Plugging (4.65) into the right-hand side of (4.64), and using the
invariance of the Gibbs state under time-evolution, the final claim (4.59) follows. |

Next, we rewrite the imaginary-time expressions appearing after the Wick rotation as
connected correlation functions. We recall the following relation between the expectation
value of a product of operators, and the truncated expectations:

(0 -+ 0;,) =Y [Troun® (4.66)
P JeP
where P are partitions of the ordered set {iy, ..., i,}, with elements J = {ji, ..., jis|}

which inherit the order of {i{, ..., i,}, and

(0N :=(0j;: 0jy: -+ 5 0j,). (4.67)

The next result is a straightforward consequence of the definition of truncated expecta-
tion. We shall use the notation, for J = {ji, ..., ju}:

B(~is;) = vs, (B) -~ s, (B). (4.68)

Proposition 4.6 (Factorization property). The following identity holds true:

(V51 (B)Y5y(B) - - - v5, (B)A)

= Z (V‘Yh (B); Vspy (B);---3 Ysjg (B); A>(B(_i§{1,..‘,n}\1)> (4.69)
JC{,....n}

where the sum is over ordered subsets of {1, ..., n}.
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Proof. Let:
O1=vy5(B), O2=vy5,(B), ... ,0n=y5(B) , Oupq=A. (470)
From (4.66):
(0102 Opi1) =Y [JONT
P JeP . . @71
=Y (0" [ (0w

P JeP:n+l1¢J

where the sum is over partitions P of {1,...,n + 1}, and J are the elements of the

partition. In particular, J,4; is the element of the partition that contains n + 1. The
right-hand side of (4.71) can be rewritten as:

(0102 Op1) = Y (O(Uns))" Z [Tioun™ @)
Jn+1 Pof{1,...n+1\Jps1 J€P
which we rewrite as, using again (4.66):
(0102 Ops)
= > O BBy, BT[] o)) @7
JC(1,.n) jell,n\J
This concludes the proof of the proposition. O

The next proposition allows to rewrite the right-hand side of (4.59) in terms of trun-
cated correlation functions, in Euclidean time.

Proposition 4.7 (Reduction to connected Euclidean correlations). Under the same as-
sumptions of Lemma 4.2 the following identity holds:

n

/n ds [ 1_[ a(it +Sj)] (Vsl(B)Vsz(B) c Vs, (B)A>ﬂ,M,L

B =1
! (4.74)

n
- / ds [ [T atit +5] s (BY: vsa (BY: -+ 5 v, (BY: Al
B j=1
Proof. We omit the 8, i, L labels for simplicity. By Proposition 4.6 we have:
(V51 (B)Ys,(B) - - - ¥5,(B)A)

= 2 {ry By, (B Ysj (B); ANB(=isgi_ap ) (4.75)
ISl m)

Hence, we can rewrite the left-hand side of (4.74) as:

/n dﬁ[l_[ a(it +Sj)] (V51 (B)Ys,(B) - - - v, (B)A)
B j=1

= Z/ [Ha(it+s]')]<ys_,l (B); -3 ¥, (B); A)  (4.76)

JCA{1,...,n} jeJ
|J\_m

1_[ a(it +sj~)]<B(—i£{1 ,,,,, n}\J)>'

je{l,.n\J
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Next, we shall use the following identity:

/ndg > [TTatr+spln, B s, (B3 4)
JCil,.n)

B c{l,..., }ojed
|J|=m
[ 1_[ a(it+Sj)](B(—i£{1 ,,,,, n}\J))

el n};lj (4.77)
- /mdg[l_[a(it+si)]()/s1(3)§ 5 Y (B A)

B i=1

. ./n,m di[ 1_[ a(it +Si)](]/sm+1 (B)Vsya2 (B) - - - v5,(B)).
B i=m+1

Equation (4.77) is obtained via the application of Proposition B.1 in Appendix B, with
the following choices for the functions f and g:

Flstseowism) = [ TTatr+s0 |y B3 - s, (B 4]
i=1

" 4.78)
8(Smals oo, 8n) = [ 1_[ a(it+ Si)]<Vv,,l+1 (B)Vsm+z(B) © Vs (B)).
i=m+1
We claim that, for all £ > O:
k
fA Cds [ TTatr+50] 0 By (B) -y (B)) = 0. (4.79)
B i=1

Combined with (4.76), (4.77), this implies the final statement, Eq. (4.74): the only term
contributing to the sum over m in Eq. (4.76) is m = n. To prove Eq. (4.79), we proceed
as follows. First, we write:

k
/Afs di[ga(”+Si)]<%s1(B)Vsz(B)"‘Vsk(B»

k
1 .
= ] kdg[l_[a(lt+si)]21(sn(1) > Sz2) > ... > Spk)
[0,8] i=1 =
: <Vs,,(1) (B)J/Sn(z) (B) e Vsﬂ(k) (B)>
(4.80)
where the sum is over permutations of {1, ..., k}. Let:

G(S],...,Sk)

= 1ty > 572 > - > 5200 snay (B sz (B) -+ Vs (B)). 48D
s

We claim that G is B-periodic in all its arguments:

G(Sl’ "‘7Si_1701 sl+11 ""sk) = G(s17 "'1Si—11 ﬁ’ sl+1’ "‘7Sk)‘ (4‘82)
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In particular, the function G extends to a periodic function on R¥, with period 8 in all
variables. With a slight abuse of notation, let us denote by G such periodic extension.
Notice that the function s +> a(if + s) is also periodic with period B (recall definition
(4.28)), which means that the whole integrand in the right-hand side of (4.80) can be
extended to a B-periodic function in all its arguments. Furthermore, we claim that, for
allo € R:

G(s1,82,...,80) =G(s1+0,80+0,...,5,+0), (4.83)

that is, the function G is translation invariant. Both (4.82), (4.83) are well known; they
ultimately follow from the KMS identity. For the sake of completeness, Eqs. (4.82),
(4.83) will be reviewed in Appendix B, Proposition B.2. Thus, one gets:

k
/A ',; dg[Ea(msn]%(mm(m---ysk(B»

(4.84)
1 k
= — dg[ a(it+si)]G(sl,s2,...,sk),
k! (Slfl;)k D
where S é = R/BZ. We rewrite this expression as:
1 k
i X [[awe]
w,'E%TN i=l1
. / dse™ et wisi i Zﬁ::1a)j(sj_sl)G(07 $2 = 81y, Sk — S1)
(Sp
. (4.85)
1 - )
== 2 [TTawye]
TwiezN i=l
‘SR
. / dsje” 1 @)t / dge_i Yje2 IGO0, s2, ..., Sk,
S (Spk!
.k
where in the last step we used that e’ Zi:lwf(sf_S‘)G(O, §2 — S1,...,Sk — S1), as a
function of s, j = 2, ..., k, is a function on (S;j)k’l. Then, the claim (4.79) follows
from (recall that we can assume w; > %” since a(0) = 0):
-k
/ dsj e Zi=19i% =, (4.86)
Sl
B
This concludes the proof of Proposition 4.7. O

Remark 4.8. By the same arguments used in the proof of Proposition 4.7, Eq. (4.74) can
also be rephrased as:

[ as[ TTatir 5] B ®)-- 1, B) A1t
B j=1
1 o
=) ds [ [T atit +5)] Ty (BY: via (BY: - 5, (B)s A}t

(4.87)

j=1
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where T denotes the time-ordering, as defined in Eq. (2.10). This is initially defined
for operators whose imaginary-time arguments are in [0, 8). The resulting expression
is then extended to a periodic function with period 8 on the whole R”. See Proposition
B.2 and Remark B.3 for further details.

We are now ready to prove Lemma 4.2.

Proof of Lemma 4.2. By Proposition 4.5:

/ ds [ l_[ a(isj)]([. [t (A), 75, (B)], T, (B)] - - - T, (B)]) g L
—00Ssy <. <51 <t -
| - (4.88)
B Sn—1 n
:(—i)"/(; ds1.../(; ds"[Ha(it"'sj)](VS](B)"'Vs,I(B)A),g,M’L.
j=1

Next, by Proposition 4.7:

/ ds [ I1 a(isj)] ([ - [[1 (A), 7o (B)]. Tsy (B)] - - Ty, (B)) pyu.
—00=<s§; <...<s1<t .
: j=1 (4.89)
B Sn—1 n
:(_,-)nfo dsl_..fo ds,,[l—[a(it+sj)](yS1(B);... s, (B); A)g s
j=1

Finally, by Remark 4.8:

n

/ ds [ [1 a(isj)]<[- 1 (A), 7, (B)], T, (B)] -+ T, (B)D) g
—00<sp<..<s1<t

j=1
= (4.90)
(=0)" ,
= ds [ [T atit+5)|(Tysy (B)s -+ 5 s, (B): g
n! (S/]S)n i1
which concludes the proof of Lemma 4.2. O

4.4. Cumulant expansion for the instantaneous Gibbs state. In this section we shall re-
view the well-known cumulant expansion for the Gibbs state of the Hamiltonian 5# (nt),

H(nt) = I +eg(nt) P, 4.91)

that is:

Tr ﬁxg—ﬁ(ff(nt)—uﬂ/)
(Ox)e = Tr e— B )= N)

(4.92)
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Perturbation theory in ¢ is generated by the following chain of identities:

B =N =B )= N) _ ¢

p
_ / ds O S —nh) y=s(H )= N
0 as

B , ,
_ —Eg(nt)/o ds =1 gpo=s(H ) —pAN) (4.93)

p
— —eg(n) / ds &8RN Gpg=s(H =) g5(H =N y=s(H ()=t )
0

B , ,
= _Sg(nt) / dS yx((@)es(tff—uu/‘/)e—S(Jf(n[)—;LE/V)'
0

Iterating:

P =N =B (1) —pN)

4.94
=14 (g )" / dsI/ dss / sy o () y ()

n>1

which we can also write as:
e~ B )= N)

— e—ﬂcyf—um[ﬂ +Y (—eg(mn)" / ds Ty, () - m(ﬁ)]. (4.95)
[0.8)"

n!
n>1

For finite L and finite B, the series is norm convergent, thanks to the boundedness of the
fermionic operators. Thus, the expectation value of a local operator on the Gibbs state
of 7 (nt) can be written as:

(Ox) g+ Nzt S5 flo gy AL Ty (P) -+ 1 (P)OX)p
14,0, C Eg(nf))" Jo.py At TV (P) -+ v, (P))p .1

(ﬁX)t =

(4.96)

which is analytic in ¢ for |¢| small enough. We would like to show that analyticity in ¢
extends to a ball whose radius is bounded uniformly in L. To this end, Eq. (4.96) can be
further rewritten as (omitting the 8, i, L labels in the state and the [0, 8)" domain in
the integral):

(Ox):
_ 20 (—egmi)" ¢ m
_y e 4.97)
n>0 !
" 9 (—eg(nn)* ¢ .
. agnglog(Z;OT;!/dg (Tys, (D) - - Y5, (P) O )) —_
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Then, it is not difficult to see that the right-hand side can be written as a sum over
time-ordered cumulants, defined as in Eq. (2.14). We have:

(—egne))"
n!

(Ox) = (Ox)+ )

n>1

/d£<Tys1(5”); Ve (D) Ox). (4.98)

Under the assumption (3.2), the series converges for |¢| small enough, uniformly in L.
By using Lemma 4.2, we will show that, for n small enough, the Duhamel series of the
auxiliary dynamics is term-by-term close to the cumulant expansion of the instantaneous
Gibbs state, Eq. (4.98).

4.5. Conclusion: proof of Theorem 3.7. We are now ready to prove our main result,
Theorem 3.7.

Proof of Theorem 3.7. By Proposition 4.1 we have, for all # < 0:

Tr Oxp(t) = Tr Oxp(t) + Ry (1)
K|e| (4.99)

[Ri(D| < —5>
77d+2ﬁ

where p(t) is the evolution of the equilibrium state under the Hamiltonian 73 , (1),
Eq. (4.11). Next, we rewrite the first term via its Duhamel series, as discussed in Sect.4.1.
We have, from Eq. (4.9), replacing g(nt) with gg ,(¢):

Tr Ox p(1)

00
=Tr ﬁX,Oﬂ,;L,L + Z(—ié‘)" /
n=1

—00<s, <...<s1<t

di[ﬁgﬂ,n(si):l (4.100)
AL T (Ox), T ()], T, ()] -+ Ts,,(f@)])ﬂl,:lL-
Consider the integral. We apply Lemma 4.2, choosing:
A = 0Oy, B=2, a(s)=gpn(—is). (4.101)
We have, omitting the 8, , L labels:
/oo | tdﬁ[ﬁgﬁ,n(si)]“' T O%). T (D)) T (P)] -+ 10, (D))
—00<sy <. <51 iz

. ) (4.102)
- &2 f[o A8 [ TLspn@ = isp |09 (20 7057, (20 ).
) j:1

n!
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Equations (4.99), (4.100), (4.102) prove the identity (3.14). The estimate (3.17) follows
from the bound in (4.99). To prove the bound (3.16), we use that:

115" L (. 0)]

‘/0/3)" Hgﬁ n(t_lsj)]<TVs1(=@) Vsz(r@) e §Vsn(r@)§ﬁX>‘
=t (4.103)
< IIhII'f /O o TVsl(z@xl) 5 Vs (Px,); ﬁx)‘

X CAyp
dlamX <R

< [I2ll7¢"n!

where in the first inequality we used the estimate (3.9), while the last inequality follows
from Assumption 3.1. This proves the bound (3.16), which shows that series in Eq. (3.14)
is absolutely convergent for:

lel <

. (4.104)
cllall

To conclude, let us prove Eq. (3.18). Rewriting the functions gg ,(t — is;) as in (3.6),

we get:

[, 45 [ TTaatc =]y (2 @551, 2: 030

j=1

=y [li[gf,s,n@i)ewﬂ] (4.105)
i=1

QE%N"
: / ds e D=1 95 Ty (DP): v, (P -+ 5, (P): O).
[0,8)"

Let:
(T Prys P+ 3 Py s Ox)
—i Yy oisi (4.106)
= foﬂ dse iy wisi (Tys, (2); Y5, (P); - -+ 5 y5, (P); O).
[ )n

We can rewrite Eq. (4.100) in terms of these functions as:

Tr Oxp(t) =Tr ﬁXpﬁ,u L

n=1 QE%N” i=1

(4.107)

which is absolutely convergent, since as implied by Assumption 3.1

—_—

(T Pos Poys -+ 2 Py Ox)| < "1 (4.108)
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To prove Eq. (3.18), we preliminarily observe that, from Eq. (4.98):

(—egm)" = =
(Ox) = Te Oxppyur+ Y e (DP: P Do Ox). (4.109)
n>1
Therefore,
o0
(- s)”
Tr Oxp(1) = {Ox) = )
n=1

1 X [ﬂéﬂ,n(w»e‘“’]ﬂ%;%;m;%n;ﬁx> (.110)

QE%N” i=l1
— g (X T; P+ 3 P 0x)

the expression in the square brackets can be rewritten as

n
> []_[gﬁ,n(wi)ew"’}((Tﬁwl; Pans s Py Ox) = (T D3 Py -+ 5 Py ﬁx))

QE%N" i=1

+(8p0" = )" )X P; P -+ 3 Pos Ox) = REN0) + REY (0.
@.111)

Consider the term R;"f (1). We have:

R0 Y [TTizsatnle ]

2 i=1
weZ N~

-/0 By ds [ — 1|[(Tys, (P): vy (P): -+ 1 15, (2): Ox)]

=[x [ﬁ|§ﬁ,n<wi>|ewf‘]|g|]

weZn =l

4.112)

./[O ) ds |s|g|(Tys, (P); vy (P); -+ 3 v5, (P); Ox)|,

where || = Y 7, |w;| and |s|g is defined in Eq. (3.3). The integral in the right-hand
side is estimated using Assumption 3.1:

f[o AT (P @, @ x| s emt @)

Then, the argument of the square brackets in the right-hand side of (4.112) is bounded
as follows:

> [TTigeaele ol <n( Y olgpn@)inl™ @114

2 i=1 2
QEﬁN" a)eﬂN
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where we used Eq. (3.9). The sum in the right-hand side of (4.114) is estimated as:

> olgpa() = w\/  deh)
we%’N a)eng
=y (w—— \/ d5h<s>\+—uhn1 @)
we%N
) .

n 2 2
Z ﬂfw ) d§$|h($)|+?”h”1 =n||$h||1+?llh||1-

27 n~ Bn
a)eﬂN

All together,
, 2
RSO < Il I+ £l (0 =)'t (4.116)

Consider now the error term Ré"; (t) in (4.111). We have, using that |g(nt)| < ||k||1 and
lgg,n(®)| < l|lhl]l1, together with (4.108):

IR O] < n2" IR | gp(6) — g(nr) |l 4.117)

Then, using (3.12) we find:
h
RO < n2" Va7 L Ly gy (4.118)
I
Bn &l

Coming back to (4.110), we have, for |¢| < &g, with g9 small enough only dependent
on & and on c¢:

lel”
Z (IR @1+ 1R 0)1)
n=1 (4.119)
1y Cale]
< Cilel(n+5)+ = —.
B Bn
where the constants C; = Ci(c, h) and C» = C;(c, h) can be obtained from (4.116),
(4.118), respectively. In conclusion, combining the bound (4.119) with (4.99):

Tr Oxp(t) — (Ox)| <

Tr Oxp(t) — (Ox):

A

| Tr Oxp @) = Tr Oxp(0)| +| Tr x50 — ()0

Kle| 1 Cale]
——+Cilelln+—= )+ .
g (n /3> Bn

(4.120)

This proves (3.18) and concludes the proof of Theorem 3.7. O
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Proof of Corollary 3.9. Letus show how the strategy used above can be adapted to obtain
the improved result (3.23). Under the assumptions of Corollary 3.9, the function g(z)
is m + 1 times continuously differentiable for Rez < 0, and the same holds for gg ,(z).
We proceed as in the proof of Theorem 3.7, the only difference being the estimate for

the term RY") (0) in Eq. (4.111). We have:

R O)= ) [ng’ﬁ,n(w/’)}(ﬂ@l: P Py Ox) — WP Pyi -1 Py ﬁx))
QEle" j=1
s (4.121)
= /[O o d;(]_[ 8pm(—isj) — gﬁ,n(O)”)<Tys1 (2); V5, (D) -+ 5 5, (P); Ox).
j=1

By differentiability of gg ,(—is), we have the Taylor expansion, for s € [0, ) and
sg = s —mp such that [sg| = |s|g, recall Eq. (3.3):

N TR)
. , 1
8. (—is) = gpn0) =Y %( isp)) +ry" 0 (s), (4.122)
j=1 '
and the remainder can be estimated in a similar way to (4.115), so that there is some
L;;,+1 > 0 such that

1 \m+1
1= L ()" 151 (4.123)

Concerning the first term in the right-hand side of (4.122), we use that, recalling that by
assumption 3; g(0) = 0 for all j < m,

0 850 (0)| = |8 5.0 () = 170 g(0)|

- (Z/’B"W den®[(Go+0) =]

r=0"Bn"
=<
[
L
=G

where we used the assumption (3.22). Therefore, from (4.122), (4.123), (4.124):

Z(r+1)

dt Ih(g)|‘<gn+ %T)f _ (Sn)j‘ (4.124)

1 m+l 1
|gﬂ,n(—is>—gﬁ,n<0>|scm+1[(n+5> sIE g lsiEh ] @12s)

which implies

| TT en(=is) — g6 0"
=l (4.126)

m+l n

_ 1 1 <
<2 Ynll} 1Cm+1|:(77+E) le,l’”+1 +EZ(1+ |sj|'g+1)].
j=1
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Plugging this bound in (4.121) we get

m+1 1
RO = 2"~ AN C| (n + E) + ]

- (4.127)
.Z/[O 5 ds (1+ |sj|l/§l+1)|(T%|(@); R ysn(@); Ox)
Jj=1 ’

and so from the assumption (3.21), we obtain, for a new constant C e+l

~ 1\ m+1 1
(n) n.n — - |
IR} (0)] < a1 C"c [("+,3) +ﬁ]n.. (4.128)

The final claim, Eq. (3.23), follows proceeding as in the proof of Theorem 3.7, replacing
the bound (4.116) with (4.128). O

To conclude the section, we discuss the proof of Corollary 3.11.

Proof of Corollary 3.11. Equations (3.24), (3.25) follow from Egs. (4.99), (4.102), and
from the convergence of the series in (4.107). Equation (3.26) is proved following the
argument after (4.110). To prove Eq. (3.27), we use that, from (4.102):

t

ds gy ()1 (Ox), t(P)pu.L-
(4.129)

B
/0 ds gﬂ,n(t - is)(ys(y); ﬁX}ﬂ,/L,L = i/

Next, we estimate the error introduced by replacing gg ,(s) with g(ns). We have:

t
[ ds e — g0 5020 (PN |
t
< [ dsigpa = lln @0 WP ppa] @130

t
< K/ ds |gp.n(s) — g (1 — 5| + 1),
o0

where in the last step we used the Lieb-Robinson bound, as in (4.19). Finally, proceeding
as in (4.25)—(4.27), we get:

t
/ ds|gp.n(s) — go)|(lt — 5| +1)

—0o0

= 0 0
5%/ ds/O dg |h(E) e (s + 1) @.131)

K
<
— ﬂnd+2'

This concludes the proof of (3.27) and of the corollary. O
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A. On the Switch Functions

Here we will discuss functions g(#) that satisfy Assumption 3.3. This assumption holds
true for the standard switch function g(¢) = e with a > 0, where h(§) = §(§ — a),
and more generally for the finite linear combinations of such functions. More generally,
it is a natural question to understand under which conditions a function g(¢) can be
represented as in (3.4), for a function / that satisfies the desired properties. Here we will
give sufficient conditions for this to hold.

Let § > 0 and let g(z) be analytic for Rez < §. Suppose that, forall 0 <k <d +2
and for all x < é:

o0 o0
/ dy|x +iylFlgx +iy)| < C, lim / dy |x +iylFlg(x +iy)| = 0. (A.1)
X—=>=00 J_ o

—00

Furthermore, suppose that forall 0 < k < d +2 and for all y € R:

—00

0 0
f dx |x +iy[Flg(x +iy)| < C, lim f dx |x +iy*|g(x +iy)| = 0.(A.2)
y—>+oo J_ o
Examples of functions satisfying these assumptions are:

1
g(z) = m (A.3)
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withn > d +4 and a > §. Let us check that functions satisfying (A.1), (A.2) verify
Assumption 3.3. Let y be the straight complex path on the imaginary axis y : §/24+ic0 —
§/2 — ioco. Define, for & > 0:

1
h(€) := —,/dze—zég(z). (A.4)
2 ¥
‘We have:
o~ (/D& oo
h < d 8/2+1i
h©l = /W ¥1g(6/2+iy)] s
< Ce— /28

where we used Eq. (A.1). Let us check that & satisfies Eq. (3.4). Let ¢ < 0 and define:
o0
g = /0 dg ' h &), (A.6)
which is well defined thanks to (A.5). We have:

g = L[ /oodé e % g(2)
y 0

2mi

[k (A7)
2mi ¥ t—z

= g(1).

In the first identity we applied Fubini’s theorem, and in the last identity we applied
Cauchy integral formula, using that g(z) is analytic for Rez < §/2 together with
the assumptions (A.1), (A.2). Thus, Eq. (A.4) is the inverse Laplace transform of the
function g.

Equation (A.5) implies that 2 € L'(R,). More generally, Eq. (A.5) implies, for all
k>0:

(1 + &5y < Cy, (A.8)

which shows that the second assumption in Eq. (3.5) holds true. Let us now consider the
first assumption in (3.5). We observe that

1
h(0) = i / dz g(z) =0, (A9)
Y

since the function g(z) has no poles for Re z < §: Eq. (A.9) follows from Cauchy integral
formula, combined with the integrability properties (A.1), (A.2). Furthermore, for all
Il <k=<d+2:

—1
8§h(é)=( )./dze*@z"g(z) (A.10)
2mi ¥

where we used that z¥g(z) is integrable on the path y, by (A.1). By the same assumption,
9§ h(€) is bounded uniformly in & for 1 < k < d +2.
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The function z€g(z) has the same analyticity properties as g, in particular it has
no poles for Rez < §. Thus, by Cauchy integral formula, thanks to the integrability
assumptions (A.1), (A.2) we have:

2mi
=0.

R0y = (_1)kfdzzkg(2)
§ y (A.11)

Equations (A.9), (A.11) imply that h(£)/£9+? is bounded as £ — 0, in particular the
first assumption in (3.5) is satisfied. This concludes the check of Assumption 3.3.

B. Properties of Euclidean Correlations

In this appendix we shall give the proofs of the properties of Euclidean correlation
functions that have been used in the proof of Theorem 3.7. These properties are well-
known, and we collect the proofs here for completeness.

Recall the notation for the n-dimensional simplex of side 8:

Ag::{(s1,...,sn)eR":,3>s1>-~->sn>0}. (B.1)

Proposition B.1. Letn,m e N, 1 <m <n—1.Let f : [0, 8]" — C, g : [0, B]"™" —
C, f, g integrable. The following identity holds:

B Sn—1
> / ds . / dsp f(s)8(s sc)
Jcil,..ny ¥ 0
|J|=m (B.2)
B Sm—1 B Sn—1
= [t [ s fs ) [ s [ s g
0 0 0 0

where the sum is over ordered m-tuples J = (ji, ..., jm), we used the notation s ; =
(SjiseeesSjp) and s e = s -

Proof. Let 1 A (s) be the characteristic function of the simplex A%, Eq. (B.1). We start
by writing:

B Sn—1
Z / dsy .. / ds,, f(ﬁ‘])g(ijc)
0 0

Jc{l,...,n}
[J|=m
= Z / dsy---dsp f(s,)8(8 je)Lan(s)
Jcil,...ny Y 0BT # (B.3)
|J|=m
= f d"l e drn f(ﬁ{]’,,_,m})g(ﬁ{m_'_l """" n})lA% (JTJ (ﬁ))’
Jcil,...,ny Y101
1J|=m

i,omy =87 Yim+l,...n) = Sye (B.4)
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and we call r; the permutation such that 7y (r); = s; fori = 1, ..., n. Now, define:
Loy = Y la(s@). (B.5)
Jc{l,...,n}
|J|=m

This function only takes values O or 1, since there can be at most one non-vanishing
element in the sum. We claim that:

L(r) = IIA;;' (E{],,_,,m})lAg—m (K{m+1 n})~ (B.6)

Suppose that r(; ,, € A andry, .\ . € Ag'—m). Then, there exists a unique per-
mutation that maps r = (£ > Fim+1,....n)) 10t0 a decreasing sequence. Equivalently,
there exists a unique J, |J| = m, such that 7;(r) is in A%. Thus,

Lo ) Laom Ct ) = 1= D0 Lag(ra @), (B.7)
Jcfl,...,
\J{\:mn}

Suppose now that r(;  ,, ¢ Ag. Forany J C {1,...,n}, |J| = m, consider the
sequence 177 (r). The action of 7y sends the first m entries of r to m entries in the new
sequence, preserving their relative order. In particular, if r(; _ ,, ¢ A} then 7y (r) ¢

A’;}. Therefore,

Lag gt ) L g ) =0 = 3 Lag (rs @), (B.8)

A similar discussion applies to the case r ny & A" This concludes the proof
of (B.6). The final claim (B.2) follows after plugging (B.6) into (B.3). |

Proposition B.2. Let 0; € o7y, i =1,...,n. Lets; # sj fori # jand 0 < s5; < p.
Consider:

G(s1,...,5)
= Z 1(sn(1) > S22) > - > Se)|Vsna, (Cr1y) -+ - )/s,,(,,)(ﬁﬂ(n)))ﬁyu’ll,
i (B.9)
where the sum is over permutations of 1, ..., n. Then, foralli =1, ..., n:
G(Sty ooy Sic1, By Sittls o> Sn) = G(S15 ..., 8i—1,0, Sig1, .y Sn). (B.10)

Equation (B.10) allows to extend G to a B-periodic function on R", that we shall continue
to denote by G. Furthermore, the periodic extension is such that, for all o € R:

G(st,...,8,...,8) =G(s1+0,...,8,+0,...5,+0). (B.11)

Remark B.3. (i) In general, the periodic extension of G to R” might be discontinuous
at equal times, unless the operators commute.



75 Page 44 of 56 R. L. Greenblatt, M. Lange, G. Marcelli, M. Porta

(ii) Notice that if all operators &; are even in the fermionic creation and annihilation
operators, Eq. (B.9) agrees with the definition of time-ordered correlation function,
Egs. (2.11), (2.12). These facts are mentioned in Remark 4.8. Instead, if the operators
O; are odd in the fermionic creation and annihilation operators, the natural definition
of time-ordering is defined including the sign of the permutation in the sum (B.9),
compare with Eq. (2.10). This gives rise to a S-antiperiodic function on R”.

Proof. Consider the function G in Eq. (B.9) with 5; = 0. Since all times are distinct,
the only permutations contributing to the sum are those with 7 (n) = i. Thus,
G(S]7 '-'5si—1707si+17 --~»Sn)

= Z LGsz1y > 852 > - > S2=0)) sz, (F2(1) ** Vszr) (O3 (0=1)) Oi)
7
(B.12)

where the sum is over permutations {77} of n — 1 elements. Now, by the KMS identity,
Eq. (2.9),

G(s]5"'7si717oasi+]9"'asn)

= Z LGz 1y > - > S2—)(VB(OD V52, (O3 1)+ Vsziuory (Orn=1)))
7 (B.13)

= Z 1@z > ... > Sn(n))(ysn(l)(ﬁﬂ(l)) “ VYsaiy (Oni) -+ Vs,,(,,)(ﬁn(n)»
s

where in the last step we set s; = §, and used the fact that all the permutations con-
tributing to the last sum are such that 7 (1) = i. The right-hand side of Eq. (B.13) equals
G(st,..-,Si—1, B, Si+1, - - -, Sn), and this concludes the proof of (B.10).

Equation (B.10) allows to extend G to a periodic function over R”. Let us now prove
the time-translation invariance property, Eq. (B.11). By construction, the function G
satisfies:

G(s1, ... 80) = G([s1lg, - ... [snlp), (B.14)
where [s;]g is the representative of s; in [0, 8), thatis s5; = [s;]g + mp for some m € Z.
Without loss of generality, suppose that [s1]g > ... > [s,]g; otherwise, relabel times

so that this condition holds. Then, from Eq. (B.9) it is easy to see that the function G
has the following dependence on times:

G(sts-vn80) = G(s1lg — [sulp, - -5 [sn—11p — [sulp, 0). (B.15)

The shift s; — s; +o foralli =1, ..., n changes [s;]g — [s,]g into [s;]1g — [sx]g plus

an integer multiple of B. By periodicity, this does not affect the value of the function G.
Thus,

GGst,...,80) =G(s1+0,...,5,+0), (B.16)

which concludes the proof of the proposition. O
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C. Decay of Correlations for Interacting Models

In this appendix we shall discuss the validity of Assumption 3.1 for fermionic lattice
models. The arguments presented in this section are well-known, and we reproduce them
for completeness. For definiteness, we shall consider the following class of many-body
Hamiltonians:

S = Z agH(x;y)ay + A Z a,"“a;v(x; Y)ayax, (C.1)

X,YEAL X,YEAL

where H (x;y) and v(x; y) are finite-range. The discussion that follows actually applies
essentially unchanged to a larger class of Hamiltonians, obtained replacing the quartic
interaction in (C.1) by finite-range interactions of arbitrary even degree in the fermionic
creation and annihilation operators. Let (-)2’ wL be the Gibbs state of the system:

Tr e P 1) g

A —
(Vo1 = Tre—BA —pnA)

(C2)

For |A| small, the Gibbs state can be expanded in power series around the non-interacting
one, following Sect.4.4. The main advantage in doing this is that the non-interacting
Gibbs state is quasi-free, which means that all Euclidean correlations can be computed
starting from the Euclidean two-point function using the Wick rule. Let ¢, ¢’ € [0, B),
t # t'. Let us denote by (-)%’ wL the non-interacting Gibbs state (A = 0). We define the
non-interacting two-point function as:

g6, x: 1, y) = (Tyi(a)yr @)y, 1 - (C3)

At equal times, the two-point function is defined by normal ordering:

gt x:1,y) = —(ayax)y , -
(C.4)

Equation (C.3) is extended to an antiperiodic function over all ¢, 7 € R with period 8.
The next proposition gives the explicit expression of the two-point function.

Proposition C.1. (Non-interacting two-point function). Let 0 < ¢, ¢’ < B. Then:

, , e~ (=1 (H—p) ) e (=1 (H—p1)
g, xt,y) =10 >1 )m(x» y -1t =<t )m(x» y).

(C.5)

Proof. Equation (C.5) can be proved by direct computation of the trace involved in
the definition of the non-interacting Gibbs state, representing the Fock space in the
basis of Slater determinants associated with the eigenstates of the Hamiltonian H. The
computation can be found in standard textbooks in condensed matter physics, see e.g.
[22,45]. O

Next, we collect useful decay estimates for the two-point function.
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Proposition C.2 (Bounds for the two-point function). There exist Cg, cg > 0 such that
the following bound holds true:

lga(t, x; 7', y)| < Cge BIXVIL forall L > 0. (C.6)

Moreover, suppose that u ¢ o (H) and dist(i, o (H)) > & with § > 0 uniformly in L.
Then, the constants Cg, cg can be chosen uniformly in B:

lea(t, x; 1, y)| < Ce—cUx=ylL+lt=t'lp) (C.7)

Proof. Let us start by proving (C.6). Suppose that ¢ > ¢/, the other case can be studied
in the same way. The starting point is the following formula for the two-point function:

e~ (=1 (H—p)

o, x; 1 y) = —————(x;y)
—B(H—1)
l+e H (C8)

1 e~ w1

~ 2mi /:gdz (repeme—p Y
where the first identity follows from Proposition C.1, and in the second equality the
complex path € is a rectangle that encircles the spectrum of H, and that crosses the
imaginary axis at Imz = £ /(2). Thus, the path does not enclose any of the poles of
the Fermi-Dirac function, which are given by z — u = i 2F”(n + %) with n € Z, and it
stays away from the spectrum of H. By construction, the only singularities encircled by
the path € correspond to the eigenvalues of H. Since H is bounded uniformly in L, the
length of the complex path is also bounded uniformly in L; in particular, we can choose
% such that for all z € € we have dist(z, o (H)) > 7/(28). The estimate (C.6) easily
follows from the Combes-Thomas estimate for the Green’s function, see e.g. [3].

Let us now suppose that dist(it, o (H)) > §, and let us prove the estimate (C.7). We
can use a complex representation (C.8), where now the path 4 splits into the disjoint
union of two non-intersecting paths, 4 and %, that encircle the spectrum of H on the
left or on the right of u, respectively. The paths can be chosen so that the distance from
any point z € % to the poles is bounded below by a constant proportional to the spectral
gap, uniformly in 8. We write:

1 e~ @E—we=t)
/
g, x;t,y) = —f d (x;y)
@ H

i Jy v e P 7 —
, (C.9)
1 e~ @—m=1) 1
+ — d X;Y).
2ni Jg, Tte Bz — H( y)
For z € 6,
—(z—p) (1)
e < Ce—Re(z—u)(t—t/)
l+eBe—w|— (C.10)

< Ce~cU=1),
Instead, forz € €_:

e~ @)=t ,
< CelReG=wI=1'=p)
14eBe—w|— (C.1D

< CecB—G=1)
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All together, for 7 € ¢

e~ @—w(t=1") cli—t|
- —clt=tlp

1o P <Ce . (C.12)
The exponential decay in space follows from a Combes-Thomas estimate for the Green’s
function in the complex integral, using that now the distance from z to the spectrum of
H is bounded uniformly in 8. This concludes the proof. O

C.1. Check of Assumption 3.1 for non-interacting fermions. As a warm up, let us check
Assumption 3.1 for non-interacting models, whose Hamiltonian is given by Eq. (C.1)
with A = 0. In this case, the bounds of Proposition C.2, combined with Wick’s rule, are
enough to show that Assumption 3.1 is satisfied for observables 0y (l) that are quadratic
in the fermionic operators. This allows, in particular, to fulfill the assumptlons of The-
orem 3.7 for non-interacting fermions, in the presence of a quadratic, time-dependent
perturbation g(nt)e &. To see this, we write:

oy = > Oixiyaiay (C.13)
x,yeX;

for a finite-range kernel O;(X; y) such that |O;(x;y)| < C. Consider:
(T (O 1y, (O 63D

B.u.L
Z O1(X15¥1) -+ Ong1 (Xnt15 Yne1) (C.14)
X;,yi€X;
0
: (Tyll (a;; ay] )’ ER ytn (a:na)Iiz); a:,,+1aYn+1 )'B,M’L’

The cumulant on the right-hand side can be evaluated using the fermionic Wick’s rule,
in terms of “ring diagrams”. We have:

0

<Tyt1 (a;kl ayl); ety ytn (a:nQYn); a;(k,ﬁlayn*-l)ﬂ’u’l‘
(C.15)
= Z g2 (1), w(2)g2(m(2), w(3)) - - - g2(mw(n + 1), w(1))
T
where the sum is over permutations of {1, ..., n + 1} such that 7 (1) = 1 and where we
used the short-hand notation:
&@@), () == g2tri) Xx () tn(j)» Y (j)) (C.16)

with the understanding that #,,.; = 0. Proposition C.2 can be used to control the space-
time decay of the right-hand side of (C.15). Let us first control the sums over the lattice
sites. For every entry in the sum over permutations, we are led to consider:

§ e_CHXﬂ(l)_Yﬂ(Z)”Le_C”Xﬂ(Z)_YJrG)HL . _e_C”Xn(nH)_Yﬂ(l)HL’ (C.17)
X;,Yi€Xi

where the constant ¢ might depend on 8, if we do not have a spectral gap for H. Since
the sets X; have bounded radius uniformly in L, we can estimate the sum (C.17) by:

c" E e_cllzrr(l)_lrr(2)HLe_CHZn(Z)_ZnG)”L . .e—CHZn(nH)—Zn(l)”L’ (C.18)
Z,‘EX,‘
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where the sum runs over z; € X; fori = 1, ..., n + 1. Next, we estimate the sum as:
E e—Cel—sz—...—Cl,,H
L1y lngl

17 Zdi§t(Xn(i+1)7Xn(i))
Lp1 >dist(X  (ns1), X (1))

Y 1zr() — Za@lle = G- 2ty = Zey L = Last)
z;i€X; (C.19)
< Cn+l Z e—cel—cﬁz—...—clnﬂ

_el ----- Lny1
17 Zdl§t(Xn(i+1),Xn(i))
Ln+1 2dist(X o (n41)> X (1))

< Cn+1e—cd(ﬂ(l),7{(2))—...—cd(n(n+l),n(l))

where d (7 (i), w(j)) := dist(X (), Xz(j)). Therefore,

(Dy. . (n)y. H(n+1)\0
|Cr}71(6ixl)v"' v)ﬁn(éixn)v 62Xn+l>ﬁ,M,L
< ol Ze—cd(ﬂ(1),71(2))—4..—cd(7‘r(n+1),71(1))Fn ) (C.20)

T

where F (t) = 1 if no spectral gap is present, or otherwise:
Fr(t) = e Clry~ta@)lp=—Cltzm+n) =tz _ (C.21)

Let us now prove Eq. (3.2). We have, for some R > 0O:

1 Dyo
/ dt (1+1t]p) Z |(Tyll(ﬁ)((1));"';yln(ﬁ)((r;));ﬁ)((”+ ))ﬂ,u,L
[0.8)" XiCApL
- C””/ dr (1+1tlg) €22)
[0.81"
T Y e DA el ()
XiCAL T
diam(X;)<R

Since the number of sets X; with bounded diameter and containing a given point z; is
bounded, we can estimate the X; sum as:

K"+1 § e*CHZn(l)*Zna)IILé.*CIIZn(z)*Zn(s)HL . _e*cllln(nn)*zn(l)\lL

Zl,....7,
__ pn+l —cli—clr—...—clps1
=K ) e ' (C23)
Lyseess [
Z Llzz1) — 2z llL = L1s - - s [ Zaety — ZzyllL = €at1)s
Zl,....Z,

where z,,,; = X € X. A crude bound for the last sum is C ”8”11 - ~€g , uniformly in the
volume of the system (remember that the point z, is fixed). Plugging this estimate in
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(C.23), we get:
Kn+1 Z e*CHZn(l)*Zn(z)HLe*CIIZmz)*Zn(s)HL L. e*c‘lllnmnrzn(l)\lL
Z1,....2n
< Kn+1 Z e_czl_cgz_“'_ce’“lﬂ[ll . Zg (C.24)
L1, ln120
< f('n+l.

Thus, we obtain the following bound for the cumulant:
0

1 1
[ arasimy ¥ @ n, @ o
[0.51" XiCAL o

=Y [ aras i Fw.
7 “10,8]"

The integral in the right-hand side is bounded by a power of B, if no spectral gap is
present. Instead, if u lies in a spectral gap we have, recalling Eq. (C.21):

(C.25)

/ de (1+1lp) Fr (1) = / di (1+ [t|p)e” =0 T m@lpmeclinn inw
[0.8]" [0.81"
(C.26)

with the understanding that 7,1 = 0. Recall that |t]g = ), |f;|g. In the permutation
m(1),7(2),...,w(n+1), suppose thati = w(k) andn + 1 = m(j) and that j > k (the
other case is analogous). Then, we write:
ltilg = |ti — tws1lp
S tay = tee+n) | g + [t k+1) — tres) g + - - + i (i—1) — tz(ylp  (C.27)
Sltey —te@)lp + .-+ ltz@en) — tz) 8-
Plugging this into (C.26), we find:

f dt (1 +111) Fx ()
[0,8]"

< / dt (1 +n(|tz()y — tz@)lg + - - - + [tr@me) — tz1)18))
[0,8]"

. E—C\fn(l)—ln(z)\ﬂ—---—cltn(nn)—tn(l)lﬁ
(C.28)
< Cn/ dt e—(0/2)\tn(1)—tn(2>\ﬁ—~~—(C/2)|tn(n+1)—tn(1)Iﬁ
0.p"
< Cn/ dt e~ /D)y =tz lp=-= /Dty =ta@+np
0.8
< K".
Using this estimate in Eq. (C.25) we finally find:
1 1)\0
[ arasimy ¥ @ n @ o
[0,81" X;CAL (C.29)

< "'n!,
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where the factorial comes from the sum over permutations. This concludes the check of
Assumption 3.1 for non-interacting fermions.

C.2. Check of Assumption 3.1 for interacting fermions. Let us now discuss the case of
interacting Fermi systems, with Hamiltonian #* = 7% + 1 # given by Eq. (C.1) with
A # 0. Following Sect. 4.4, this Gibbs state (C.2) of #* can be written as a series in
cumulants of the many-body interaction over the non-interacting Gibbs state; neglecting
from now on the labels 8, u, L

PRV
0x =000+ 3 T [ s (T, 00, 00 0. (€30)
n' [0,8)"

n>1

More generally, the interacting Euclidean correlation functions can be written in terms
of the non-interacting ones, as:

(Ty (O 7, (O O30V = Ty (O)): -y (O 6700

(_)L)m n n
+y "y /ds(TJ/sl(“//);m;)/Sm(”f/);yrl(ﬁ(l)) L (O 00

m>1

(C.31)

where the integral is over [0, 8)™. All cumulants can be computed in terms of connected
Feynman diagrams, using Wick’s rule, and the bounds of Proposition C.2 allow to prove
estimates for the Feynman diagrams that are uniform in L, and also in g if pn isin a
spectral gap of H. With respect to the case discussed before, the main problem now is that
the observables at the argument of the time-ordering might be quartic in the fermionic
operators: this ultimately implies that the number of Feynman diagrams contributing to
the order n grows as (n")2, which beats the 1/n! factorial in Eq. (C.31).

For fermionic models, this combinatorial problem is only apparent, as it can be solved
keeping track of the minus signs arising from the anticommutation of the fermionic
operators. The mathematical tool that allows to prove a bound for the cumulants that
grows only as n!, and that is uniform in the size of the system, is the Brydges-Battle-
Federbush-Kennedy (BBFK) formula [11,17-19], for the connected expectations, or
cumulants, of a fermionic theory. See [23] for a review of recent applications to transport
problems in condensed matter systems. Let us review its application to the problem at
hand.

Let A(P;) be a short-hand notation for a monomial in the creation and annihilation
operators,

A(Pl) =V (a:i,l) Vi (a;:i,k)yl,' (ayi_k) Vi (aym ) (C32)
P; has to be understood as a set of points, labelled by a sign ¢; = =, which denotes
creation operators (¢ = +) or annihilation operators (¢ = —), and by space-time co-
ordinates (x;,t;) if & = + or (y;, t;) if & = —. Without loss of generality, we can

suppose that X;  # X; ¢ and y; x # Yyi¢ for k # £, since otherwise A(P;) = 0 by Pauli

principle. Monomials of this type appear when writing explicitly the operators ¥, Oy @
at the argument of the cumulant in Eq. (C.31) in terms of the fermionic operators. The
BBFK formula provides a very useful identity for

(TA(P):; A(Pa); -+ s A(P))S 1 (C33)
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in terms of the two-point function, Eq. (C.5). One has, if #; # ¢; for i # j:
(TA(P); A(Py): -+ s A(P))S 1

= ZaT[ng]/dMT(Q)det[sz‘(f),i(f’)g(f,f/)]-
T

LeT

(C.34)

Let us explain the various objects and symbols entering this formula. We view the
monomial P; as being represented by a cluster of points, labelled by z, ¢ variables, with
a line attached: the line is incoming if the associated fermionic operator is y;(ay), or
outgoing if the associated fermionic operator is y; (a;). Each line is labelled by a label f,
and we shall think of P; as being the collection of such labels. The 7-sum in Eq. (C.34)

is a sum over anchored trees between the cluster of points Py, ..., P,, where the edges
of the trees are associated with the contractions £ = (f, f’) of incoming and outgoing
lines. An anchored tree between the clusters associated with Py, ..., P, becomes a tree

between n points if one collapses the clusters into points. With each edge of the tree we
associate a propagator gy,

ge = g2(x(0), 1(0); 1'(€), y(©)), (C.35)

where x(¢€), t(£) are the space-time labels for the contracted outgoing line f, while
y(£), 1’ (£) are the space-time labels for the contracted incoming line f’. Notice that, in
general, the lines forming the trees are only a subset of all the possible contractions that
can be made between the lines associated with the clusters Py, ..., P, (which are the
contractions forming the connected Feynman diagrams).

Informally, given a tree 7 the sum over the remaining contractions that exhaust
all lines is taken into account by the integral in (C.34). There, s denotes variables
(8ij)i,j=1,...n» and dur(s) is a T-dependent probability measure supported on a set
of s;; € [0, 1] such that s;; can be written as a scalar product (u;, u ;) for a family of
vectors (u;) with u; € R" of unit norm. Finally, s;(r).i(r)&(f, ) is a matrix, labelled by
the lines that are not part of T: f, f' € (U; P;)\ Pr, where Pr takes into account all the
f, f/ labels that are involved in the tree T. The notation i (f) indicates the label of the
cluster P; to which the label f belongs to. Finally, a7 is a suitable function of the tree
T, and it takes the values 1. Its value will not be important in the following.

Equation (C.34) allows us to obtain the estimate:

(TA(P); A(Py): -+ 5 A(P)G 1|

> T1 |g€|/dﬂT(£)| detlsicp).icrn8crm]l;

T teT

(C.36)

the product over the propagators associated with the branches of the tree introduces
a decay factor as function of the space-time distance of the various P;’s. To make
good use of Eq. (C.36), we need a bound for the determinant. One possibility could be
to express the determinant in terms of the matrix entries via Leibniz formula, but this
would ultimately produce the same combinatorial growth observed in the naive Feynman
graph expansion, which is useless for the purpose of proving convergence of the series
in (C.31). A better estimate is obtained if gy, /) are the entries of a Gram matrix, that is
if g(r = (ay,by)foray, by vectors of finite norm in a Hilbert space. In fact, in this
case we could apply the Gram-Hadamard inequality, to obtain:

| detlsi(py.ic e ml| = | detluicry @ ag, uipy @ bpA| < [T lagllibyll (€37)
f
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where the product runs over all the labels in (U; P;)\ Pr. This bound grows as a power of
the dimension of the matrix, instead of factorially, and can be ultimately used to prove
convergence of the series in (C.31).

The problem in our case, and in all applications to lattice fermionic models, is that
the propagator gy, sy cannot be expressed in a Gram form. This issue could be solved
via an ultraviolet multi-scale decomposition of the Matsubara frequencies associated
with imaginary times, as reviewed for instance in [26]. This analysis can be viewed as
a warm-up for the multiscale analysis needed in order to tackle the infrared problem of
interacting, gapless systems. Alternatively, a relatively simple way out to this problem
to observe that g( s, sy can be expressed as the linear combination of the entries of Gram
matrices [20,21]. We have:

8t = LA () > t(FNAT, pry = LA () St (DA pn
e~ D=1 NH =)

+ = . /

A(f)f/) T 1+67‘3([—17M) (X(f)v Y(f )) (C38)
_ e~ t(NH—1(fNH—L) )

A = T XUy

As discussed in [21] for translation-invariant models, and in [20] for a more general set-
ting that includes the class of Hamiltonians considered in the present paper, the matrices
A?L} I admit a Gram representation. We refer the reader to Appendix A of [20]. Let
t=t(f),x=x(f),t' =t(f')andy = y(f’). As proven in Lemma 10 of [20], we
have:

Al = (o wir ) (C.39)

where (-, -) is a scalar product on a suitable Hilbert space, and ufx, wtj,ty are vectors
in the Hilbert space with norm bounded by one. Recall that the Gram Constant of a
matrix M with elements (a;, b;) is defined as yy = max; max{|la; ||, |b;]|}. By the
Gram Hadamard inequality, the determinant of a Gram matrix of order n is estimated
by y "' The identity (C.39), together with the fact ||u, <« < 1and ||w || < 1, proves

that the Gram constant of the matrices A* is bounded by 1. Then, by Theorem 1.3 of
[21], we find:

[detlsi )i &cr mll < 2%, (C.40)

where d is the dimension of the matrix, and the number raised to the power 2d, is the
sum of the Gram constants of A* and A~. In our case d, = [(U; P;)\ Pr|/2; if the degree
of the monomial is bounded, as it is in our case, as | P;|] < p for some L-independent
p > 0,thend, < ”2—"—(11—1):%(17—2)+1.

Let us now come back to Eq. (C.36). Thanks to Eq. (C.40), we have:

HTA(P): A(P): -+ s AP < 2"P7 223 " T gl (Al
T (eT

which can now be used to prove an estimate for the decay of correlations. We are
interested in estimating:

/ dr(1+1tlp) > [Ty (G- iy, (O 650 (C42)
0.81" XiCAL
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and to do so we replace the cumulant at the argument of the absolute value with its
expansion in A, Eq. (C.31). Thus, we are led to consider:

> [ asaris

vica, 0.1 (C.43)
1 1
’ |<Ty51 (4//Yl)’ s Vs (AI/Ym)’ Vsma (ﬁ;m)ﬂ)’ HR Vsnim (ﬁ)(’n) )’ ﬁ;{”*’ )>0|

n+m

Notice that, by assumption on the model, the sums involve sets with bounded diameter,
diam(Y;) < R. In order to control the time integrals and the sums over lattice subsets,
we use the estimate (C.41); equal times give zero contribution to the integral, hence we
can assume that all times are different. Let us consider:

/[Oﬂwdi(“'ﬁ'ﬂ) > 2Tl (C.44)

YiCAL T teT
diam(Y;)<R

the T-sum is over the anchored trees connecting the cluster of points associated with
Yi, oo, Yisn, Yingne1 with Y41 = X. Being the sets Y; in Eq. (C.44) of bounded
diameter, we can estimate (C.44) as:

n+m
c /[0,ﬂ]n+'"d£ > 2 [Tisd+lselp) (©.45)

zicAp T on{z;} LeT

Zp+m+1=X

where [s¢|g = [s(f) —s(fg if £ = (f, f'), and we used that

L+lslp <1+n) Iselp <n [0 +1selp).

LeT LeT

The constant C"*" takes into account the sum over Y; > z;, using that their diameter
is bounded. For a given tree, the sum over the space-time coordinates of the points is
performed via a standard pruning argument. One starts from the leaves of the trees,
which are defined as the points attached to the rest of the tree by just one branch. If the
leaf is labelled by x one does nothing, otherwise we integrate over the corresponding
space-time variable and get a factor:

B
el o= max 3 [ ds (1415 =ty 2.9 (c46)
z

which does not depend on ¢ by time-translation invariance of the estimate for the two-
point function, Proposition C.2. After having integrated out the leaves one deletes them,
thus obtaining a new (smaller) tree. We then integrate over the new leaves, and repeat
the process until all integrations are exhausted. By doing so, we obtain the bound:

I(C.A5)] < C" || gl|T™ Trame1, (C47)

where I';4,+1 is the number of trees with n + m + 1 vertices. By Cayley’s formula, it is
well-known that:

Tpamel = (n+m + 1)1 (C.48)
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Therefore, using Stirling’s formula, we find:
f ds (1+1slg) > Y ] lgel < K™ +m)! (C49)
[0, g YiCA, T teT

Combined with the determinant bound, this estimate allows to prove that:

Yn +m

/ d£(1 + |£|ﬁ) Z |(Ty51 (”f/Yl); S Ysnam (ﬁ(ﬂ) ) (rl+l)> |
[0,p]+m YicA, (€.50)

< K™ (n +m)!
This bound can be used to control all terms in the expansion (C.31). We obtain:

A
/[‘Oﬂ ds (1 + |S|/3) Z TVH( (1)) .- ;Vf,l(ﬁ)((ril)); ﬁ)((m—l)) |

XiCAL

|A|Wl

=)

/ ds (1+1s|p)
0 0,p]m+m

> Ty ()i Yon P05+ Vo (O ): O]
Y,CA e (C.51)
i=4L

< Z Kn+m( +m)!

m=>0

— Z MlmKn+m ) I’l' < Cnn'

m=>0

where in the last step we used that (n + m)!/(n!m!) < 2" and we took |A| small
enough to guarantee convergence of the series. This concludes the check of Assumption
3.1 for weakly interacting Fermi systems.

Remark C.3. (i) The uniformity in g8, L of the radius of convergence of the series
follows from the spectral gap of the Hamiltonian H, thanks to the estimate for the
two-point function, Proposition C.2. If nothing is assumed about the existence of a
spectral gap, the series is still uniformly convergent in L, but not in .

(ii) The above argument can be easily adapted to prove the improved estimate (3.21),
thanks to the exponential decay of the two-point function (C.7); we omit the details.
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