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Abstract
Tomography is applied daily to bolometric data in magnetically controlled nuclear fusion
devices to infer important quantities of the studied plasmas, such as the emissivity profiles or the
radiated power in different locations of the main chamber. Tomographic reconstructions are also
crucial for power balance analysis and to estimate heat fluxes for turbulence studies. One of the
issues, associated with any tomographic technique, resides in the ill-posed nature of the
mathematical problem, meaning that more than one possible emissivity profile is compatible
with the measurements within the estimated uncertainties. Therefore, a careful evaluation of the
quality of the obtained reconstructions is an important step of the analysis. On Joint European
Torus (JET), since the two cameras are located in different toroidal locations, axial symmetry of
the plasma radiation must be assumed to perform traditional tomographic reconstructions. Such
a specific hypothesis, however, cannot be guaranteed in the case of symmetry-breaking
mechanisms, such as strong local gas puffing for fuelling. The present contribution addresses
this problem of local plasma fuelling, focusing on the observed significant mismatch between
measured and back-calculated projections in specific pulses, including the last JET DT
campaign (DTE2) carried out in 2021. The analysis indicates that the observed discrepancy, due
to the gas injected primarily from valves located in the same octant where one of the bolometer
arrays is located, can be rectified acceptably well by a physically-based correction. The sensible
improvements in the bolometric maximum likelihood tomography’s outputs are also

6 See the author list of ‘Overview of JET results for optimising ITER operation’ by J Mailloux et al to be published in
Nuclear Fusion Special issue: Overview and Summary Papers from the 28th Fusion Energy Conference (Nice, France, 10–15 May 2021).
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documented, and the possible physical explanation for such a phenomenon is discussed. The
study performed in this article is expected to have a significant impact on the analysis of JET
data and on the physical interpretation of the results obtained during the recent DTE2
experiments, for which a proper evaluation of the radiated power estimates is of non-negligible
relevance.

Keywords: bolometry, tomography, maximum likelihood, nuclear fusion,
turbulence and transport, optimization

(Some figures may appear in colour only in the online journal)

1. Introduction

Tomographies are routinely applied to data collected from
magnetically confined thermonuclear plasmas to perform
indirect estimates of important physical quantities. Such a
technique is based on the measured integrated signals (pro-
jections) of the plasma emissivity along viewing cones (lines
of sight, i.e. LOSs). It is an inverse severely ill-posed problem,
basically meaning that multiple solutions are compatible with
the measurements.

On the Joint European Torus (JET), tomographies are used
to investigate the total radiation of the plasma, MHD instabil-
ities and impurity transport [1–4], as well as neutron emission
[5, 6] and fast particles (via gamma ray emission) [6, 7]. Natur-
ally, different ranges of energies and physical phenomena are
investigated via different detectors: (a) metal foil bolometers
(near-infrared to Soft X-rays (SXRs) ) [8], solid-state detectors
(SXRs and gammas) [9], liquid and plastic scintillators (neut-
rons and gammas) [10].

With regard to bolometric algorithms at JET [3, 4], themax-
imum likelihood (ML), theminimumFisher regularization and
a neural network (NN)-based approach have been recently
implemented to complement the already available codes [1].
The just cited techniques use a regularization procedure, each
one based on a different statistical principle. The only excep-
tion is the NN approach [11], since it is not an actual tomo-
graphic algorithm (but a network trained to reproduce one) that
does not use any direct optimization.

In general, however, one strong hypothesis behind any
tomographic code is related to the assumption that the emissiv-
ity is toroidally symmetric, and therefore it can be sampled
on any poloidal plane. Naturally, such a hypothesis cannot be
fulfilled in principle because of gas puffing, but on JET, a fur-
ther difficulty exists since the two main arrays of bolometers
(KB5H and KB5V) lay on two different octants [8], as shown
schematically in figure 1. Consequently, puffing between the
two arrays, or even close to one of them, might influence the
measurements and then the tomograms from which estimates
are derived.

In preparation for the most recent DT campaign carried out
in 2021, referred to as DTE2 from now on, specific valves
have been installed on JET, called tritium introduction moduli
(TIMs) to match the DTE2 requirements [12] in addition to the
already installed gas introduction moduli (GIMs) in the torus.

In more detail, the valves used for the main chamber flow
(MCF) of interest in the study reported here are TIM15 and

GIM03, the closest valves to the horizontal array of bolomet-
ers, while TIM/GIM07 are located on the top of the same oct-
ant. Moreover, between the two octants, different valves have
also been used in DD operations for puffing. Among them,
only GIM06 is located on the top of the fourth octant [12],
i.e. between the two octants of the arrays of bolometers. On
JET, four GIMs and three TIMs are also installed in the diver-
tor (DIV) region and can also be used for specific tasks, such
as impurity seeding, minority injections, X-point control and
landing, for example. Moreover, their proximity to the cryo-
genic pumps sensibly reduces their fuelling efficiency [12].
This is the reason why only the previous MCF listed valves
have been considered in this article. The aforementioned mod-
uli are schematically reported in figure 1. Amore comprehens-
ive description can be found in the literature [12].

It has been known since the installation of certain TIMs that
they could influence bolometric measurements [13]. Their fre-
quent use during the DTE2 campaign required the application
of an ad hoc correction based on a shot-to-shot basis. No gen-
eral correction has been found, however. This article is there-
fore devoted to providing a physically-based correction and a
dedicatedmethodology to be applied automatically to the hori-
zontal LOSs.

It has to be stated that the technique reported in this article
can be implemented in any iterative algorithm, but it has been
derived and tested using the ML one: the iterative approach
that has already been demonstrated to be able to provide accur-
ate, reliable reconstructions with estimates of the confidence
intervals associated with the reconstructed emissivity profiles
and derived quantities.

A wrong estimate of the emissivity profiles and of the
radiation density profiles can affect many derived quantities
and studies, such as: (a) transport studies (including impurity
ones); (b) MHD analysis, which is also strictly connected with
the transport; and (c) disruption avoidance studies, which are
linked to both MHD, transport and radiation.

Profiles are indeed relevant for the electron energy bal-
ance, thus influencing the transport channels [14], and there-
fore can be used, for example, as input to dedicated codes, such
as TRANSP [15]. Furthermore, with regard to impurities and
their transport, radiation profiles are intrinsically related to the
impurity density profiles, which have a strong impact, again,
on both confinement and disruptions [14].

The structure of this article is as follows: section 2 sum-
marizes the JET bolometric systems and recalls the main
hypothesis behind the inversion methodology followed in this
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Figure 1. Top: spatial location of the MCF valves considered in this
article (GIM3/6/7, TIM07/15), located either in the midplane or on
the top of the corresponding octant. The two bolometric arrays are
also listed in the third (KB5V) and sixth (KB5H) octants. Bottom:
schematic plots reporting, for each octant, the poloidal locations of
the just cited valves and arrays of bolometers.

article, i.e. the ML approach. In section 3, a pure empirical
correction for the horizontal LOSs in terms of the injected
electron flow rate

(
ϕ
[
electrons

s

])
called the flow-ratio-based

correction is introduced first. Amore advancedmodel to derive
amore general correction, based on the ratio of the emissivities
in two different regions of themain chamber, is described next.
An iterative procedure is also presented in the same section
to fine tune the emissivity-ratio-based correction. Section 4
shows significant examples of DT and DD pulses to highlight
the relevance of the corrected estimates provided by the sug-
gested correction and algorithm in different areas. The last
section is then devoted to the conclusions.

2. Maximum likelihood (ML) at JET

This section comprises two subsections: the first is devoted to
the bolometric systems on JET, and the second describes the
main features of the ML approach, leaving the details to the
cited references.

Figure 2. Top left: LOSs of the vertical KB5 array of bolometers
located in the third octant; top right: LOSs of the horizontal KB5
array of bolometers located in the sixth octant. In both pictures the
first and last LOSs have been highlighted in red to mark the
sequence; bottom: interferometer LOSs, where the chords
considered for the edge and the core in this article have been
reported in green (v4) and red (v3), respectively.

2.1. JET bolometers

Bolometers at JET are 8 µm tick gold-foil absorbers, with a
flat sensitivity from 0.1 nm (∼10 keV) to 480 nm (∼2.5 eV),
i.e. from the near-infrared to SXR [16].

They are divided into two arrays, as reported in figure 2 on
top, each consisting of 24 LOSs: the vertical (KB5V) array is
located in the third octant, and the horizontal one (KB5H), in
the sixth octant [8]. The data have a sampling rate of 5 kHz,
and are usually averaged over 25 ms to perform a tomographic
reconstruction. The time window cannot be shorter than 5 ms
because of hardware filters in the signal processing chain to
reduce the effect of noise.

2.2. Overview of the ML approach and of the expectation
maximization algorithm for tomography

The ML approach was originally developed for gamma and
neutron tomography [6] on JET and more recently applied to
bolometry on JET [2] andAUG [17]. In the following notation,
either vectors or matrices will be implicitly denoted by a bold
letter.

The general computerized tomography of ML is well
described in the literature [18–21] and is based on the

3
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hypothesis that both the ‘n’ pixel (voxel) of the poloidal
emissivity distribution f= fn and the measurements g= gm
collected by ‘m’ detectors follow Poisson statistics [22]. The
conditional probability of detecting g measurements by the
emissivity profile f can therefore be written in the form of the
likelihood:

L(g | f ) =
∏
m

1
gm!

(gm)
gm × exp(−gm) (1)

where the gm = E{gm| f} stands for the conditional expecta-
tion value of gm events collected by the detectorm, given f, the
emissivity profile. The ML is then implemented via an expect-
ationmaximization (EM) algorithm to converge on an estimate
f(k

∗)
ML of f. The geometry of the LOSs and the etendues of the
bolometers allow one to estimate the matrix H, describing for
each voxel (Hmn) the contribution to each LOS of the power
radiated by the voxel itself. Using the same terminology as
[20], one can write [20]:

gm =
∑
m

Hmn fn (2)

and the iterative procedure can be summarized by the follow-
ing formula:

f(k+1)
n =

f(k)n∑
mHmn

∑
m

gm/∑
j

Hmj f
(k)
j

Hmn . (3)

Equation (3) is used to update the 2D profile until a conver-
gence criterion is satisfied [19] at the iteration k∗ and, there-
fore, f(k

∗) = f(k
∗)

ML .
The initial guess can be either uniform or a specific mask

[23]. The latter approach has been demonstrated to drastic-
ally reduce the occurrence of artefacts in the core region or
close to the upper dump plates on the high-field side, while
the former is mathematically simpler and faster to evaluate.
The ML approach also has the advantages of estimating the
covariancematrixK(k∗)

ML . Therefore, for each 2D emissivity dis-
tribution, an estimate of the uncertainty associated with each
voxel can be provided. Details can be found in [2, 20].

As a general consideration, it is important to recall that the
image of the uncertainties for each emission profile resembles
the profile itself. This is due to the non-linearity of the variance
estimate [20] and, therefore, it is in contrast with linear recon-
struction methods, where bright features contribute to distant
and low-intensity regions. Based on K(k∗)

ML , the uncertainties
related to each derived quantity can therefore be estimated,
thus providing the confidence intervals.

To conclude the paragraph, the algorithm implemented
at JET uses the smoothness along magnetic surfaces as the
only regularization criterion. At the same time, the proced-
ure can also take into account the most important sources of
errors on the measurements, such as outliers, faulty LOSs and
uncertainties on the spatial estimates of the magnetic surfaces
[24, 25].

The following section is devoted to introducing the empir-
ical correction and its extension, based on a simplified model

linking the relative importance of the emissivity per unit
volume, frequency and solid angle in two regions of the main
chamber containing the plasma.

3. Simplified model of the problem

This section is divided into three subsections. In section 3.1, an
interpretation of the outputs observed by a direct application of
theML algorithm is reported using a phantom. In section 3.2, a
physically-based correction is described, while in section 3.3,
a complete methodology for its application is reported.

3.1. Interpretation of the ML outputs in a symmetry-breaking
mechanism

As mentioned in the introduction, due to gas puffing, the sym-
metry of the problem is broken, and therefore the two arrays of
bolometers detect a different power as if the emissions on the
two poloidal planes were different. Indeed, the outputs of the
ML code for contaminated data, as reported, for example, in
figure 3(E) for a phantom and in figures 4(C)–(I) for an experi-
mental case, show an evident misfit between the measured and
the back-calculated projections.

According to equation (3) then, the ML algorithm iterat-

ively adjusts the emissivity of a voxel ‘j’
(
f(k+1)
n=j

)
. This is

done by averaging the values of the back-calculated projec-
tions interested by the pixels considered, using the ratio of
the measures gm and the projections at the previous iteration∑
Hmjfj.
Taking into account the layout of the diagnostic, each voxel

actually refers to two different elementary plasma volumes,
each located in a different poloidal plane of two different
octants.

For the sake of simplicity, it can be assumed that such a
voxel ‘j’ is covered by a pair of LOSs, one per camera array.
By now considering a specific event breaking the toroidal sym-
metry, the puffing, it can be assumed that only the meas-
ured brightness of the horizontal camera LOS would actually
be affected. The code would then iteratively tend to match
the measured brightness on this set of LOSs, by overestim-
ating the back-calculated measures of the other camera. This
explanation has been tested on a phantom and is clearly in
line with the results reported in figure 3. It can be seen how
the algorithm can properly reconstruct (figure 3(B) and pro-
jections in figure 3(D)) the created phantom (figure 3(A)) in
the absence of any symmetry-breaking events, or in the case
of a proper correction. In contrast, if the horizontal projections
(from 33 to 56) are altered by a scale factor, as in figure 3(E),
the EM algorithm tries to compensate the asymmetric bright-
ness, producing the wrong reconstruction of the phantom, as
shown in figure 3(C).

The phantom reported in figure 3 has been chosen since
it provides similar behaviour w.r.t. the experimental observa-
tions reported in the following sections.

Before describing the implemented corrections in the fol-
lowing subsection, it is important to mention that, to disen-
tangle the possible effect of valves located between the two
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Figure 3. (A) A created phantom. (B) A reconstructed phantom by
the ML algorithm corresponding to projections in (D), where
measurements have been corrected by the same scaling factor used
in (E) to only alter the KB5H LOSs; (C) a tomogram of the
emissivity profile once only the horizontal LOSs (from 33 to 56)
have been multiplied by a scaling factor, as shown in (E), where the
behaviour of the ML code, that is trying to compensate the
asymmetric brightness, can be clearly observed and is compatible
with observations in figures 4(C), (I).

octants and those located in the same octant of KB5H, selected
pulses have been analysed for which only the GIM06, i.e. the
main valve located between the two arrays of bolometers, was
used. The pulses investigated had up to 95% of the total flow
rate puffed in the main chamber by GIM06, and the results
have shown a negligible influence since no correction was
actually needed because the EM algorithm was able to con-
verge on a reliable estimate of the back-calculated projections,

with a reduced chi-square
(

χ 2

ν

)
comparable to that obtained

by applying any correction. This implied that the symmetry
of the problem could be maintained in the gas puffing from
GIM06.

At the same time, confirming the influence of the valves
located close to or in the same octant as KB5H, a similar
analysis has been performed by considering a shot, in which

GIM03, located close to TIM15, provided up to 98% of the
total fuelling. The effect on KB5Hwas similar to that observed
in figure 3(E) or figures 4(C)–(I). Finally, it has been observed
how TIM15 and GIM3 have, in general, a strong effect on all
the KB5H LOSs, while the influence of TIM/GIM7 can be
confined more often to the most peripherical horizontal LOSs
instead.

The next subsection is dedicated to describing the ‘flow-
ratio-based correction’, called FRC from now on, and a more
general one, based on a simplified physics model: the ‘emis-
sion ratio correction’ (ERC).

3.2. FRC and ERC corrections

In this subsection, a simplifiedmodel is described to estimate a
scalar value to correct the bolometric measurements in a non-
negligible symmetry-breaking event due to strong gas puffing.
Such a correction generalizes a pure empirical correction that
will be discussed first.

The fundamental idea underlying the derived correction
relies on assuming that the measured brightness of affected
bolometers is not only due to the toroidally symmetric emis-
sion of the plasma, but it might also be correlated to the local
puffing of the MCF valves located between the two octants in
which the cameras are installed and, even more strongly, from
those placed in the same octant of the cameras themselves.

Consequently, to test the hypothesis of a local influence
of strong puffing on the bolometric measurements, a pure
empirical correction had initially been implemented, based on
the ratio between the electron flow rate puffed by the MCF
valves (GIM6, GIM3, GIM/TIM7, TIM15) located between
the two octants, where the bolometric cameras are installed
over the total puffed electron flow rate. Such a correction (α0)
had been applied in the first instance to KB5H measurements
(KB5Hm) as:

KB5H= KB5H · (1−α0)

where α0 =

∑5
1=1ϕ i

ϕ tot
. (4)

In equation (4) ϕ i stands for the electron flow
rate of the MCF valve considered, assuming i :=
{GIM3,6,7,TIM7,15}, while ϕ tot stands for the total elec-
tron flow rate of the pulse considered. Therefore,

∑5
1=1ϕ i is

lower, in general, w.r.t. the total flow rate, because it includes
only the contribution of the MCF cited above. However, for
specific discharges or time windows, it may represent the total
electron flow rate ϕ tot.

For most pulses such a correction compensates the con-
taminated measurements quite well. An exemplificative time
instance is shown in figures 5(C) and (D), where the beha-
viour of the FRC is shown. In figures 5(A) and (B) instead,
the ERC is reported for comparison. The emission patterns

(figures 5(D) and (B)) are indeed similar
(
PFRC
rad

PERC
rad

≃ 1.06
)
, as

well as the overall behaviour of the back-calculated pro-
jections in the two cases (FRC in figure 5(C), and ERC
figure 5(A)). The total and the electron flow rates from the

5
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Figure 4. Exemplificative time instances of the DT discharge
99 643: measured and back-calculated projections once the
correction has been applied (A), (G) or not (C), (I); (B), (H) and
(D), (L) show instead the tomograms of the emissivities obtained in
the two cases. Figures (A), (B) and (C), (D) correspond to a
centrally peaked temperature profile (reported in blue in (E)) at
8.05 s

(
α99643
1f (t= 8.05s)≃ 0.15; α99643

1f (t= 10.55s)≃ 0.21
)
,

while (G), (H) and (I), (L) stand for the reconstructions at 10.55 s
with a hollow electron profile (reported in red in (E)). The main
plasma parameters in terms of Ip, Bt, (nce,T

c
e ) and (n

e
e,T

e
e ) are

reported: 99643 :
[(
2.3 MA,2.5 T,

(
4.7 · 1019m−3, 3.1 keV

)
,(

2.7 · 1019m−3,1.1 keV
))]

.

Figure 5. Exemplificative time instances of the DT discharges
99 634 (A), (B), (C), (D) and 99 965 (E), (I), (L). (A), (B): ERC
corrected measurements at 8.65 s for the 99 634 case(
α99634
1f (t= 8.65 s)≃ 0.23

)
; (C), (D): FRC corrected measurements(

1−α99634
0 (t= 8.65 s))≃ 0.26

)
. The emission profiles are similar,

as are the back-calculated projection profiles, confirming the
generally good compensation of the FRC. (E): uncorrected (black)
and ERC corrected (blue) measurements with the corresponding
back-calculated projections (in green and red, respectively) for the
99 965 pulse at 9.11 s for which the FRC could not be applied; in
this case α99965

1f (t= 9.11 s)≃ 0.24. (F) and (G): in red, the total
electron flow rate and, in blue, the electron flow rate from the MCF
valves that are relevant for this study. The two estimates may
overlap, as for the 99 965 case for the time interval shown, thus
stressing the importance of the ERC correction. The time instances
considered have been marked in black for both pulses; (H) ECE
profiles; (I) the ERC corrected tomogram; (L) the tomogram
obtained from uncorrected measurements (no correction applied).
The main plasma parameters in terms of Ip, Bt, (nce,T

c
e ) and (nee,T

e
e )

are reported 99634 :
[(
2.5 MA,3.4T,

(
4.4 · 1019m−3, 7.5 keV

)
,(

2.5 · 1019m−3,1.3 keV
))]

99965 :
[
2.3MA,3.1T,

(
5.2 · 1019m−3,

6.7 keV) ,
(
2.9 · 1019m−3, 873 eV

)]
.

valves considered in this analysis are shown in figure 5(F)
instead.

The FRC has, however, some limitations that are mostly
related to the discharges in which only the aforementioned

6
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valves between the bolometric cameras are used to fuel the
plasma, i.e. when Σϕ i ∼ ϕ tot, resulting in a dummy α0 equal
to ‘1’. Figure 5(E) shows an exemplificative time instance at
which the FRC could not be applied for this reason, while the
ERC could be estimated instead. Figure 5(G) shows, in fact,
the electron flow rates of the aforementionedMCF valves used
in the pulse, GIM07 and TIM15,whose electron flow rates sum
up to the total injected one for the time instance considered
(highlighted by the black full dot).

Figure 5(H) shows the ECE profiles for completeness.
Figure 5(I) provides the tomogram corresponding to the ERC
corrected measurements, reported with blue dots and bars in
figure 5(E). Figure 5(L) instead shows the uncorrected case,
corresponding to the black dots and bars in figure 5(E).

The good behaviour of the just described empirical correc-
tion FRC, proportional to the puffed flow rate ratio, suggests
therefore the possibility of defining a more general formula-
tion of the correction itself in terms of fundamental plasma
quantities. This also can tackle the limitations just described.
Therefore, the following simplified model has been derived.

By considering the plasma emissivity as the sum of two
contributions:

ϵcu+ ϵeu = ϵtotu (5)

where the subscript ‘u’ stands for unaltered, referring to the
emissivity that could be observed by steady ion charge states
in the plasma, i.e. in the absence of significant particle puffing,
both in the central region (‘c’) or in the edge of the plasma
(‘e’).

Assuming, on the other hand, that the estimates of the
emissivities can be derived from the plasma parameters in
both macroscopic regions, it is possible to define themeasured
ones, consequently labelled as ϵc,em
Finally, the following order is imposed:

ϵcu ≃ ϵcm

ϵeu = α1ϵ
e
m with α1 ⩽ 1

. (6)

In equation (6) it has been supposed that the unaltered
emissivity from the central part of the plasma is almost the
measured one, i.e. it is not affected by the puffing. Instead, in
the edge region, it is actually lower w.r.t. the one that can be
estimated from the measurements, by a factor ‘α1’ that has to
be lower or equal to one. Therefore, the following inequality
can be written:

ϵcu+ ϵeu = ϵtotu ⩽ ϵtotm ≃ ϵem (7)

where it has also been assumed that, because of puffing, the
periphery dominates the magnitude of the emissivity. Then,
by considering equation (7) and the system in equation (6) it
is possible to converge on:

α1 ⩽
(
1− ϵcm

ϵem

)
. (8)

By taking the maximum of equation (8), i.e. assumingα1 =(
1− ϵcm

ϵem

)
, it is therefore expected that the actual correction

can be lower or equal than the maximum considered as the
initial guess. The following step consists of assuming that the
correction derived in equation (8) can be applied to the affected
LOSs in the first instance, instead of the emissivity of a specific
region of the plasma, i.e:

KB5H= α1KB5H . (9)

The last steps for deriving a correction factor consist of
defining an approximate expression for α1 and defining a
methodology to converge on a fine-tuned correction, adjusted
to the data, according to equation (8).

The details with regard to how the ERC correction in
equation (8) has been estimated and how it has been imple-
mented are reported in the following subsection.

3.3. Practical implementation of the ERC correction

The evaluation of the ratio ϵcm
ϵem

shown in the previous section
would, in principle, require an accurate analysis of the con-
centrations of impurities [26] as well as their dynamics
[27]. This is used to estimate the relative contribution of
line radiation, recombination processes (radiative and dielec-
tronic recombination), charge exchange [28, 29] and free–free
(Bremsstrahlung) emissions both in the core and at the edge of
the plasma. Such an analysis would not be a realistic option if
the correction is to be applied to a large number of pulses and
in an automatic way.

Therefore, considering equation (9) and assuming the
plasma is in a coronal equilibrium, the ratio reported has been
approximated by the following expression:

α1 =

(
1− 1

Zeff

(
nc

ne

)2√Te

Tc

)
. (10)

In equation (10), approximated expressions for the emissiv-
ities per unit volume, solid angle and photon energy have been
used [30–32]. The previous equation can be read as if, for the
core term, the bremsstrahlung was the dominating mechan-
ism. Instead, for the edge, recombination is the main physical
mechanism considered. In equation (10), ne,c and Te,c stand for
the electron densities and electron temperatures at the edge and
core, respectively.

The approximated Bremsstrahlung term then reads
as [31]:

ϵcm|Bremss. ≈
n2e√
Te
Zeffḡf fe

− hν
Te ≈ n2e√

Te
Zeff (11)

where the only quantity depending on the atomic physics is ḡff,
the temperature averaged Gamov free–free term. To properly
consider the recombination instead, the contribution of each
species should in principle be considered, both in terms of their
nature and of their ionization states, especially for impurities.
Such a dedicated analysis would go beyond the scope of the
present study, and would not be compatible with corrections

7
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to be routinely applied. Equation (12) then reports the approx-
imated term considered [31, 32]:

ϵem|Recomb. ≈
ne√
Te

∑
i

niZ
2
i β (Zi,Te)(ḡf b)ie

− hv
Te ≈ n2e√

Te
Z2eff

(12)

where ni stands for the density, with charge Zi, of the ion spe-
cies ‘i’ considered, (ḡfb)i is the free-bound Gaunt factor aver-
aged over the states of a given principal quantum number ‘n’
and the term β (Zi,Te) has been approximated by keeping only
its dependence on Z2i to stress the overall one on ∼ Z4, i.e. on
∼ Z2eff.

It can also be seen how the free-bound and free–free Gaunt
factors, ranging from 2 to 5 in the visible range to 1 in SXR, as
well as the photon energy term have been neglected to obtain
equation (10).

Strong assumptions have been made, but at the same time,
the derived non-dimensional correction can be roughly justi-
fied assuming that recombination is dominant because of the
gas influx due to the puffing valves and the contribution from
impurities due to Be influxes from the wall, and to Ni sources
in the mid-plane or to W from the divertor [26]. On the other
hand, neglecting the recombination of heavy ion contribution
to the continuum in the core can be justified by the fact that
such ions radiate in the SXR region, where the bolometers are
almost blind [16].

To estimate the most reliable tomogram then, the following
procedure has been implemented.

(a) Estimate of the ERC initial guess α1;
(b) Application ofα1 to the most peripherical LOSs of the hori-

zontal camera (KB5H) looking at the upper dump plates;

1. Calculation of the reduced chi-square χ 2

ν for all the ν =
24 KB5H LOSs;

2. Iteration of the procedure by correcting α1 with a multi-
plication factor δ proportional to the misfit between the
corrected measurements and the back-calculated ones
until χ 2

ν ⩽ χ 2
lim; where the suggested value for χ 2

lim is
one;

3. If χ 2

ν does not fall below the χ 2
lim set after n = 3 itera-

tions, move to point (c);
(c) Application of α1 to all LOSs (24) of the horizontal camera

(KB5H), because of the actual proximity of the interested
MCF valves to the camera;
1. Application of the iterative procedure described in (b1),

(b2), (b3), referring this time to all the channels of the

horizontal camera. In case χ 2

ν will not fall below the χ 2
lim

set again, after n = 3 iterations, move to point (d), oth-
erwise to point (e);

(d) Increase the χ 2
lim originally set and repeat from point 1.

In case the χ 2

ν will not fall below the maximum allowed
χ 2

limMAX = 3.84, then the uncertainty on the measurements
is increased from one to three standard deviations and the
procedure is repeated from point (a).

(e) A global χ 2

ν is finally evaluated by also considering the ver-
tical array of measurements.

Therefore, given the previous assumptions, the simplified
model and the algorithm just described, the final correction
applied to the bolometric measurements is:

α1f =

#iter∏
i=1

δiα1 \δi :=
{

0 if not needed
∈ (0,1) otherwise

. (13)

To estimate the correction in equation (10), the line-
averaged densities in the core (LID3 or LDE3 from ellipticity
measurements [33]) and in the edge (LID4 or LDE4) from the
interferometer/polarimeter diagnostics, as well as the length
of the aforementioned chords (LEN3 and LEN4, respectively)
have been used. Figure 2 shows the layout of the aforemen-
tioned interferometric chords.

The electron temperatures have been extracted from the
ECE measurements at the radial position of the density chords
at the height of themagnetic axis and rescaled by theminimum
value assumed by the profile. Finally, the Z-effective has been
estimated using the spectroscopic signals.

The ‘core’ and the ‘edge’ regions cited above cannot
be rigidly defined. However, considering the radial position
of the just cited chords on the equatorial plane, the ‘core’
region refers roughly to that bounded by the closed surface
labelled by ρpol ∼ 0.2 and the edge to the interval∼0.87⩽ ρpol
⩽∼ 0.9. The latter typically extends to the top of the pedestal.

To conclude this section, even if a word of caution is in
place because of the type of plasma equilibrium assumed to
describe the radiative behaviour of the plasma and to obtain
equation (10), both the ERC correction and the methodology
applied properly correct the contaminated data and, therefore,
the assumptions made appear to be sufficient for the investig-
ation carried out.

In the next section, the above procedure is applied to a few
exemplificative time instances, and the implications on differ-
ent physics interpretations are described.

4. Application of the methodology to experimental
data

The methodology described in the previous section has been
tested on a dataset from different DTE2 experiments, includ-
ing baseline and hybrid scenarios. In figure 4, two instances
for the pulse #99643, devoted to detecting alpha heating by
delayed response of the electron temperature to ICRH mod-
ulation, are provided, and both are compared to the uncor-
rected or contaminated cases. Considering figures 4(A) and
(B) at 8.05 s, at which the electron temperature is not hollow,
w.r.t. figures 4(C) and (D), it is interesting to observe how the
relative percentage of the core radiation (up to ψ = 1) over
the total radiated power

(
i.e.Pcore/Prad

tot

)
changes from 68%

in the corrected case to 76% in the uncorrected case. Con-
sequently, the relative change in the power outside the separat-

rix, i.e. in the scrape-off layer and in the divertor
(
1− Pcore

Prad

)
varies from 32% to 24% in the corrected and contaminated
cases, respectively. Similar changes also occurred in other
pulses and, therefore, the importance of the ERC correction for

8
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an accurate estimate of the radiated fraction in detached dis-
charges is evident. At the same time, the radiative blob at the
edge in figure 4(D) is an overestimate of the actual emissivity
and could lead to a wrong assessment of the relative import-
ance of heavy impurities, such as W, usually emitting asym-
metrically on the low-field side region, w.r.t. light ones like
Ne, for example, usually emitting more in the divertor region
[34].

With regard to figures 4(G), (H) and (I)–(L), both at 10.55 s,
it has to be stated that there is no appreciable change in the rel-
ative percentages of the radiated power from the core w.r.t. the
total radiated one in both cases considered. A similar situation
has been observed for the relative percentages of the radiation
outside the separatrix. Instead, the magnitude of the radiat-

ive power changes significantly also in this case as Pcorrected
core

Pcontaminatd
core

∼

40%;
Pcorrected
SOL+DIV

Pcontaminated
SOL+DIV

∼ 60%.

This is due to the shape of the emissivity, more localized in
the edge and on top of the divertor as it can be appreciated by
comparing figure 4(H) w.r.t. figure 4(L). Therefore, the relat-
ive integrals of the radiated powers in such regions w.r.t. the
total radiated power do not change sensibly, but different con-
clusions could be drawn based on the shape of the emission
profiles.

The examples reported thus show the importance of a ded-
icated correction to contaminated measurements, which might
affect unsupervised algorithms.

It is out of the scope of this article to go into the details of
the transport of heavy impurities [14] but, as an exemplific-
ative application, the methodology described, it is worth men-
tioning that an important achievement for the performance of a
discharge in terms of confinement lies in the so called ‘impur-
ity screening’, i.e. in the effective capability to prevent heavy
impurities from accumulating in the core [34]. An optimized
density radiation profile would also have a direct impact in this
case. Assuming in fact that the radiated power can be thought
of as due to the radiative cooling of impurities, it is possible to
write the radiation density of the plasma as [35]:

ρrad (ne,ni,Te) = ne

#of species∑
i=1

niLi (Te) (14)

where the term Li stands for the so-called ‘cooling factor’ [36]
of the species ‘i’, which can be estimated by dedicated analysis
based on structure codes [36]. In equation (14) ne stands for
the electron density and ni stands for the ion densities of the
species ‘i’.

Therefore, by making specific assumptions about the
emissivity, it is possible to estimate the density profiles of
selected impurities [37].

On JET, in the first approximation W dominates the radi-
ated power [26, 37] and, therefore, by dropping all terms in
equation (14), except that due to W, it is possible to derive its
density profile. Because of the assumptions made, the W pro-
files reported in figure 6(F) should be considered with great
care. In figure 6(G), the profile related to the error commit-
ted by using the contaminated measurements instead of the
corrected ones has also been reported. As can be observed,

Figure 6. Discharge 100 822 in DD: measured and back-calculated
projection once the correction ERC

(
α100822
1f (t= 9.6 s)≃ 0.30

)
has

been applied with the corresponding tomogram (A), (B) or not
(C), (D). The hollow electron temperature profile has been reported
in this case in (A); radiation density profiles for the two cases at the
time instance considered in (E); (F): the estimates of the W
concentration, with and without considering the correction.
(G) Relative error performed without correcting the measurements.
In this case it is evident how in both the intermediate region
(ψ ∼ 0.2) and up to the pedestal, the overestimate goes from ∼1.6
to ∼3.0. The last two points of the profile should not be considered
because they are close to the limits of validity of the cooling factor
used [36]. The main plasma parameters in terms of Ip, Bt, (nce,T

c
e )

and (nee,T
e
e ) are reported: 100822 : [(2.5 MA,3.4 T ,(

5.0 · 1019m−3,3.4 keV
)
,
(
2.6 · 1019m−3,1.3 keV

))]
.

the greatest error would be both in the intermediate region
and, in this exemplificative case, at the edge up to the ped-
estal. In figures 6(A) and (C) the corrected and contam-
inated projections, for the time instances considered with
a hollow electron profile, are reported, each corresponding
to the tomograms in figures 6(B) and (D), respectively.
A last word of caution is in place since the points at
(ψ ,Te [eV]) := {(0.99,497± 245) ,(1.0,334± 241)} should
not be considered as the electron temperature is close, within
the uncertainties, to the validity limits of the cooling factor

9



Plasma Phys. Control. Fusion 65 (2023) 075003 E Peluso et al

used [36]. Uncertainties have been propagated by taking
advantage of the peculiarity of the ML method and the out-
puts of the EX2GK routines [38] used to estimate the dens-
ity and electron temperature profiles with the corresponding
uncertainties. The power density profiles used to derive the just
discussedWprofiles and relative errors in figures 6(F) and (G),
respectively, are also reported in figure 6(E).

5. Conclusions

This article is devoted to describing corrections to be applied to
tomographic algorithms, such as the EM used to compute the
ML, with the aim of dealing with an important effect breaking
the toroidal symmetry assumed by the tomographic inversion,
namely strong gas puffing.

On JET, the two arrays of bolometers are placed in two
different octants and, in the recent DTE2 campaign, recurrent
[13] contamination of the horizontal array of bolometers has
been observed.

The study performed here has also been able to decouple
the importance of GIM06 in contaminating the measurements,
w.r.t. the other MCF valves located either close to or in the
same octant as the horizontal array of bolometers.

Starting with a pure empirical correction based only on the
relative flow rate puffed by the MCF valves, it has been pos-
sible to link the observed distortion to the plasma characterist-
ics. Then, by constructing a simplified model, a general cor-
rection has been derived, based on the ratio of the emissivities
in the core and in the edge. Finally, an iterative methodology
has been devised to fine-tune the correction. The derived cor-
rection and the methodology described have been tested on
a database of relevant DT and DD discharges, characterized
by different scenarios, and proved to be general enough to be
deployed systematically.

Relevant physical quantities are naturally derived from
tomographic reconstructions and, therefore, an accurate and
reliable estimate is necessary to perform transport studies,
impurity screening, detachment estimates and power-balance
calculations [39]. Similarly, disruption avoidance or mitiga-
tion studies, devoted to establishing a radiative chain of events
in terms of the spatial localization of the emissivity in the
main chamber or based on the total radiated power, are evid-
ently affected [40, 41]. Finally,MHDmode analysis andMHD
studies related to trapped impurities are also influenced [42].
The suggested correction can be estimated automatically in
principle, and also applied in combination with the defined
methodology to other iterative and supervised codes on other
devices.
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