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Preface

One of the main and most challenging characteristic features of virtually all modern
technologies is that the volume of data involved is huge, not comparable to what
was occurring even some years ago, and—which is often even more challenging—
the forms of data, exemplified by images, numbers, data streams, data related to
human behavior and physiological parameters, etc. immensely complicate all efforts
to handle them in search for a rationale use to analyze and solve problems.

Data science, a rapidly developing discipline of science and technology, has made
a remarkable progress to deal in an effective and efficient way with all kinds of those
data related challenges and problems. However, there still are many open questions
to be solved, both from analytic and logarithmic points of views, and with respect to
implementations. This is an important reason for much research efforts in this and
related fields that we witness world wide. To just give some examples, these concern
the topics like visualizations, statistics, pattern recognition, neurocomputing, image
analysis, machine learning, artificial intelligence, databases and data processing, data
mining, big data analytics, knowledge discovery in databases, etc. Important relations
to new developments like block chaining, cyber-social and cyber-physical systems,
Internet of things (IoT), social computing, cognitive computing, high-performance
computing, cloud computing, crowdsource analysis, etc. are just some examples of
what is a current trend. Of course, much research is also done in more traditional
fields exemplified by the use of optimization and metaheuristics, information theo-
retic analyses, etc. to just mention a few. Potential fields of applications of these
modern data science-based approaches, and tools and techniques, are too numerous
to be listed, they cover practically all areas of science and technology. This growing
demand for data science specialists and data analysts implies a considerable growth in
new study programs at virtually all universities, and a growing popularity of research
on education processes and their effectiveness and efficiency.

This book contains 11 chapters by well-known researchers working in different
fields of the broadly perceived data science, involving both more basic and
foundational works and relevant applications.

Anita Juškevičienė, Arnold Pears, Tatjana Jevsikova and
Gabrielė Stupurienė (“Computational Thinking Design Application

v



vi Preface

for STEAM Education”) is concerned with the integration of the
so-called STEAM education and Computational Thinking (CT). That is, first,
it concerns the integration of the STEAM education which is basically an approach
to learning that uses Science, Technology, Engineering, the Arts and Mathematics
as fields that provide tools and techniques for guiding student inquiry, dialog, and
critical thinking. Second, it involves computational thinking (CT) which can be
described as a skill and ability to use concepts, reasoning, etc. that come from
computing and computer science, to solve all kinds of problems. The authors are
concerned with and analysis of how STEM and CT can provide a link between
research, education, and commercial and industrial partners. As a solution, the use
of computational and design thinking is proposed and advocated. The results of this
new approach are encouraging.

Audronė Jakaitienė, Rimantas Želvys and Rita Dukynaitė (“Education Data
for Science: Case of Lithuania”) provide a comprehensive and critical review of
various sources of educational data (e.g., international large-scale studies, data regis-
ters) and their use for developing policy decisions, and also extend research agenda, in
Lithuania. It is shown that a lot of data has already been collected and stored, with ca.
20% for policymaking and even less for research. An important result of analysis and
a case study is that national population-based studies and international achievement
studies may send different messages and cannot be considered in isolation.

Dalia Breskuvienė and Gintautas Dzemyda (“Imbalanced Data Classification
Approach Based on Clustered Training Set”) are concerned with an important
problem of fraud detection and its possible solutions to prevent criminals from
obtaining financial assets. More specifically, the goal of the approach proposed is
to increase machine learning prediction quality on fraudulent cases as well as to
decrease false positive and false negative cases in prediction results. Since fraud-
ulent data exemplified by credit card transactions are usually imbalanced and this
implies problems with the use of the standard machine learning techniques. The
authors propose a clustering-based classification method. It is suggested to first find
the optimal features and number of clusters to create smaller, more homogeneous
training sets to be trained on separate machine learning models, and—second—to
find relevant percentages to undersample each cluster to compensate for sharply
imbalanced data. The method yields significantly better results.

Giedrė Dzemydaitė, Brigita Šidlauskaitė-Riazanova and Darjuš Bartkevičius
(“Baltic States in Global Value Chains: Quantifying International Produc-
tion Sharing at Bilateral and Sectoral Levels”) shows data science
-based methods for the analysis of global value chains (GVC) by a decompo-
sition of the gross exports data. The analysis is focused on the participation of the
Baltic States in the global value chains via a quantification of the international
production shares at bilateral and sectoral levels. An accounting framework is
employed that decomposes the country’s gross exports into various value-added
components which integrate all the previous vertical specialization and value-added
trade approaches into a unified framework to assess the countries’ participation in the
global value chains. The results obtain indicated that the Baltic States’ participation
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in the global value chains is growing during the research period, notably thanks to
foreign value-added increases in the countries’ exports.

Domnica Dzitac (“The Soft Power of Understanding Social Media Dynamics:
A Data-Driven Approach”) is concerned with issue related to social media that have
become an increasingly popular arena for political debates. Unfortunately, they have
often also beenmisused as a formof soft power to influence voters, spread fear or even
destabilize democracies. The author discusses challenges, ethical considerations and
moral dilemmas related to these and related issues, notably regarding the new era of
a data-driven society. Moreover, a data science approach is proposed to understand
the dynamics of controversial political topics on Twitter in the US context. The
tweets are analyzed usingmodern state-of-the-art data science andNatural Language
Processing (NLP) tools and techniques. Notably, an extensive analysis on the labeling
of emotions of tweets and computing their attention score is provided. The results
obtained indicated that anger and fear are the most prominent emotions.

Mirko Armillotta, Konstantinos Fokianos and Ioannis Krikidis (“Bootstrapping
Network Autoregressive Models for Testing Linearity”) develop a newmethodology
for spatio-temporal data analyses with special attention to epidemic network struc-
tures. The authors provide estimation tools for the linear network autoregressive
models for various time series. Non-linear models for inference under the assump-
tion of a known network structure are discussed, and a family of test statistics for
testing the linearity of the imposed model is proposed. An empirical comparison of
two bootstrap versions of a supremum-type quasi-score test is presented. An applica-
tion to the analysis of daily COVID-19 cases detected on province-level geographical
network in Italy is shown. The results are encouraging.

Mario Manzo, Maurizio Giordano, Lucia Maddalena, Mario Rosario Guarracino
and Ilaria Granata (“Novel Data Science Methodologies for Essential Genes Iden-
tification Based on Network Analysis”) are concerned with the so-called essen-
tial genes (EGs) which are fundamental for the growth and survival of a cell or
an organism. The essentiality is a context-dependent dynamic attribute of a gene
that can vary in different cells, tissues, or pathological conditions, and experimental
procedures to identify the essential genes are costly and time consuming. Commonly
explored computational approaches are based on the use of machine learning applied
to protein-protein interaction and are often not effective. From a biological point of
view, the identification of attributes of the node essentiality is challenging, and from
a data science perspective the use of suitable graph learning approaches still repre-
sents an open problem. The new model proposed is based on both the relationship
information and the node attributes. The results are encouraging.

Monika Danilovaitė and Gintautas Tamulevičius (“Acoustic Analysis for Vocal
Fold Assessment—Challenges, Trends, and Opportunities”) are concerned with a
comprehensive and critical review of trends in non-invasive vocal fold assessment to
identify the significance of acoustic analysis. A classification scheme is applied to
process the selected relevant study set, and a systematicmap is used to synthesize data
for quantitative analysis. Results show that the non-invasive vocal fold assessment
by using machine learning tools and techniques is effective and efficient.
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Vytautas Petrauskas, Raimundas Jasinevicius, Egidijus Kazanavičius and Zygi-
mantas Meskauskas (“The Paradigm of an Explainable Artificial Intelligence (XAI)
and Data Science (DS)-Based Decision Support System (DSS)”) are concerned with
some relevant issues related to the decision support systems (DSS) which are gaining
popularity as the explainable artificial intelligence (XAI) is considered to be more
and more crucial. Unfortunately, most of the DSSs currently employed are mainly
meant for some kind of diagnostics and do not providemechanisms formore sophisti-
cated solutions. The author proposes to use for this purpose the latest XAI techniques
based on the use of a new, generalized approach, the newly developed fuzzy SWOT
maps (FSM), and elements of the computing with words (CWW) to deal with lists
of rules (LoR). Moreover, a new general approach is proposed including elements of
various fields of science, notably philosophy and praxeology. Results on the analysis
of opportunities and threats faced by Lithuania are shown.

Virgilijus Sakalauskas, Dalia Kriksciuniene and Audrius Imbrazas (“Stock Port-
folio Risk-Return Ratio Optimisation Using Grey Wolf Model”) propose a risk-
return ratio optimization model for stock portfolio that makes it possible to screen
the adequate equities for inclusion into the investment portfolio and set its capital
allocation ratio. A two-stage model is proposed in which, first, the selection of the
initial set of equities is done by using the Self-Organizing Maps (SOMs) to identify
a set of the most influential factors to be used as the input variables for the SOM,
and second, to find the weight-based ratios for the capital to be distributed among
the portfolio equities. The author used the nature-inspired Grey Wolf Optimization
(GWO) metaheuristic. Tests are performed on a set from the S&P500 companies.
The new model outperforms the traditional approaches.

Li Zhong, Oleksandr Shcherbakov, Dennis Hoppe, Michael Resch and Bastian
Koller (“Toward Seamless Execution of Deep Learning Application on Heteroge-
neous HPC Systems”) are concerned with deep learning for extremely large data
or very complex neural network architectures. This implies a need for the paral-
lelization of deep learning algorithms and frameworks, and a need for the use of
high-performance computing (HPC). The authors demonstrate methodologies for
applying deep learning on HPC and present how AI techniques can successfully be
integrated with classical simulation codes, as well as they show a comprehensive and
critical overview of training neural networks on HPC while successfully leveraging
data, model, pipeline, and hybrid types of parallelism. The applications are shown for
combining a multi-task neural network with a typical FEM simulation to determine
material characteristics, and for the segmentation of high-resolution satellite images.
The results obtained are encouraging.

We hope that the coverage of many challenging and interesting problems consid-
ered in the volume in the contributions that provide both critical analyses of what
has already been done, inspiring analyses and remarks, and new and original solu-
tions will be of much interest and use for a wide research community, as well as
practitioners.

We wish to express our deep gratitude to the contributors for their great works.
Special thanks are due to anonymous peer referees whose deep and constructive
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remarks and suggestions have greatly helped improve the quality and clarity of
contributions.

And last but not least, we wish to thank Dr. TomDitzinger, Dr. Leontina di Cecco,
and Ms. Zainab Liaqat for their dedication and help to implement and finish this
important publication project on time, while maintaining the highest publication
standards.

Vilnius, Lithuania
Vilnius, Lithuania
Warsaw, Poland

Gintautas Dzemyda
Jolita Bernatavičienė

Janusz Kacprzyk
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and Gabrielė Stupurienė
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Computational Thinking Design
Application for STEAM Education

Anita Juškevičienė, Arnold Pears, Tatjana Jevsikova,
and Gabrielė Stupurienė

Abstract Motivation: Integrating STEAM education and Computational Thinking
(CT) provides the skills of analysis, problem-solving and creativity enhancement
necessary to twenty-first century citizens. STEAM education can also be seen as a
bridge, reinforcing the link between science, schools and industries. Teachers play
an important role as mediators and mentors. The difficulties faced by teachers are
not only a lack of knowledge of specific disciplinary terms but also the context in
which they are applied, such as the computational context. Problem: In order to
clarify the context for teachers, and extend their competence beyond knowledge of
basic concepts and terminology, guidance on CT and STEAM education integration
in schools has emerged as a pressing problem. Solution: A Design Thinking and
CT practices taxonomy interaction framework is proposed, providing scaffolding to
teachers as they struggle to understand the context of CT implementation in STEAM
education. Results: The proposed framework provides concrete guidance to educa-
tors in planning class activities, and choosing suitable educational practices in order
to engage students. Implication: The results support educators looking for guid-
ance in the integration process and those seeking to incorporate integrated aspects
of students’ STEAM learning into teaching practice.

1 Introduction

Over the last decade, much attention has been paid to the development of Computa-
tional Thinking (CT) and its importance has been emphasized. It is important to find
out what to integrate in terms of Computational Thinking, as well as what learning
content topics and activities to use in the classroom. It is also clear that motivating
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2 A. Juškevičienė et al.

and engaging learning activities providing instant results and feedback are critical to
maintaining the interest of the current school generation.

In addition, it is unthinkable that learners in the digital age should not have access
to the widest possible set of computing skills in order for them to exercise agency
in relation to of twenty-first century skills, such as creativity, critical thinking and
problem solving.

The term “Computational Thinking” was introduced by Jeanette Wing when it
was published in 2006 [1]. It is argued that CT involves problem solving, systems
design, and understanding of human behavior using basic computer science concepts.
The theory of Computational Thinking is closely related to problem-based learning
and constructionism, drawing heavily on the legacy of Seymour Papert [2].

In addition, recent research shows that students’ ability to process data mean-
ingfully increases their ability to think in computational terms. In this way, they
consistently visualize, reconstruct, synthesize, and analyze data. Data science, in
turn, creates a real-world context that allows learners to explore data handling
concepts such as selection bias, causal and correlation problems, responsible use
of information, and contextual knowledge of real-world problems [3].

Easy-to-use instructions are needed to help educators integrate computing into
the classroom and curriculum. However, researchers have only just begun to explore
this area, and advice and study outcomes providing a link between CT theory and
school teaching practice are currently scarce. Therefore, a major effort is needed to
provide methods which can support the introduction of CT into school education at
all levels.

Research shows that it is not enough to define CT and outline its main components
[4]. It is also important to explain the concepts that are associatedwith the application
ofCT.TheWorldEconomic forum[5] in a recent analysis has provided anoverviewof
the main concepts related to computation that arise in education due to technological
innovations and how these concepts are interconnected. Digital fluency and STEM
skills is one the parts of the education area. CT is also connected to Future computing
and a broader computing milieu embracing concepts like virtual and augmented
reality, artificial intelligence and biotechnologies. This means that a future citizen,
in order to stay competitive in the future job market, should be familiar with the
above-mentioned concepts, as adoption of technology increases.

In the efforts being made to address these needs educational institutions have an
important role in preparing future entrepreneurs through appropriate curricula and
methods that appeal to today’s learners. In line with [5], an influential study [6]
shows that there is a need for a nuanced understanding of CT, calling for extension
and contextualization of CT to include explicitly Machine Learning (ML) and AI
(CT 2.0).

Munasinghe et al. [4] have also recently showed that there is a number of concepts
related to CT that should be further explained to teachers.

Thus,CThas been actively promoted in schools in an integrative approach, helping
to enhance our definition of STEAM (Science, Technology, Engineering, the Arts
and Mathematics) education. There is a number of benefits that STEAM education



Computational Thinking Design Application for STEAM Education 3

provides, such as enhancing the skills of analysis and problem-solving and creativity
enhancement [7, 8].

However, there are still some challenges and issues in STEAM related activ-
ities integration to school and within STEAM subjects. Researchers and educa-
tors are consequently re-examining the importance of STEAM-related activities and
programs, specifically developing CT skills and the integration of maker education
where learners imagine, design and create projects that combine learning contentwith
practical hands-on applications. Our approach to STEAM also places emphasis on
collaboration and integration. This framework draws on the work of [9], in particular
in terms of how CT could be positioned in the curriculum by design and imple-
mentation of an integrated STEM and CT lesson. Yang emphasizes the role of a
problem-based process for integrating CT problems and solutions into after-school
programs using hands-on inquiry activities which were exciting and engaging for
students. Moreover, programming and using physical computing objects (robots)
enable students to engage in scientific practices and in a such a way learn some engi-
neering aspects (such as, bridge design) as well as gain satisfying experiences. Phys-
ical computing in the learning process is achieved through designing and developing
the shareable construction (e.g., robot, musical composition, poem) by collaboration.
Physical computing in our context involves creative arts and design processes and
brings together hardware, such as sensors, LEDs, servos, and software components
[10].

The design process takes place through design thinking (DT) that realizes learning
through experience and complex problem solving for motivation, openness to new
ideas and creative thinking in the learning process [11]. Thus, in the literature,
the need to adapt design to learning is often emphasized by scholars and prac-
titioners [12]. Design thinking is a learning design that facilitates a constructive
way of learning due to its inherent characteristic of developing certain skills [11].
There are a number of benefits learners receive from integrating STEAM learning
with computing by modeling various phenomena, such as Computational Thinking
learning [13]. However, researchers and educators still face the challenge of defining
Computational Thinking and getting a theoretical grounding for what form it should
take in school. One of the possible solutions proposed by [14] is to develop CT
taxonomy. In such a way CT can be embedded in the STEAM subjects’ context. CT
development is then made available through STEAM related activities integration in
school especially through hands-on projects [15].

The main question addressed by STEAM researchers and educators is not why
to integrate CT, but how. The lack of literature addressing the relationship between
CT and DT [16] led to identifying possible implications for how Design Thinking
and Computational Thinking are taught within education. Our previous study [17]
attempted to combine the above-mentioned theories.

Thus, in order to learn/teach CT we propose the Computational Thinking Design
approach bymerging DT and CT taxonomy approaches through physical computing.
Learners (including teachers) may learn CT by following Design Thinking phases
presented by [11] accomplished by CT taxonomy practice implemented through
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physical computing activities that bring computer concepts from the screen into the
real world for learners to interact with [18].

The aim of this research is to study DT application for STEAM and present
a modified version of Computational Design Thinking (CTD) framework, further
recommendations and application examples.

For this purpose, the research questions were posed:

1. What kind of DT and CT frameworks exist in the STEAM context?
2. How CT practices are embedded throughout the DT phases in the STEAM

context?

The remainder of the paper is organized as follows. The next section covers the
background literature on CT approaches and Design Thinking models. The third
section presents CT taxonomy and its association with Design Thinking in Compu-
tational Thinking Design framework. The fourth section presents CTD framework
application examples. The paper concludes with a discussion of the main findings
and outlines our ideas for future work.

2 Background

2.1 Computational Thinking Approaches

Computational Thinking is widely discussed among researchers and practitioners.
Many different approaches and definitions are proposed by researchers based on
what they are focusing on. Despite the abundance of existing studies, researchers
and educators still face the challenge of defining CT and finding the right theoretical
underpinning for the form it should take in schools. According to systematic liter-
ature review of period 2016–2021 on CT in compulsory education, researchers are
dividing CT into different categories and defining it accordingly: generic, operational
or model, educational and curricular definitions [19]. Generic definitions relate to
computing (including programing) disciplines, however could be independent. In
the second category, operational definitions determine the fundamental concepts and
practices of CT. Educational category definitions relate to educational frameworks
applicable in computer science and computing areas. For example, operational defi-
nition is used in the study [20] where the educational framework of CT involves
solving problems, designing systems, and understanding human behavior by drawing
on the concepts fundamental to CS. It covers a set of broadly applicable problem-
solving skills, including abstraction, decomposition, pattern recognition. In contrast,
an operational, or model CT definition, presented by [14] classified CT into four
major categories: data practices, modeling and simulation practices, computational
problem-solving practices, and systems thinking practices.

From the practical point of view, definitions of CT themselves mean nothing to
teachers. Zhang and colleagues [21] emphasize that the students’ CT learning can be
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compromised due to teachers’ limited knowledge of CT. Therefore, teachers need to
build their capacity in relation to fundamental CT concepts and pedagogies.

Results of some recent studies make it easier for teachers to understand CT topic
and definition, however there are still someCT terms that teachers are strugglingwith.
Recent study of [4] showed there are still some CT terms difficult to understand for
teachers, such as, iteration, control structures, HCI heuristics, and comparative and
logical operators. The aim of their empirical study was to understand the nature of
teachers’ understanding of computational terms related to Computational Thinking
concepts.

Teachers need to be supported by professional development and clear step-by-
step toolkits that enable a balance between the focus on CT concepts, teaching prac-
tices and identifying how CT can be embedded in other subjects [1]. The literature
provides several insights on teacher professional development on CT in various
settings, although more research is needed on how to support teachers in imple-
menting and designing learning experiences that are explicitly focused on subject-
and content-based learning [20].

There have been previous attempts to go beyond the definition and identification
of key concepts to look at CT practices [22] proposed a three-dimensional frame-
work of CT: computational concepts, computational practices, and computational
perspectives. The dimension of CT concepts refers to the computational concepts
that learners develop in programming, such as iteration, parallelism, CT practices—
problem-solving practices that students continuously demonstrate in the program-
ming process, such as debugging projects or remixing others’ work, and CT perspec-
tives—to self-understanding and relationships with others and the world of tech-
nology that they create by expressing, connecting and questioning in programming,
such as, designers form about the world around them and about themselves.

As mentioned previously, [14] had a different broader view to Computational
Thinking. With the aim to integrate CT into STEM they developed a comprehensive
CT taxonomy.Weintrop et al. propose to simplify access toCTconceptualmaterial by
breaking it down into four major categories: data practices, modeling and simulation
practices, computational problem-solving practices, and systems thinking practices.
Each of these categories is composed of a subset of five to seven practices (Table 1).

In such a way CT can be embedded in the science context and in turn promote
learning of STEAM content [23]. We argue that this approach creates greater oppor-
tunities for CT learning, as STEM subjects are more widely taught than computer
science or programming, which are traditionally related to CT education.

2.2 CT in STEAM Context

As we have already noted in our proposal for an integrated approach to STEAM
education, Computational Thinking is not exclusively CS focused approaches, but
also claims relevance in the teaching of other subject matter (e.g., science or tech-
nology) other than CS, and should be integrated into the learning experiences [24].
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Table 1 CT taxonomy [14]

CT PRACTICES: data practices Definition

Collecting data Systematic data collection through observation
and measurement

Creating data To define computational procedures and run
simulations by using computational tools
(physical devices or software packages) to
generate data in order to investigate phenomena
that cannot be easily observed or measured or
that are more theoretical in nature

Manipulating data To manipulate (sorting, filtering, cleaning,
normalizing, and joining disparate datasets)
data in order to make meaning of them

Analysing data Using computational tools to analyze data by
using different strategies, such as, patterns or
anomalies recognition, definition of rules to
categorize data, and identify trends and
correlations

Visualising data To use computational tools to produce
visualizations (analyzing and sharing data) that
convey information gathered during analysis

Modeling & simulation practices

Using computational models to understand a
concept

Models support the inquiry process by
recreating phenomena in environments that
support systematic investigation and give the
user far more control than would be possible in
the natural world. Interaction with a model
helps to advance understanding of a concept
demonstrated by it

Using computational models to find and test
solutions

Computational models can also be used to test
hypotheses and discover solutions to problems,
to find, test, and justify the use of a particular
solution, to apply the information gained
through using the model when appropriate

Assessing computational models To articulate the similarities and differences
between a computational model and the
phenomenon that it is modeling, this includes
raising issues of threats to validity as well as
identifying assumptions built into the model

Designing computational models Designing a model involves making
technological, methodological, and conceptual
decisions by defining the components of the
model, describing how they interact, deciding
what data will be produced by the model,
articulating assumptions being made by the
proposed model, and understanding what
conclusions can be drawn from the model

(continued)
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Table 1 (continued)

CT PRACTICES: data practices Definition

Constructing computational model To implement new model behaviors, either
through extending an existing model or by
creating a new model either within a given
modeling framework or from scratch

Systems Thinking practices

Investigating a complex system as a whole To pose questions about, design and carry out
investigations on, and ultimately interpret and
make sense of, the data gathered about a system
as a single entity. For example, define and
measure inputs and outputs of the system, to
black box the details of the underlying
systematic interactions by using models and
simulations

Understanding a relationship within a system To identify the constituent elements of a system,
articulate their behaviors, and explain how
interactions between elements produce the
characteristic behaviors of the system

Thinking in levels To identify different levels (micro and macro) of
a given system, articulate the behavior of each
level with respect to the system as a whole, and
be able to move back and forth between levels,
correctly attributing features of the system to
the appropriate level

Communicating information about a system To communicate information learned about a
system in a way that makes the information
accessible to novice viewers who do not know
the exact details of the system from which the
information was drawn. It often involves
developing effective and accessible
visualizations and infographics that highlight
the most important aspects of the system in
combination with features of a system
prioritization, design of intuitive ways to
represent it, and identification of what can be
left out of the visualization without
compromising the information being conveyed

Defining system and managing complexity To define the boundaries of a system (for
example, classroom system, group of galaxies or
the human genome) so that the system can later
be used as a domain for investigating a specific
question as well as to identify ways to simplify
an existing system without compromising its
ability to be used for a specified purpose

(continued)
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Table 1 (continued)

CT PRACTICES: data practices Definition

Computational Problem-Solving Practices

Preparing problems for computational
solutions

To employ strategies (decomposing problems
into sub problems, reframing new problems into
known problems for which computational tools
already exist, and simplifying complex
problems so the mapping of problem features
onto computational solutions is more
accessible) toward reframing problems into
forms that can be solved, or at least progress can
be made, through the use of computational tools

Programming To understand, modify, and create computer
programs (encoded instructions for computers
to execute) and use these skills to advance
scientific and mathematical pursuits

Choosing effective computational tools To articulate the pros and cons (considering the
functionality it provides, its scope and
customizability, the type of data the tools expect
and can produce) of using various
computational tools and be able to make an
informed, justifiable decision

Assessing different approaches/solutions to a
problem

To assess different approaches/solutions to a
problem based on the requirements and
constraints of the problem and the available
resources and tools. Also, to consider cost, time,
durability, extendibility, reusability, and
flexibility while getting correct results

Developing modular computational solutions To develop solutions that consist of modular,
reusable components and take advantage of the
modularity of the solution in both working on
the current problem and reusing pieces of
previous solutions when confronting new
challenges

Creating computational abstractions To identify, create, and use computational
abstractions (to conceptualize
and then represent an idea or a process in more
general terms by foregrounding the important
aspects of the idea while backgrounding less
important features) while working toward
scientific and mathematical goals. For example,
when writing a program, generating
visualizations of data to communicate an idea or
finding, defining the scope or scale of a
problem, or creating models to further explore
or understand a given phenomenon

(continued)
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Table 1 (continued)

CT PRACTICES: data practices Definition

Troubleshooting and Debugging To identify, isolate, reproduce, and ultimately
correct unexpected problems encountered when
working on a problem, and do so in a
systematic, efficient manner.
Troubleshooting—systematically testing the
system to isolate the source of the error

CT plays a vital role in the fields of science, technology, engineering, and mathe-
matics (STEAM) providing access points and can be used in the process of guiding
student inquiry, dialogue, and critical thinking. The STEAM subjects also provide a
natural context for CT learning [25]. The findings of previous studies showed that
there is a significant positive correlation between STEM education and CT skills.
CT is not just subject-specific skills, but a comprehensive set of thinking skills that
can be applied in any STEAM-related field [26]. STEAM is associated with CT as
its development is possible through STEAM related activities [15].

In order to find out what other areas can be considered to be related to CT and
STEAM association, a systematic literature review was conducted. An initial pool
of relevant research was gleaned by searching papers in the Web of Science DB
using “Computational Thinking in STEM or STEAM” keywords; Publication Years:
2022 or 2021 or 2020; Web of Science Categories: Multidisciplinary Sciences or
Education Educational Research. Based on these criteria 79 relevant articles were
found published in 2020, 2021 and the first few months of 2022. These papers’ titles
and abstracts were analyzed with VOSviewer software in order to develop a concept
map with the objective of identifying what concepts might have been missed during
initial literature review. The resulting clusters show that CT in STEAM context is
related to robotics, design, programing, STEM and problem solving in these articles.
Figure 1 was developed by using keywords which have been extracted through an
analysis of the literature review made.

This result demonstrates that STEAM (in the context of its integration with
CT) is interconnected with new emerging areas, such as, deep learning, machine
learning, internet of things. As new computational related themes emerge, the set
of CT elements expands. For example, ML-enhanced Basic CT (CT 2.0) presented
by Tedre and co-authors [6] is the extension of Basic CT, which involves machine
learning area concepts and explains intelligent systems that are mostly based on
smartly designed technology trained with copious amounts of data.

2.3 Design Thinking

Every day learners face complex real-life problems, analyzing and evaluating them in
order to act in a responsible and focusedway.DesignThinking puts into practicewhat
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Fig. 1 Map of additional CT related concepts

is recommended in theory. In particular, learning through experience and solving
complex problems, which can be applied to all age groups.

The DT term originated from the ‘design as profession’ area. However, now
it is used as a meta-disciplinary methodology. Thinking like a designer involves
different kinds of abilities and competencies in different fields of knowledge [27]. It
is therefore not at all surprising that DT models are implemented in education, for
example, Stanford ‘D.school’ model [28], other focuses on how it works for STEAM
[29, 30].

Design Thinking usually has six phases [11]: (1) Understand and Observe
(Expanding), (2) Synthesis (Consolidating), (3) Ideate (Expanding), (4) Prototype
(Consolidating), (5) Test (Expanding), (6) Iteration (see Fig. 2).

Depending on the source the first phase Understand sometimes is called
Empathize, the second Synthesis—Define [31, 32]. The first phase goal is to find
the relation between the problem and its context in order to set in the challenge,

Fig. 2 Design Thinking process based on [11]
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be able to immerse oneself in the user’s experiences in order to get insights into
what people think and feel. This initial attempt to understand the context and nature
of a problem is a critical component of the Design Thinking process. The second
step defines the problem and its context. Specific problems can be interpreted from
different perspectives, so in this phase all the information is synthesized into a clear
idea in order to achieve a deep understanding of the users and the design space and,
based on this understanding, to generate an actionable problem statement. Ideate
phase means the idea generation by (a large quantity of ideas and diversity among
those ideas) by Applying existing knowledge, collaborating, and turning the result
into a workable problem-solving idea. The fourth stage, Prototype, is the process of
creating a tangible object in order to test it and share the abstract ideawith others, such
low-resolution implementations can be storyboards, role-plays, physical objects, or
services. Once the design process is underway, you can move on to the next stage—
testing, which includes developing the solution. Testing focuses on the solution,
showing how well the problem has been understood and how well it meets the user’s
needs. Phase iteration refers to the cyclical and iterative nature of theDesignThinking
process, where steps are repeated to move from one phase to another as mu.

Design Thinking can also serve as a learning design because of its quali-
ties in developing certain skills that are prerequisites for a constructive way of
learning: motivation for exploration, openness to new ideas, creative thinking and
other metacognitive competences [11]. DT as a team-based learning process offers
support for teachers towards practice-oriented learning in projects. It is also a meta-
disciplinary methodology which supports teachers through a formalized process.
Design Thinking can give concrete recommendations for distributing a complex
phenomenon without abstracting too much, but still being digestible for the student
and implementable for the teacher. Design, or Design Thinking, may provide a
guiding framework to support an expanded view of STEAM teaching. Design or
Design Thinking can help broaden the approach to STEAM teaching. It also provides
a framework for teachers to develop more creative and interdisciplinary practice—
both as a basis for their thinking and as part of the students’ STEAM experience
[29].

Given the current need to find innovativeways to figure out how to change teaching
practices tomeet current and emerging global complexities (i.e., the global pandemic,
but also climate change, income inequality, the digital divide), it is essential to have
a clear focus on global cooperation. Teachers can benefit from teaching approaches
that integrate educational technologywithin aDesignThinking framework, providing
them with engaging, authentic, and meaningful experiential learning opportunities
[33].

2.4 Design Thinking in STEAM Context

In recent years, researchers have shown a significant interest in the STEAM concept.
Nevertheless, many teachers still find it difficult to integrate STEAM into school
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subjects. Various solutions have been proposed to address this problem and one of
them is Design Thinking (DT) as a way to bring several disciplines together.

Unless existing theoretical and empirical studies on DT in STEAM are tightly
interrelated, they address several main directions:

• DT as an approach to holistic learning, STEAM subject integration and develop-
ment of essential twenty-first century skills, e.g., [29, 32, 34, 35].

• DT as an approach to develop creativity, artistic and “soft” skills within STEAM,
e.g., [32, 36, 37].

• Development and an effect of practical DT-based activities in STEAM, e.g.,
[30, 37, 38].

• Raising STEAMfields’ attractiveness for students, especially for female students,
e.g., [39].

• DT and STEAM within curricula and teacher training, e.g., [29, 32, 37, 40].
• Learning via reverse engineering through the DT approach, e.g., [41].

DT in STEAM provides a holistic approach which integrates learning about the
natural world with constructedworld, the social with the cultural, and the economical
with the environmental [35]. Henriksen [32] suggest that STEAM intends at framing
and solving problems and involves blurring disciplinary boundaries—it involves
thinking creatively and working on projects that aim at real-world inquiry, while DT
provides a suitable framework to streamline this disciplinary integration.

Based on observations, DT helps to develop insights that can turn into products
or services that improve our lives [29, 34]. This closely aligns with the aims of a
STEAM education to help students to develop twenty-first century skills, such as
innovation and problem-solving [36].

The demonstration on how to use the DT approach to put into practice the
STEAM knowledge by students was examined in [30] focusing on the design of
microcontroller-based systems, engineering and technology aspects. The results of
the study in robotics education, based on pretests and posttests in STEAM subject
area (e.g., chemical reactions) as well as on interviews, have shown that the DT
framework was found effective for robotics tasks, socioemotional skills and holistic
development [42]. Researchers provide educational cases and examples which are
positioned as “STEAM by Design” movement, mixing art, design and the envi-
ronment across traditional K-12 subjects, aligned with existing curricula standards
[37].

The idea to use Design Thinking as a guide for teachers in STEAM curriculum
design was proposed and tested in [29, 32]. The study analyzes the cases of how DT
helps teachers create STEAM-based curricula. Dotson et al. [40] suggest a frame-
work for DT within STEAM curricula integration and provide evidence on effective
approaches of young STEAM teachers and active students as teachers’ involvement
in DT-based STEAM teaching activities. As a student-centered approach, DT offers
teachers away to invoke problem-solving skills and creativity, as related to the current
education goals of developing the mindsets of innovators [38].

In STEAM fields like engineering, female students show lower levels of self-
efficacy than their male peers (e.g., [43]). The study by [39] provides evidence
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that after a series of DT-based STEAM workshops, there is a significant increase
of interest in engineering, creative confidence, empathy and prosocial perceptions
of female students. After 3-day intervention girls’ perceptions of STEAM became
considerably broader, and there were notable changes in career aspirations related
to the STEAM field. Previous studies also provide some evidence of impact of DT-
based Science courses on student inclusion: the results have demonstrated the largest
benefits for students who were the most socioeconomically disadvantaged students
and those who scored lowest on the pretest [38].

While engineering processes include elements of design, the DT framework
embraces a component of empathy through which designers consider the needs and
values of the users intended to use the designed object [38]. However, unlike most
other engineering process approaches, this empathy-related component of DT incor-
porates artistic elements of personal expression. Therefore, despite the well-known
differences in “design” and “art”, the researchers emphasize an important role of
DT in Arts education within STEAM [32, 36]. So, DT helps to extend the STEM
approach into STEAM.

Most of the studies involving DT framework for STEAM focus on DT for forward
engineering (i.e., how to “create” a product). However, some studies show the poten-
tial of DT in “reverse” tasks as well, where students engage in “taking a final product
[…] to understand its functionality, [and obtaining] design and other useful informa-
tion” [41]. Ladachart et al. [41] in their study demonstrated that reverse engineering
activities help students to better perceive their own characteristics of DT, especially
the aspect of human-centeredness.

However, Computational Thinking within DT in STEAM is still not a widely
researched area. The next section is intended to fill the gap and propose an integrative
framework.

3 Computational Thinking Design: Proposed Framework

Our Computational Thinking Design (CTD) framework combines CT practices
taxonomy and DTmodel in order to propose engaging andmotivating learning activ-
ities, to learn CT and STEAM content in a structured manner. Figure 3 presents the
proposed framework visualization that can be used for educators in order to design
CT activities for use in class.

In the first DT step, CT’s data practices can be adopted. Pupils are provided
with instructions dealing with how to collect related data, identify the necessary
information from the background information provided by the teacher, and also be
encouraged to search for relevant data on the web. Defining the problem is part of
the process of forming an attitude towards the problem—our own and others’. The
task formulation should therefore be contextualized, relevant and inspire the group,
the pupil or the whole class to look for solutions. Thus, the second phase requires
the practices for problem preparation, such as, decompose or reframe into a solvable
form. The third step, ideation—the process of generating ideas, where the widest
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Fig. 3 Computational Thinking Design framework

possible range of possible solutions is created, involves a series of practices like,
identify the main elements (characteristics and interaction) of possible solutions as a
system, define its boundaries, and visualize the most important features and aspects
of the system. Also, it is necessary to assess the different approaches and solutions to
the problem in terms of cost, time, durability, extensibility, reusability and flexibility,
and the likelihood of achieving a suitable result, at this phase Prototyping—the
process of giving proposed solutions a form (often physical) that conveys essential
features is the fourth step and requires practices for solutions development, create
solutionsmade up ofmodular, reusable components and use the solution both to solve
the current problem and to reuse parts of previous solutions when faced with new
challenges. Such forms may include models that reproduce inquiring phenomena in
order to better understand a concept demonstrated by it. Hence, this process also
requires model design and construction practices. The last phase, testing—finding
out what works and what doesn’t, with the aim of improving the proposed solutions
includes application of information gained out of using the model, threats validation
and assumptions included in the model identification.

3.1 Applying the Framework

The context of the problem is related to predatory birds who are destroying the
harvest. In grandmother’s garden, crows are a constant nuisance: they eat the berries,
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peck around in the fields, and make a lot of noise. The following tasks are then
defined related to each of the 5 DP phases:

1. Try to imagine how Grandma feels, how disappointed she is when she loses her
harvest and how much time she spends tidying up the garden. Think about if she
is bothered by the noise the crows make. Use the empathy map to do this activity.

2. Define clearly what the problem is. For example, how to scare the crows away?
Do this task by using a POV sentence.

3. Using the theory given by the teacher and the information found on the internet,
list what crows don’t like and how to make the environment uninviting (use the
rules of the brainstorm method). A possible solution—build a scarecrow.

Please note, grandma can’t be in the garden all the time to see if the crows
have flown in, so the scarecrows need to be automated.

4. Build a prototype of the proposed solution using the guidelines for good solutions
in prototyping.

5. Test the prototype as far as possible, evaluate the prototype you have built, and
discuss what are the strengths and shortcomings of the proposed solution and
what could be improved? Use the product testing guidelines to complete this
exercise.

3.2 Implementation Examples

The proposed model was implemented during a GEM (“GEM—Empower Girls to
Embrace their Digital and Entrepreneurial Potential1”) girl’s summer school in 2021.
The main purpose of the summer school, organized in Lithuania (August 16–19,
2021), was to empower 11–15 years-old girls to embrace their knowledge and skills
in various STEM subjects (mathematics, informatics, physics, chemistry, biology,
engineering, and technology) as well digital and entrepreneurial potential, pursue
related studies and careers and take part actively in Europe’s research, innovation
and especially digital processes. Figure 4 and Table 2 summarizes the CT practices
adopted for these tasks.

The following is a brief description of which CT practices were implemented at
each stage of the DT during summer school.

Phase 1.Understand.Girls searched information on the internet and also discussed
questions from the Empathy map:1. Which consumer are we trying to empathize
with? 2. What decisions do consumers make? 3. What do consumers see? 4. What
are consumers talking about? 5. What do consumers do and what is their lifestyle?
6. What do consumers hear most often? 7. What do consumers think or feel?

Girls were discussing these questions in order to understand the problem and
propose solution.

Phase 2. Synthesis. POV sentence method was used in order to develop the
problem:Grandmother needs something that can scare the crows as she is spending

1 https://icse.eu/gem-empower-girls-to-embrace-their-digital-and-entrepreneurial-potential/.

https://icse.eu/gem-empower-girls-to-embrace-their-digital-and-entrepreneurial-potential/
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Fig. 4 Computational Thinking Design framework implementation example

a lot of time tidying up the garden, also she is bothered by the noise the crows make
and losing all her harvest.

Phase 3. Ideate. Information search and Brainstorming gives the following
recommendations:

1. Close the rubbish and compost bins;
2. Do not have nest boxes and branches suitable for crows’ nests;
3. Use models of crows, eagles and snakes (preferably moving);
4. Use a laser or flashing lights to shine when the crow arrives;
5. Hang reflective objects (e.g., old CDs, aluminum foil plates, reflectors);
6. Use loud sound signals.

Phase 4. Prototype. Prototyping was done by drawing a prototype model on the
poster (Fig. 5) and implementing it by Arduino microcontroller. The models present
the main parts of the system and describe what each part is doing.

DuringGEMsummer school, girls developed scarecrows. In Fig. 6, three different
implementations with Arduino microcontrollers are presented.

Pictures in the top row used PIR motion sensors in order to detect and buzzers
to set an alarm if the movement was detected. The picture at the bottom shows the
scarecrow, which additionally has LEDs that lights as a visual warning signal.

Phase 5. Test. Testing scarecrows shows that light-based scarecrow was not so
useful as crows quickly become accustomed to the same stimulus and are no longer
afraid of it. It is recommended to try to create a scarecrow with as many lights
as possible and with different flashing and color intensities. Sound signal based
scarecrows were also not useful. Testing showed that sounds of gunshots, loud music
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Fig. 5 An example poster

or eagle sounds were more appropriate to scare away crows, however, these also
disturb many other stakeholders, including Grandmother. It is recommended to think
about what other enemies crows have, what sounds or frequencies they might fear?
Another recommendation that came as a result of testing is to combine as much
as possible recommendations identified at ideation phase—prepare an unfriendly
environment for crows-nests, hide food sources, and combine different discouraging
signals in a random sequence. Scarecrow prototype/model implementations with
Arduino allowed the girls to try out the proposed solutions. However, to create a real
scarecrow, they would need to use light bulbs instead of LEDs and a much more
powerful speaker than a buzzer, as well as additional parts providing access to audio
tracks from the internet or a memory card.
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Fig. 6 Scarecrow projects, student implementations

4 Discussion and Conclusions

During the recent years, there has been a great demand from researchers for STEAM
education, as many studies have shown its benefits for students’ motivation and
effective learning.

Researchers and practitioners recognize an integrative role of the DT approach in
STEAMeducational context. Existing studies demonstrate successfulDTapplication
examples that help to engage students in STEAM, develop STEAM content knowl-
edge and skills, contribute to developing a holistic view of the world, strengthening
empathy and human-centeredness while developing a product.

As a consequence, CT andDTarewidely observed in educational STEAMcontext
by scholars presenting theoretical interpretations of these areas and emphasizing
benefits it may provide for educational aims. However, the challenge to explore the
practical integration of activities still requires research efforts.
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While learning and teaching of CT has been extensively studied by researchers,
the definitions and components expand year by year as new areas (e.g., machine
learning) emerge, affecting the computational domain. Examples of the application
of CT in education are also being explored, as CT provides students with a range
of important skills needed for by the modern citizen. CT can be taught in a fun and
engaging way and can be applied to all subjects. But there is a wide variety of tools
and ways to teach CT, and a broader view of CT components is needed.

One of the suitable ways to teach Computational Thinking is by adopting the
Design Thinking approach.

In our study, we propose an integrative CTD framework by adopting the DT
approach in order to integrate CT in STEAM context. We present the results of an
experiment based on summer school activities for girls’, which demonstrate how the
processes of specific integrative STEAM and CT practical activities can be aligned
with the proposed CTD framework. The framework presented here also allows us to
leverage the potential of Design Thinking in CT education drawing on a systematic
review of recent research, and related taxonomic approaches.

Problem-solving methodologies through prototyping in STEAM using similar
methods to ours, can be found in the literature. Yang et al. [9] study shows
that integrating CT in cross-disciplinary practice (by mapping problem-solving
processes with CT components), makes CT integration in K-12 classrooms and
STEM curriculum more sustainable by learning.

In line with the observations of Wang [23] our study also shows that despite
many theoretical interpretations of CT, the integration of CT into STEAM education
remains a challenge. Teachers face many practical issues such as what activities and
methods are effective in integrating CT into different STEAM contexts and how
CT should be assessed. Our study makes a step by adopting the DT approach and
CT practices within the STEAM context. Conducting empirical studies in order to
assess the effectiveness of the proposed framework is positioned as a further research
direction.

Acknowledgements This project has received funding from European Social Fund (project No
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Education Data for Science: Case
of Lithuania

Audronė Jakaitienė , Rimantas Želvys , and Rita Dukynaitė

Abstract The article reviews various sources of educational data (e.g., international
large-scale studies, data registers) and their use for policy decisions and research in
Lithuania. It has been shown that a lot of data has already been collected and that
more is being accumulated. Up to 20 percent of the information gathered is used for
policy purposes and even less in research. It is noted that most of the data collected
is useful for the economic paradigm. The chapter presents case study showing that
national population-based studies and international achievement studies may send
different messages and cannot be considered in isolation.

Keywords International large-scale studies · Data registers · Education

1 Introduction

The term “data” relates to numerical facts collected for reference or information.
However, by using the term we assume that a certain body of knowledge is selected
from the overall amount of potentially available sources. In this sense data is a social
product: social institutions make decisions about what kind of data is needed, what
methods of data collection should be applied and what purposes the obtained data are
used for. Finally, decisions are made of different ways of presenting data to selected
audiences. Education is one of the social institutions where data are used for a variety
of purposes. During the last few decades one can observe a massive increase of data
collection and practical application in different domains of education. Williamson
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[29] points out two main trends in contemporary education—“datafication” and
“digitization”:

“Datafication” refers to the transformation of different aspects of education (tests scores,
school inspection reports, etc.,) into digital data. Making information about education into
digital data allows it to be inserted into databases, where it can be measured, calculations can
be performed on it, and through which it can be turned into charts, tables and other forms of
graphical presentation. “Digitization” refers to the translation of diverse educational practices
into software code: aspects of teaching and learning are digitized as e-learning software
products ([29], 5 p.).

Datafication and digitization of education support and complement one another.
Results of national examinations and testing, international large-scale student assess-
ment studies (ILSAs), various kinds of educational indicators etc., constitute massive
databases. Making sense in these databases can only be accomplished by using soft-
ware that has been coded to enable particular kinds of analyses and interpretations.
Williamson [29] concludes that we are currently witnessing signs of a new way of
thinking about education as a datafied and digitized social institution [29].

For practical application of data in education the datafied and digitized infor-
mation requires analysis and interpretation. In [20] Selwyn argues that education
cannot be understood fully without paying proper attention to the accumulation and
flow of data. Contrary to the popular understandings of data to be broadly neutral,
objective and therefore non-problematic, data are political in nature and loaded with
values, interests and assumptions that shape and limit what is done with it and by
whom. Selwyn [20] notes that generation, accumulation, processing and analysis of
digital data is now being touted as a potential panacea for many current educational
challenges and problems [20].

Major international organizations collect and present data which reflect their ideo-
logical principles and support their understanding of improving education systems
throughout the world. For example, the World Bank has developed many resources
for providing information which countries can use in order to assess their educa-
tional achievement [4]. The World Bank holds around 2 500 internationally compa-
rable education indicators for access, progression, completion, funding, etc. The
data bank covers all cycles from pre-primary to tertiary education. Since 1992 the
Organization for Economic Cooperation and Development (OECD) issues annual
reviews—“Education at a Glance”—which report the achievement of the established
indicators [16]. The reviews present data received from different available sources;
however, the OECD‘s own sources constitute the core. OECD experts also publish
country and thematic reviews on education which provide numerous statistical data.
Country reviews are not limited only on theOECDmember states and cover a broader
array of countries and education systems. E.g., Lithuania became a full member of
the organization in 2018. However, the first OECD review on national policies for
education in Lithuania was published in 2002 [13], and the recent one—in 2017
[15], just before the accession. The European Union also follows the developments
of its member states in the field of education. As means of monitoring progress and
contributing to evidence-informed policy-making through systematic data collection
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and analysis, the Member States of the European Union agreed to follow the refer-
ence levels of European average performance, or EU-level targets [26]. The yearly
evaluation of education and training systems across Europe and provision of the latest
data is presented in an annual report “Education and Training Monitor” [8]. United
Nations Educational, Scientific and Cultural Organization (UNESCO) also helds a
database of resources in education. The UNESCO Institute for Statistics, established
in 1999, is the depository of cross-nationally comparable statistics on education,
science and technology, culture and communication. The organization periodically
publishes global education monitoring reports [28]. These are just few examples of
a vast amount of available data on education which can be used on a global, regional
or national level.

The article reviews various sources of educational data (e.g., international large-
scale studies, national data registers) and their use for policy decisions and research
in Lithuania. Our goal is to quantify the share of the data used in continuous educa-
tion monitoring in Lithuania. Furthermore, we argue that education policy decisions
cannot be based solely on international surveys regardless of the national information
available on the population of country-specific students.

2 International Surveys Versus National Testing?

Data and the ways of its presentation do not necessarily provide an unbiased view
of education; it can also be misleading. In [24] Takayama and Lingard note that
the influence of datafication on the process of schooling has raised serious concerns
among many education policy researchers. They argue that datafication has inserted
a new logic in the governance of education: data and its rapid flows act as a powerful
tool of social regulation. Sjøberg [21] observes that statistics and indicators do not
just describe reality, they construct and shape reality [22]. Therefore, the excessive
usage of data raises the need for detailed inquiry and critique. Perhaps the most
explicit examples of data application which require a critical approach are the ILSAs,
which have become an indirect, but nonetheless influential tool of the new political
technology of governing theEuropean educational space by numbers [7]. “Governing
by numbers” appear to be one of the key policy instruments of theGlobal Educational
ReformMovement,which has become the leading trend of educational change during
the last several decades [19]. There are numerous research publicationswhich analyse
cases of governing education through data. Researchers often focus on the pros and
cons of the usage of data acquired by initiating large-scale comparative studies. E.g.,
Addey [1] describes the way the OECD uses the results of ILSAs for policy-making
purposes [1]. The author notes that by the use of ILSAs the OECD creates a global
system that generates, collects, manages, compares and analyses data and in that way
the organization exercises of governance of global education. Ozga [17] observes that
constant comparison has become a distinctive mode of operation in education [17].
In this sense comparison in itself can also be considered as a tool of governance:
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Comparison is used to provide evidence that legitimises political actions, through such
devices as the “international spectacle” of “success” or “failure” and the “politics of mutual
accountability” through league tables of performance. The constant collection of data that
apparently estimate or reflect “public opinion” produces a need for further data that justify
activity ([17], 158 p.).

Scholars also note that statistical data and league tables of student performance
can also be used for justification of educational reforms, initiated by the national
governments. Even when countries demonstrate similar ILSAs results, they often
implement different policies and take different tracks to try to improve their educa-
tional performances [3, 5]. Reaction often depends on the current political situation.
Opposition often tends to use poor performance in comparative studies to discredit
the ruling political parties. New governments may differently emphasize the purpose
of participation in ILSAs to create point of distinction from previous governments
[2]. In [7] Grek analysed reactions to PISA (Programme for International Student
Assessment) results of governments and media in three European countries: Finland,
Germany andUnitedKingdom. InFinland the resultswere receivedwith neutrality by
the media and by surprise by the government. Surprisingly, the Finnish government
decided to proceed with the reforms despite the worldwide acclaim of the existing
education system. In Germany negative evaluation of PISA results dominated in the
media and German government was urged to undertake urgent educational reforms.
As a result, the government introduced national testing of learning outcomes in core
subjects. The media in United Kingdom was not very critical about the moderate
PISA results. In contrast to the other two countries, the government did not under-
take any reform efforts and just noted that PISA is a good marketing instrument for
education. Grek [7] summarizes that one can observe at least three different reac-
tions to PISA results: PISA-surprise in Finland, PISA-shock in Germany and PISA-
promotion in the United Kingdom [7]. Interestingly, though success of Finland in
PISA came as a surprise, Finnish educators themselves are not as excited about PISA
results as many foreigners would expect. They are afraid that growing preoccupation
with student performance in PISA and governmental reforms will eventually lead to
narrowing of school curriculum and creating “PISA classrooms” and “PISA schools”
[18]. Jakupec and Meier [10] observe that results of the first PISA study in 2000 in
Germany as well as in many other Central European countries caused a wide array
of feelings: disbelief, horror, agreement, discontent and rejection [10]. German and
French media called the PISA results of their countries catastrophic. Jakupec and
Meier [10] think that situation has not improved much since then and Central Euro-
pean countries still experience aftershocks [10]. In [12] Lockheed and Wagemaker
reflect on different roles assigned to ILSAs. The authors note that at first the results
were mainly used as “thermometers” that measured student achievement at national
level; recently they are more often used as “whips” used to motivate countries to take
policy actions to improve their education systems. Taken alone, these tools do not
provide sufficient information to inform policy. Many poorly performing countries
are not happy with their place in the league table which the “thermometer” shows
and refuse to publish their scores in international reports or just opt out of future
assessments. Lockheed and Wagemaker [12] conclude that in order to make ILSAs
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useful policy tools, the two major missions need to be aligned and have to be given
equal weight [12]. Steiner-Khamsi andWaldow [23], discussing the impact of ILSAs
on national education policies, refer to the terms “scandalisation” and “projection”
[23]. Scandalisation means highlighting the weaknesses of one’s own educational
system as a result of comparison. The result of comparison to a large extent depends
on the choice of a country as a reference society. Scandalisation can bear a rather
subjective nature, e. g., it can even occur when ILSAs results are very good in case
there is a perception that they have been achieved at too high a price. Projection
means that observers see what they want to see, though what is observed may not
actually exist:

Projections serve to legitimate or de-legitimate educational policies and agendas in the place
from where the projection is made. Conceptions of”good” and”bad” education are projected
onto countries or regions like a slide or film is projected onto a projection screen. Reference
societies will thus usually be depicted in a very selective way, with certain aspects being
emphasised out of proportion and complex or contradictory aspects being presented in a
simplified way ([23], 2018, 560 p.)

Results of ILSAs mainly serve for the purposes of making comparisons between
countries and composing league tables. Scores of national testing and examination in
many countries serve other purposes: they are used for monitoring the performance
of national systems of education and student enrolment to higher education institu-
tions. School leaving examinations are treated as high stakes examinations by both
students and their parents as their results can determine the acquisition of state grants
and/or the possibility to join the desired study program. Besides that, examination
results can be used for holding regions, teachers and schools accountable. E.g., in
[27] Tyumeneva notes that in Russia schools with poor school leaving examination
scores may be subject to closer school inspection. Regional ministries and munic-
ipalities use the examination data for school ranking purposes, and some regional
ministries even establish funding priorities based on the examination results. Exam-
ination results are also used to hold teachers accountable and to distribute bonuses:
a national wage system provides teachers with bonuses based on the performance
of their students [27]. Tampayeva [25] also admits that in post-socialist countries, in
particular,Kazakhstan, national testing has a broadermission than just the assessment
of student achievement and enrolment to higher education institutions [25]. Besides
educational, it also serves a moral purpose: avoiding cheating among students and
preventing corruption among educators.

While results of national testing or school leaving examinations may bear signif-
icant consequences for schools, teachers and students, results of ILSAs seem to
be more important for politicians and educational decision-makers. However, in
countries and territories where strong motivation to demonstrate good performance
in international comparative studies prevails (Honkong, Taiwan, Singapore, etc.),
parents, students and society at large also tend to take the completion of the tasks
seriously [21]. No wonder that these countries and territories are leading in many
international student surveys. On the other hand, in a number of Western countries
schools, students and parents, unlike educational policy-makers, are less sensitive to
the results of ILSAs. In these countries students do not see much reason in making
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their best and thus leavemany test items uncompleted. E.g., in completing PISA 2009
test items, only 91% of Australian students reached the end of the test. In contrast,
98% of Shanghai students reached the end of the test, which means that Australia’s
average score was negatively affected by the 9% of students who did not complete
the test [6]. One can assume that the data obtained reflects not only the factual student
achievement, but also the level of their motivation.

Differences of approach towards ILSAs and national testing lead to amore general
issue of educational goals. In [10] Jakupec andMeier claim that theOECD, following
the Anglo-Saxon tradition, is firmly rooted in promoting homo economicus. In
contrast there is a Central European dominant cultural content leading to a human-
istic development of individuals with a focus on homo academicus. In this sense
education is understood as a highly individualised act, based on an educational-
philosophical ideal and following a certain set of values. Jakupec and Meier [10]
wonder whether this humanistic approach is compatible with economization and
utilization of education, promoted by the OECD under the banner of economic
competitiveness [10]. The increasing importance of quantitative data also implies
the shift from homo academicus to homo economicus. In [22] Sjøberg notes that by
using the set of established indicators the OECD seeks to standardize and univer-
salize education systems and tends to ignore the local context and national curricula.
In the process of transformation of educational goals into performance indicators the
moral and humanistic aspects of education are “lost in translation” and are reduced
to several measurable targets [11]. International measurable and comparable targets
as a rule reflect the economic dimension of education (key competencies, meeting
the needs of the global labour market, etc.). From the point of view of politicians
and society at large, performance indicators becomemore important than educational
goals, achievement of which they were supposed to reflect. Eventually policy makers
consider international performance indicators as points of reference in planning and
implementing educational reforms.

3 Sources of Education Data in Lithuania

In this section, we will review the data sources Lithuania has and the amounts of data
stored there. In total there are 20 information systems (IS)1 and 9 registers2 related
to education in Lithuania. Of the 20 information systems, nine are national-level.
Six IS have information related to libraries, scholarships or other institutions, and
we will not consider them in this analysis (see Table 1 for the full title and website
link).

KRISIN is IS to start from as it accumulates all legal information about all IS,
registries, and classifiers applicable in Lithuania as well as recent changes of them.
There one might find links to all other IS and registries. However, all information,

1 https://www.krisin.smm.lt/aikos2-krisin/public/sistemuSarasas.xhtml.
2 https://www.krisin.smm.lt/aikos2-krisin/public/registruSarasas.xhtml.

https://www.krisin.smm.lt/aikos2-krisin/public/sistemuSarasas.xhtml
https://www.krisin.smm.lt/aikos2-krisin/public/registruSarasas.xhtml
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Table 1 List of information systems and registries for education in Lithuania

INFORMATION SYSTEMS

KRISIN. Information System for Accounting of Education and Science Information Systems,
Registers and Classifiers. http://www.krisin.smm.lt
EMIS. Education Management Information System. http://www.svis.smm.lt
NEMIS. Information System for Out-of-School and Non-participating in Education Pupils
https://nemis.emokykla.lt/

REGISTRIES

Individual level database
Student registry (MR). https://mokiniai.emokykla.lt
Teacher registry (PR). https://pedagogai.emokykla.lt/
Student (higher education) registry (SR). https://studentai.emokykla.lt/studreg/
Institutional database
Registry of educational and scientific institutions (ŠMIR). https://www.smir.smm.lt/
Programs and Certificates database
Registry of Studies, Training Programs and Qualifications (SMPKR). https://www.smpkr.
smm.lt/
Registry of Non-formal Educational Programs (NŠPR). http://www.ktprr.smm.lt/
Registry of Diplomas, Certificates and Qualifications (DAKPR). https://www.dakpr.smm.lt/
Registry of Education Certificates and Forms (IPBR). https://www.ipbr.smm.lt/
Registry of Licenses (LICR). https://www.licr.smm.lt/

except somegraphical information fromEMIS, is available inLithuanian. In addition,
all IS and registries lacks basic descriptive information, for example, how many
variables are stored in IS, how number of records stored is changing over time.
Information about IS or registry size can be found in legal documents. From the latter
we know that student registry (MR) has around 80 variables about each pupil. The
teacher registry collects 40 variables, and the scholar registry (SR) has 95 variables
about each student. The largest data base is EMIS which integrates around 300
variables from 26 registries or IS (e.g., Lithuanian Statistics, SR, PR, SR, NEMIS,
Centre of Registers, State Tax Inspectorate and other). EMIS is main IS which might
be used and analysed for policy making matters as well as research. EMIS collects
data on pre-school, primary, basic, secondary education, vocational training, and
studies. The data are used to calculate indicators, the monitoring of which allows
to assess the state of education in Lithuania. Using the system users might analyse
the collected data in various cross-sections. NEMIS accumulates information about
out-of-school children and children who do not attend school. All registries and IS
mentioned collect data about the entire Lithuanian student population. 54 educational
variables from the described sources are available in the Lithuanian OpenData Portal
(https://data.gov.lt).

In addition to nationally collected data, Lithuania actively participates in inter-
national surveys organized by the International Association for the Evaluation of
Educational Achievement (IEA), the Organization for Economic Cooperation and
Development (OECD), the Swedish Council for Information on Alcohol and Other
Drugs (CAN) and the World Health Organization (WHO). Surveys participated and
future survey Lithuania is about to participate are presented in Table 2. We observe

http://www.krisin.smm.lt
http://www.svis.smm.lt
https://nemis.emokykla.lt/
https://mokiniai.emokykla.lt
https://pedagogai.emokykla.lt/
https://studentai.emokykla.lt/studreg/
https://www.smir.smm.lt/
https://www.smpkr.smm.lt/
http://www.ktprr.smm.lt/
https://www.dakpr.smm.lt/
https://www.ipbr.smm.lt/
https://www.licr.smm.lt/
https://data.gov.lt
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that Lithuania actively participates in many international studies starting year 1995.
With each survey, we have an additional substantial amount of data. For example, the
main PISA 2018 data files will include: the student-questionnaire data file (which
also includes estimates of student performance and parent-questionnaire data), the
school-questionnaire data file, the teacher-questionnaire data file, and the cognitive
item data file. Only for the PISA survey, we count variables in thousands rather than
in hundreds. Therefore, we have a large amount of data to monitor and investigate
education. However, one should not forget that in all ILSA data are collected for
stratified random sample and information is summarized for a population of country.
In Table 3, we provide sample size of students that participated in most recent PISA,
TIMSS, PIRLS, ICCS studies. For example, population size for 4th and 8th grade
is 21–24 thousand students (depending on a year analysed), therefore in TIMSS
participate roughly 20–25% of total students.

4 How Much Data Do We Explore?

In the previous section, we summarise all sources of data for education. As presented,
there is a substantial amount of data available. Having this data in mind, we should
realize that researchers who would like to conduct empirical analysis on national or
international data analysis should have applicable statistical and informatics skills to
be able to analyse educational data. This leads that sociology studies should reflect
this need in school, vocational or university programs. Thus, we have sufficient
amount of information to analyse, but how much we use for policy decisions as well
as research?

The monitoring of education and science in Lithuania is organized on the basis
of the Law on Education of the Republic of Lithuania (Article 53) and the Law on
Science and Studies of the Republic of Lithuania. The description of the procedure
for monitoring education and science is approved by the order of the Minister of
Education, Science, and Sport of the Republic of Lithuania. This procedure provides
for the country’s strategic, operational, tactical and forward-looking indicators. The
list of indicators is reviewed once a year. EMIS regularly collects, calculates, and
disseminates strategic and tactical indicators. Strategic indicators are in line with the
main educational CIPO model (see Fig. 1): context (C), input (I), process (P), and
output/outcome (O).

For monitoring Lithuanian education system, there are in total 42 strategic indi-
cators selected: 6 context, 12 input, 11 process, and 13 output/outcome. In addition,
16 tactical indicators are provided. From Table 4, we read that output/outcome of
education is measured using ILSAs results in Lithuania and national examination
information is treated as tactical indicators. Strategic indicators used for continuous
monitoring of the state of education in Lithuania make up around 14% (42 indicators
out of 300) of the information collected by EMIS. Tactical indicators add another 6
percentage points.
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Table 3 Sample size for the latest PISA, TIMSS, PIRLS and ICCS studies for Lithuania

Survey Sample size in strata Total sample size

Lithuanian Polish Russian

PISA 2015 5153 624 748 6525

PISA 2018 5868 475 542 6885

eTIMSS 2019
8th grade

3031 418 377 3826

TIMSS 2019
8th grade

1482 89 116 1687

eTIMSS 2019
4th grade

2877 455 409 3741

TIMSS 2019
4th grade

1367 101 119 1587

PIRLS 2016 2947 564 806 4317

ICCS 2016 2767 356 508 3631

Input
(12 variables)

Process
(11 variables)

Output/outcome
(13 variables)

Context
(6 variables)

Fig. 1 CIPOmodel andnumber of selected variables formonitoring ofLithuanian education system

To find out how many variables were used in research, we explored google
scholar with the aim of finding out how often information from the EMIS and
NEMIS databases was used in publications. We review articles from 2017. We used
following search keywords inEnglish aswell asLithuanian: “EducationManagement
Information and Lithuania”, “Education Management Information or Lithuania”.

EMIS database was used in 23 research papers of which 5 papers discuss medical
issues as the rest is related to education. 1 paper used student registry to analyse links
between asthma and pollution in Vilnius (population study). We could not find any
paper using NEMIS database. We also found no articles in which the whole set of
strategic and tactic indicators would have been analysed for the monitoring of the
Lithuanian education system.
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Table 4 Total list of variables selected for monitoring of Lithuanian education system in EMIS
according CIPO model

Type Indicators

Context 1. Population change
2. Proportion of people of working age who do not work or study anywhere
3. Proportion of the population living below the poverty line
4. Number of persons suspected of (charged with) criminal offences per 100,000
population
5. Number of suicides per 100,000 population
6. GDP per capita

Input 1. Distribution of students by gender
2. Average age of teaching staff
3. Distribution of teaching staff by gender
4. Share of highly qualified teaching staff
5. Average age of heads of educational institutions
6. Distribution of heads of educational institutions by gender
7. State and municipal budget expenditures on education as % of GDP
8. Average funds per student
9. Share of funds allocated to education by individuals and legal entities
10. Share of educational institutions that do not require major repairs to any part of
the building
11. Share of educational institutions adapted for people with disabilities
12. Share of educational institutions with laboratories and / or technical classes

Process 1. Proportion of students who choose to study science or technology
2. Number of citizens of other countries studying in Lithuania
3. Share of students in the age group
4. Share of students with disabilities
5. Share of teachers’ contact hours compared to teachers’ full working time
6. Proportion of full-time teachers
7. Ratio of teachers and other staff
8. Average number of students in a class set / group
9. Proportion of positively educational institutions implementing pre-school,
pre-primary, general education and vocational education programs in which an
external evaluation of the quality of activities has been carried out during the last four
years
10. Ratio of pupils (students) to teachers (academic staff)
11. Share of teaching staff who have participated in international exchange programs
in the last 5 years

(continued)

5 Does National Data is in Line with ILSAs?

Asalreadymentioned, policymakers consider international surveyvariables as points
of reference inmonitoring education andLithuania is not an exception. In a case study
wewill compare populationmathematics results from the 10th grade of the academic
year 2014–2015 with mathematics results coming from PISA 2015. Both data sets
roughly measure the same cohort, although examinations are different from their
nature. The 10th grade examination seeks to measure whether students successfully
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Table 4 (continued)

Type Indicators

Output 1. Share of students who have achieved a reading achievement level of at least 3 in
the OECD PISA survey
2. Share of students who have achieved a mathematics achievement level of at least 3
in the OECD PISA survey
3. Share of students who have achieved a science achievement level of at least 3 in
the OECD PISA survey
4. Percentage distribution of PIRLS 4th grade results by international levels of
reading achievement
5. Percentage distribution of TIMSS 4th grade results by international levels of
mathematics and science achievements
6. Percentage distribution of TIMSS 8th grade results by international levels of
mathematics and science achievements
7. Percentage distribution of ICCS 8th grade results by level of international civic
education and citizenship achievement
8. Individuals who have basic or above basic overall digital skills
9. Share of dropouts
10. Proportion of foreign citizens who have graduated from Lithuanian higher
education institutions

Outcome 1. Proportion of educational attainment of the population by age groups
2. Share of graduates registered in the Employment Service one year after graduation
by level of education
3. Share of students who graduated and continued their education at next level of
education or were employed in the same year

Tactical 1. Share of students with special educational needs
2. Share of students receiving financial and other support
3. Share of integrated students with special educational needs
4. Share of students who went to study under international exchange programs
5. Share of those who come to study under international exchange programs
6. Distribution of grade 2 students according to the results of the National Student
Achievement Tests (NAPPs) (achievement groups)
7. Distribution of grade 4 students according to the results of the National Student
Achievement Tests (NAPPs) (achievement levels)
8. Distribution of grade 6 students according to the results of the National Student
Achievement Tests (NAPPs) (achievement levels)
9. Distribution of grade 8 students according to the results of the National Student
Achievement Tests (NAPPs) (achievement levels)
10. Distribution of grade 10 students according to the results of the Basic Education
Learning Achievement Tests (achievement levels)
11. Distribution of students according State Matura examinations (achievement
levels)
12. Distribution of students according school Matura examinations (achievement
levels)
13. Distribution of students by annual assessments (achievement levels)
14. Distribution of students by annual average assessments (achievement levels)
14. Distribution of III gymnasium class students according to the level of study of
curriculum subjects
15. Distribution of students by zones of physical capacity
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mastered the math learning program. All students solve a single centrally prepared
test which is marked by local teachers in 10-point scale (for detailed analysis, see
[9]). PISA tests whether 15-year students have enough knowledge to solve real-world
problems.

We recall that all ILSA studies are conducted using a common framework for all
countries. Each student receives a set of items for the assessment of performance.
A generalized partial credit item response theory (IRT) model is used to create
achievement scales that are standardized with a mean score of 500 and a standard
deviationof 100 among theOECDcountries.3 PISAuses the imputationmethodology
usually referred to as plausible values [14]. The idea behind plausible values is
that the student does not solve all the items of a survey rather a specific set and
version of items. Based on the completion of the items and the available contextual
information, the plausible values for each set of items (even if not solved by the
student) are estimated using IRT theory. The objective of ILSAs is to provide an
unbiased assessment of the achievement of a targeted student population rather than
an individual student. This means that we do not suppose to monitor the student’s
performance using ILSA information.

As for now, we have explained some methodological differences between two
tests. Let us look at how the resulting distribution is similar or different and whether
one can draw common conclusions fromboth sets. In ILSAs (in linewith IRT theory),
estimated plausible values are fitted to the normal distribution (see Fig. 2 panel B).
Distribution of 10th grade results do not follow normal and ismore similar to uniform
distribution (see Fig. 2 panel A). Mode of 10th grade achievements is equal to 4,
which is lowest positive grade. The average achievement score from PISA is close
to 500, meaning that Lithuanian students handle the PISA test close to the OECD
average. Consequently, Lithuania’s achievements are on average good according to
the PISA, and they are on average poor according to national examination. This case
study raises many questions about the quality of the tests, the principles of their
organization, which we will leave to answer in other studies. However, the answer to
the question of whether we can shape policy by analysing only ILSA data is rather
no than yes.

6 Conclusions

The article reviews various sources of educational data (e.g., international large-
scale student achievement studies, data registers) and their use for policy decisions
and research in Lithuania. It has been shown that a lot of data has already been
collected and that more is being accumulated. The last section presents case studies
showing that national population-based studies and international achievement studies
may send different messages and cannot be considered in isolation. The centralised
national examination of student achievement has been conducted for two decades in

3 ILSA-Gateway: PISA 2018 Results | ILSA-Gateway.
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A. B.

Fig. 2 Distribution of results from 10th grade academic year 2014–2015 (A.) and PISA 2015 (B.)

Lithuania, which is an invaluable asset of the country that allows the longitudinal
education system, schools and individual progress analysis. In our opinion, the use
of international surveys can only be indirect or as an expert judgment about the state
of education in Lithuania, as information from national examinations is available to
the whole population and a representative sample is used in international surveys.

For educational monitoring purposes, we follow up to 20% of the information
collected in EMIS. The rest of information is used on some occasions for analysing
specific situations. Analysing scientific articles published after 2017, we found that
EMIS information is used only in 23 publications. The NEMIS information is not
used in scientific articles. Thus, collected information is used to a limited extent
in scientific educational research, and it would be interesting to investigate why
researchers are not inclined to use the accumulated IS information in their scientific
research. We also were not able to find any research paper that would analyse the
whole set of strategic and tactic indicators for the monitoring of the Lithuanian
education system.

Our research reveals that educational development in Lithuania follows the global
tendency of change from socio-cultural to economic paradigm. From the very begin-
ning education in Lithuania wasmainly focused on achieving the socio-cultural goals
of fostering one’s individual skills and talents and developing a culturally andmorally
advanced society. However, during the last three decades the rise of a new public
management and Global Education Reform Movement led to a major change of
educational rhetoric. Apparently, the main goal of contemporary education becomes
the development of key competences required by the international labour market.
The usage of international standardized and unified data contributes to the further
shift towards homo economicus in education.
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Imbalanced Data Classification
Approach Based on Clustered Training
Set

Dalia Breskuvienė and Gintautas Dzemyda

Abstract Fraud detection is a system that prevents criminals from obtaining finan-
cial assets. The research aims to increase machine learning prediction quality on
fraudulent cases as well as decrease false positive and false negative cases in pre-
diction. Fraudulent data like credit card transactions are usually imbalanced data,
and standard machine learning techniques cannot achieve the desired quality lev-
els in this scenario. This paper proposes a clustering-based classification method to
improve the recall. For the experimental evaluation, we use a credit card transaction
database. Firstly we suggest finding the optimal features and number of clusters to
create smaller, more homogeneous training sets, which we train on separate machine
learning models. The second step is to find relevant percentages to undersample each
cluster to compensate for sharply imbalanced data. Our baseline recall is 0.845. By
applying the proposed method, we improved the recall to 0.867. Moreover, classi-
fication of fraudulent cases that were labeled as regular decreased from 323 to 278,
i.e. by 13.9%. The statistical test has shown that decrease is significant.

Keywords Imbalanced data · k-means · Undersampling · Recall ·
Classification · Fraud detection

1 Introduction

Financial fraud is a growing issue for financial institutions and individuals, especially
in times of instability, such as the pandemic lockdowns [1]. Fraud can cause a loss of
money or domassive harm to the reputation of institutions. Also, fraudster attacks can
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have a wide range of harm to individuals, from small financial losses to significant
financial problems, even leading to death. Lawbreakers are searching for and finding
different ways to steal credit card information, trick people into transferring large
amounts of money, or other frauds.

Financial institutions like banks or insurance companies apply various methods
and approaches, includingmachine learning, on transactional data to fight fraudsters’
attacks. In our case, the fraudulent transactions data set is binary as we can split it
into two distinct classes—fraudulent versus regular transactions. Fraudulent cases
are called Minority class as there are much fewer instances, while Regular transac-
tions are called Majority class. Binary data set is defined as imbalanced when one
of two classes is much more prevalent in the data than the other one. As fraudulent
transactions are a rare event that leads to a sharply imbalanced data set. Standard
machine learning algorithms treat data sets as roughly balanced, which can cause
inaccurate results if usedwith imbalanceddata sets.Additionally, researchers are con-
fronted with data set size, label noise, and data distribution problems when working
with such data sets. Some scientists state that it is crucial to understand imbalanced
data’s intrinsic characteristics and their impact on class disbalance [2]. Finally, fraud
investigation faces issues with stability as fraudsters change their ways of stealing
information and scamming scenarios. Here, the machine learning algorithm needs
to be adapted or retrained frequently. The purpose of our research is to increase
machine learning predictions quality on fraudulent cases and significantly reduce
false positive and false negative cases in prediction.

The following part of this paper includes a literature review on imbalanced data
classification problems, their solutions, and fraud detection challenges. Section3
describes the theoretical approach of training data preprocessing to improve classifier
performance. The experimental results can be found in Sect. 4, with an explanation
of the data structure. Eventually, the last part of the paper contains the conclusions
and aspirations for future work. Our findings can be applied not only to fraudulent
transaction data but also to other research areas. Day-to-day life naturally produces
imbalanced data, like the healthcare sector, which is an excellent illustration as it
provides many imbalanced data examples such as cancer detection [3], Covid-19
detection [4], and similar.

2 Literature Review

In the community of researchers, interest in imbalanced datasets has been growing in
the last ten years. Figure1 shows the query “Imbalanced data” in Clarivate Analytics
of Web of Science Core Collection [5] results.

Traditional machine learning algorithms expect to get balanced data set for
training. The imbalance data classification problem can be solved on the data
level by balancing the training data set or on the algorithm level by adjusting the
machine learning algorithm. One of the algorithm-level solutions is modifying the
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Fig. 1 “Imbalanced data” publications in Clarivate

Fig. 2 Number of publications on undersampling and oversampling techniques

classification threshold by the relevant percent to use those algorithms efficiently
[6]. Some machine learning algorithms like SVM or XGBoost have parameters to
set weights on different classes.

A widespread way to do optimization on the data-level is to resample the training
data set. Researchers use various oversampling and/or undersampling techniques for
better machine learning performance. Oversampling is currently much more popular
among the researcher’s community, as shown in Fig. 2. We see these trends when
analyzing the Clarivate Analytics of Web of Science Core Collection.

However, both of them carry their advantages and disadvantages. In order to
apply resampling methods, the main question that needs to be answered is what
share of Minority and Majority classes is the optimal one. The experiment in [7]
uses the oversampling method with approximately a 30/70 split on traffic accident
data. A popular oversampling technique is SMOTE [8]. It creates synthetic Minority
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class instances by choosing some of the nearest Minority neighbors, and it generates
new samples using the interpolation method between the Minority instances that lie
together. Generated data usually do not have accurate probabilistic distribution and
are not diverse enough. [9] recommends using “Binary imbalanced data classification
based on diversity oversampling using extreme learning machine autoencoder” and
“Binary imbalanced data classification based on diversity oversampling by a gen-
erative adversarial network.” The authors conclude that experimental results show
promising performance on imbalanced data classification. However, oversampling
techniques require more extensive computational power to generate additional data
rows.

When living in the big data world, generating large amounts of additional arti-
ficial data does not make sense. In this case, researchers try to find optimal data
balance utilizing the undersampling methods. There are many papers published on
the topic of undersampling [10–13]. Regardless, a comparison of the undersampling
and oversampling techniques showed that the oversampling approach (SMOTE)
behaved more robustly than the undersampling (RUS) method in noisy conditions
[14]. The experimental results [15] suggest using oversampling rather than undersam-
pling. However, the experimental outcomes were not explicit because undersampling
showed better results in several machine learning models in the same experiment.
Themost significant disadvantage of undersampling is the data loss, which can create
a non-representative data set.

Finding a correct metric to measure the model’s performance is an additional
issue. The classifier outcome can be grouped into four buckets, as shown in Fig. 3.

Traditional classifiers are built to improve accuracy and the percentage of correctly
labeled values for the test data, which is unsuitable for an Imbalanced data set. For
instance, if the bank has 0.5% of fraudulent transactions, then the model which labels
every transaction as non-fraudulent would have an accuracy of 99.5%. One of the
measures used in such a case could be the F1 score as suggested in [16]. The F1
score is a harmonic mean of precision and recall, and the input of precision and
recall have the same preference. Precision is a measure of quality, and recall is
a measure of quantity. Higher precision implies that an algorithm produces more
relevant outcomes than irrelevant ones. In contrast, high recall indicates that an

Fig. 3 Confusion matrix
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algorithm produces most of the relevant results (nevertheless, irrelevant values are
also returned). The ideal value of the F1 score is 1, and the poorest is 0. The formula
for the F1 score is:

F1 = 2 ∗ precision ∗ recall

precision + recall
(1)

precision = T P

T P + FP
(2)

recall = T P

T P + FN
, (3)

where T P–a prediction results that correctly indicates the presence of a fraudulent
transactions (True Positive). FP–a prediction result which wrongly indicates that
a fraudulent transaction is present (False Positive). FN–a prediction result which
wrongly indicates that a fraudulent transaction is absent (False Negative)

Additionally, the research’s primary goal is to increase the number of correctly
labeled fraudulent transactions T P and to reduce the number of fraudulent transac-
tions labeled as regular FN . The secondary goal is to mitigate regular transactions
labeled as fraudulent FP . This paper will focus on the primary goal that is aimed by
increasing the recall.

3 Our Approach

This paper explores ways to improve the model performance for tasks with imbal-
anced data sets. We apply this approach on transactional data to predict future fraud-
ulent transactions based on past transactions.

Consider the multidimensional data set as an array X = {Xi = (xi1, . . . , xin),
i = 1, . . . ,m} of n-dimensional data points Xi ∈ R

n . In general, data point Xi =
(xi1, . . . , xin) is the result of observation of some object or phenomenon dependent
on n features x1, . . . , xn . In addition, each data point belongs to some class yi . In our
case, features describe particular characteristics of customers financial behaviour,
and we have two classes—Regular and Fraudulent transactions, i.e. yi ∈ {0; 1}. The
goal is to develop a classification model that assigns the class number to the points
with unknown class.

We are creating a classifier that allows us to predict fraudulent transactions. The
labeled (regular or fraudulent transactions) data serves for model development. This
data consists of training and validation data. Furthermore, the testing data is used to
evaluate model performance.

The idea of our approach is to train several classifiers on clustered training data.
E.g., k-means may be used for clustering. The optimal number of clusters is chosen.
Each machine learning model can be created separately based on the cluster data,
i.e., we get some sub-models/sub-classifiers. Which sub-classifier will be activated
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Fig. 4 Algorithm schema

to predict the label depends on the Euclidean distance of the particular test set data
point to the training set cluster center. In addition, we use validation data set for
optimizing the sub-model performance. The scheme of the decision process can be
found in the Fig. 4.
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Fig. 5 Data set split

Data set split.We split data into Train, Validation and Test sets, where Test set con-
sists of newer data as compared with Train and Validation sets, so for the training
and validation sets, we use the same time period, but for the testing, we have used
the period after the training (Fig. 5).

Clustering. Our research focuses on splitting the initial training set into smaller
clusters using the k-means clustering algorithm. k-means algorithm clusters data by
separating instances into k clusters by reducing within-cluster sum-of-squares:

min
k∑

i=1

∑

X j∈Ci

∥∥X j − μi

∥∥2
, (4)

where μi is the mean of points in Ci .
In order to use the k-means algorithm, it is amust to specify the number of clusters.

Even though there is no single way to determine the optimal number of clusters, it
can be done visually or using the Silhouette Coefficient.

A well-known way to visually decide on the number of clusters is the Elbow
method. It helps data scientists to select the optimal number of clusters by drawing
the line with the distortion score (sum of square errors) or other relevant scores on
the vertical axes and the number of clusters on the horizontal axes. In this case, the
“error” is the distance between each data point and the centroid—calculated or actual
data point representing the center of the cluster. If the line chart corresponds to an
arm, then the “elbow” indicates the point where the model fits the best.

However, sometimes it is hard to identify where an elbow is as a line could be
too straight or wavy. In this case, the Silhouette score can be used as a guideline.
The highest Silhouette score shows the goodness of the clustering performance. The
Silhouette score measures how similar a data point is to its cluster compared to other
clusters, and it is calculated for a particular data point Xi as [17]:

s(Xi ) = (b(Xi ) − a(Xi ))

max {a(Xi ), b(Xi )} (5)
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a(Xi ) = 1

|CI | − 1

∑

X j /∈CI ,i �= j

d(Xi , X j ) (6)

b(Xi ) = min
j,i �= j

∑

X j∈CJ

d(Xi , X j )

|CJ | (7)

where |CI | is the number of data points belonging to cluster I , a(Xi ) is intra-cluster
distance, b(Xi ) is the Euclidian distance between the data point Xi and the nearest
cluster that the point is not a part of. In our case, d(Xi , X j ) is the Euclidean distance
between data points Xi and X j .

The range of the Silhouette Coefficient values is between −1 and 1, where the
best score is one and indicates that the instance is far away from the other clusters as
compared with its cluster. The negative values imply that samples can be assigned
to the wrong clusters [18].

We used Silhouette Coefficient to select relevant features and the number of clus-
ters. Additionally, we evaluated the results by plotting an elbow graph. We suggest
empirically checking the feature combinations and the number of clusters until choos-
ing those that satisfy the expectations. The criterion for selecting relevant features
and the optimal number of clusters is the highest Silhouette score for various com-
binations of features.

It is important to mention that the k-means algorithm is sensitive to the amplitude
of the feature values, so it is necessary to use the scaling method before the k-means
algorithm.

Undersampling.After determining the features used for clustering and the number of
clusters k, the initial training set is divided into smaller k training sub-sets, which are
used as training sets for individual machine learning models. However, each cluster
is still imbalanced. We suggest to utilize the undersampling method to balance data.

We propose to use an individual random undersampling strategy for each training
cluster. In our case, the undersampling means leaving all points of the minor class
(fraudulent cases) and removing some percentage (call it undersampling percentage)
of points from the majority class (regular transactions).

The validation set is utilized to individually determine the best-performing under-
sampling percentage for each cluster. Let us fix some undersampling percentages
for the clusters. When the undersampling of the training set is performed, k sub-
classifiers are trained. We go through all validation data set points and apply one of
the sub-classifier for decision. The criterion for the selection of a proper classifier is
the minimal Euclidean distance between the validation set point and the correspond-
ing cluster center of training data. We check the best performing undersampling
percentage for each training cluster by calculating the F1 score on the validation
data. While our primary goal is to improve recall, we use the F1 score in selecting
the best performing resampling percent, because otherwise we could end up having
an unacceptable number of regular transactions labeled as fraudulent.
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Model performance measure. Model performance is measured by the recall. We
compare the recall calculated for model performance without clustering and under-
sampling technique on the training set and the recall when applying our approach.

4 Experimental Results

4.1 Used Data

Fraudulent transactions are usually sensitive data that is not publically accessible.
Moreover, financial institutions’ reputational risk and confidence are affected by
reportingunusually highnumbers of frauddata.Real data of such type are undisclosed
by financial institutions. In this case, synthetic data helps to create new algorithms,
methods, or strategies for fraud detection. This paper uses Synthetic Credit Card
Transaction data created by Erik R. Altman, where patterns and correlations of the
actual purchases are recreated. This dataset can be accessed at https://data.world/
ealtman/synthetic-credit-card-transactions. It represents the population of theUnited
States with its distribution of age, income, living area, credit score, etc. An article
[19] describes deeper insights on the credit card transaction data generation process.
The author creates a population of customerswho live in different parts of the country
with various buying habits depending on their financial situation. In this virtualworld,
the fraudsters population exists as well. The behavior of the fraudsters is as close
to natural as possible. For instance, they buy particular goods on a preferred day
and month. They are interested in different deceptions. As shown in Figs. 6 and 7,
fraudsters are much more active during the time of 10:00–15:00 and tend to attack
older people.

Thevirtualworld has amerchandise population aswell.Merchants representmany
real-world retailers’ behavior, such asMcDonald’s,WallMart, or luxury goods shops.
Retailers’ profit is generated depending on their type. So the fraudsters’ manners are
generated based on the merchant’s service.

Fig. 6 Fraudsters attacks by age

https://data.world/ealtman/synthetic-credit-card-transactions
https://data.world/ealtman/synthetic-credit-card-transactions
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Fig. 7 Fraudsters attacks by hour

4.2 Data Cleaning and Preparation

The published data set is separated into three files. The file with the customer-related
information contains 2000 rows, the card-related file contains 6146 rows, and the
transaction-related information contains more than 24 million rows. After joining
everything into one dataset, it contains more than 24 million rows and 45 features.

Feature encoding and filtering. Columns like Apartment, Merchant State, or Zip
were removed as it has many null values that would be complicated to fill in. Fur-
thermore, they do not bring too much value overall as data in other columns gives the
equivalent information. Categorical variables with fewer unique values (less than six
unique values) were encoded using the OneHotEncodel logic, which creates a binary
column for each category. The rest of the categorical features were encoded using a
LabelEncoder when random numeric values were assigned to the categorical values.
It is essential to state that it is not the best practice to encode categorical values like
that because it creates different weights on the feature values.

The initial data set has information from 1991 until 2020, with a growing number
of transactions. For the experiment, we took data from 2014. Data from 2014 till
2018 including was used for training and validation, and data starting from 2019 till
2020 was used for testing. The data set for training and validation was split using a
30/70 share. The prepared training set contains 28 features (list of the features can be
found in the Appendix) and 5 969 329 rows, of which fraudulent cases are 0.125%.
This data set can be called extremely imbalanced. Some simple feature engineering
was done on variables like Expires_Date or Acct_Open_Date to calculate how many
days the card is valid.

4.3 Finding the Best Collection of Features and Number
of Clusters

After preprocessing, our dataset has different types of features. Some of them, like
“Amount” or “Yearly Income—Person” are float; some, like “CurrentAge” or “Day”,
are integer, and others like “CardType Debit” or “Gender Male” are binary. The
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Fig. 8 Fraudsters attacks by credit limit

binary features make issues when using the k-means algorithm [20]. Application of
k-means clustering and Euclidean distance for binary data is a controversial topic in
the research literature. However, we have chosen this way and the experiments have
proved its suitability. We standardized features using the StandardScale package
in Python, which re-scales each feature separately to have a mean of zero and a
standard deviation of one. Such a scaling in binary case of features allows passing the
information about the distribution of raw feature values to the standardized features.

There are at least a few approaches to cluster the transactions of the training set
into separate sub-sets. One way of clustering could be based on gut feeling and
experience. For example, to have clusters of a young male with a higher credit limit,
a young female with a higher credit limit, etc. It feels right to think that fraud cases
could happen to older people with middle or low-level incomes, as shown in Figs. 6
and 8.

As suggested previously, we are using the Silhouette Score to evaluate the good-
ness of the clustering. For instance,when splitting clusters as described above (by age,
gender, and credit limit), we got a Silhouette score equal to 0.3992, which is not very
high and implies that clusters’ borders are close to each other.Wehave triedmore than
280 combinations of features and a number of clusters, and the best one with a score
of 0.862248 was [CardType_Debit, HasChip_YES, Use_Chip_Swipe_Transaction].
An interesting fact is that all three features used for clustering are binary. In our case,
features mean:

• CardType_Debit feature marks if a transaction was done using a Debit card.
• HasChip_YES feature marks if a transaction was done with the card which has
a chip. A debit or credit card can have a chip that holds an integrated microchip
along with the traditional magnetic stripe. The chip gives customers more security
because they are harder to skim.

• Use_Chip_Swipe_Transaction feature marks the transactions that are done by
swiping the card through the card reader and following its instructions.

The “Elbow”method proves that 4 clusters are the optimal value with the selected
features (see Fig. 9).
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Fig. 9 Elbow for k-means clustering

Table 1 Training set clusters characteristics

Training set clusters characteristics

Cluster Number of data points Share of fraudulent
transactions (%)

1 1 522 231 0.19

2 596 897 0.11

3 2 533 953 0.15

4 1 316 248 0.02

In the graph Fig. 9, distortion score—the mean sum of squared distances to
centers—is marked on the y-axis while the number of clusters is on the x-axis. The
dotted vertical line marks the “elbow” point found using the “knee point detection
algorithm” [21].

After the splitting training set into four clusters, we can notice that they are not
equal by the size or by the share of the fraudulent cases, as shown in the table below
(see Table1).

Since clustering was done based on the three features, it is possible to plot cluster
centers in 3D.We can see from Fig. 10 that one of the clusters is located much further
than the others and that this cluster has the lowest number of data points.
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Fig. 10 Centers of the clusters

4.4 Undersampling and Model Fitting

XGBoost classifier was chosen as a machine learning model for each cluster.
XGBoost—Extreme gradient boosting—is a widely used machine learning algo-
rithm and usually achieves ‘state-of-art’ results in competitions likeKaggle. It is built
on a gradient-boosting decision tree algorithm. XGBoost is a part of the Ensemble
methods of the supervised machine learning algorithms family. However, it is not
the only model that could be chosen for this task. Competing candidate is Light
GBM—Light Gradient Boosting Machine—for the fraud detection tasks [22].

The validation set is used to individually choose the best-performing undersam-
pling percentage for each cluster. We have chosen undersampling percent, and after
resampling, sub-classifiers were trained. We go through all validation data set points
and use one of the sub-classifier for the decision. The criterion for selecting an appro-
priate classifier is the minimal Euclidean distance between the validation set point
and the corresponding cluster center of training data. We measure the best perform-
ing undersampling percent for each training cluster by computing the F1 score on
the validation data. We repeated this procedure 99 times by checking undersampling
percentages from 1 to 99.

4.5 Training Results

We see in Table2 that there is no linear or direct relationship between undersampling
percent, the share of fraudulent cases, or the size of the cluster. However, we can see
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Table 2 Undersampling performance

Undersampling results

C Train set
size

Valid. set
size

Share of
fraud (%)

Undersampling
percent

Share in
train set
after
sampling
(%)

F1 score
of valid.
set

Recall of
valid. set

1 1 522 231 653 420 0.19 87 0.22 0.85 0.75

2 596 897 255 489 0.11 91 0.12 0.77 0.63

3 2 533 953 1 084 892 0.15 49 0.30 0.82 0.72

4 1 316 248 564 483 0.02 7 0.27 0.40 0.31

Fig. 11 F1 score with different undersampling %

that the worst-performing cluster no.4 has the lowest share of fraudulent cases, and
to achieve better results, it required a low undersampling percent.

Plotted results (see Fig. 11) show that the undersampling percent and F1 score do
not have a linear dependency, and the F1 score has fluctuations.

Our baseline is the recall equal to 0.69 without the training strategy proposed in
Sect. 3. After clustering a training set into four clusters, we ran the training of sub-
classifiers ten times, including 99 different values of undersampling percent. The
average result of the recall was 0.71. With every ten runs, we got improved results
compared to the baseline. There was a slight variation between the runs’ results,
although negligible.
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Figure12 shows that undersampling percent varies a lot for each cluster with
different runs.However, the trend that the clusterwith the lowest number of fraudulent
cases (in our case, cluster no.4) has the lower undersample percent is obvious.

4.6 Classification Results

The most critical part is to measure performance on the test data set, which are
future fraudulent transactions. The procedure with the test data set is similar to the
validation data set. The test set data were standardized to specify which classifier will
make a prediction decision. The classifier which makes a decision is chosen by the
minimal Euclidean distance between the validation set point and the corresponding
cluster center of training data. To get reliable results, we ran the prediction ten times
as well. Additionally, we calculated the recall on the test set with no training strategy
to establish a baseline.

Figure13 shows that experimental results imply that clustering-based classifica-
tionwith optimal undersampling improved themachine learning performance.When
predicting fraudulent transactions with the XGBoost classifier with no training strat-
egy, the recall is 0.845, and our strategy managed to increase the performance
significantly to 0.867.

By comparing the absolute numbers (see Fig. 14), we see that the classification
of fraudulent cases that were labeled as regular decreased from 323 to 278, i.e. by
13.9%.

We perform a proportion test using the p-value approach to see if the improvement
is significant or in the other words we test if proportions of population is significantly
different. First of all, we formulate the hypothesis:

Fig. 13 F1 score on test data set



Imbalanced Data Classification Approach Based on Clustered Training Set 59

Fig. 14 Confusion matrix before and after applied strategy

H0 : p0 ≥ p

H1 : p0 < p

where p and p0 stand for the conversion rate of the T P after applying proposed strat-
egy and before applying a proposed strategy, respectively. Here we use confidence
level of 95%. Test statistic Z is calculated:

Z = p̃ − p̃0√
p̃0(1− p̃0)

n + p̃(1− p̃)
n

(8)

where p̃ and p̃0 are estimated proportion before and after applying our approach,
respectively. n is a number of total fraudulent cases in the test data set. In our case,

p̃0 = 1764/2087 = 0.8452

p̃ = 1809/2087 = 0.8668

Z = 1.9849

Using Z -score table with α = 0.05, we have p value = 0.0256. In this case, we
can conclude that the obtained increase in the classifier performance is significant.

5 Conclusions

Fraud detection is an activity to prevent financial assets from being obtained by
fraudsters. The goal of the research is to increasemachine learning predictions quality
on fraudulent cases and to decrease false negative cases in prediction. Fraudulent
data like credit card transactions usually are imbalanced data. In this case, standard
machine learning algorithms can not reach the expected levels of quality. This paper
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proposes a clustering-based classification approach to improve the recall. The idea
lies in undersampling of each cluster and further training the sub-classifiers by the
undersampled data. The decision on the dependence of a particular transaction on a
regular or fraudulent class is made by one of the sub-classifiers. For the experimental
evaluation, we use a credit card transaction database. Our baseline recall is 0.845,
obtained after the direct training of the XGBoost classifier. By applying the proposed
approach, we improved the recall to 0.867. Moreover, classification of fraudulent
cases that were labeled as regular decreased from 323 to 278, i.e. by 13.9%, that
is significant. Moreover, we found that, when the training set is properly split into
clusters and balanced separately for each cluster, the prediction score becomes higher.

6 Future Work

We plan to explore the efficiency of the proposed approach to other data sets of
fraudulent transactions. Moreover, we plan to explore if the chosen encoding method
of categorical features impacts the k-means clustering method. Additionally, we
aim to improve sampling methods and use a more advanced approach than random
undersampling.

Appendix

List of the final features used for the model training:

• Current Age—current age of the card owner.
• Retirement Age—retirement age of the card owner.
• Zipcode—zipcode of the card owner.
• Per Capita Income—Zipcode—per capita income grouped by zipcode of the
card owner.

• Yearly Income—Person—yearly income of the card owner.
• Total Debt—card owner’ total debt.
• FICO Score—is used by lenders to help make accurate, reliable, and fast credit
risk decisions across the customer life cycle. The credit risk score rank-orders
consumers by how likely they are to pay their credit obligations as agreed. Even
though score intervals vary depending on the credit scoring model, credit scores
from 580 to 669 are generally treated as fair; 670 to 739 are treated as a good; 740
to 799 are treated as very good, and 800 and up are treated as an excellent.

• Num Credit Cards—number of cards owned by the same person.
• Credit Limit—credit limit of the card.
• Gender_Male—gender of the card owner.
• CardBrand_Discover—binary feature representing if the card is “Discover”.
• CardBrand_Visa—binary feature representing if the card is “Visa” (Otherwise,
card is “MasterCard”).

• CardType_Debit—binary feature representing if the card is Debit.
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• CardType_Debit (Prepaid)—binary feature representing if the card is Debit Pre-
paid (Otherwise, the card is Credit).

• HasChip_YES—binary feature representing if the card has a chip. Chips are the
small, square computer chips that appear on debit, credit and prepaid cards to help
safeguard them against fraud.

• Month—the number of the month when transaction was made.
• Day—the number of the day when transaction was made.
• MCC—id of the merchant. For instance, Apple (MCC = 5045) or McDonalds
(MCC = 5814).

• City_cat—city of the card owner.
• Merchant_City_cat—city of the merchant.
• State_cat—State of the card owner.
• UseChip_Online Transaction—binary feature representing if the the transaction
was made online.

• Use Chip_Swipe Transaction—binary feature representing if the the transaction
was made by swiping through the card reader.

• Valid_in_Days—number of days until card will be expired.
• hour_bin—hour bin, for instance 12:00–13:00, when transaction was made.
• Amount—transferred amount.
• Error_cat1 and Error_cat2—error that happen during the transaction.
• Is_Fraud_Yes—target feature. It is binary feature representing if the transaction
is labeled as fraudulent or regular.
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Baltic States in Global Value Chains:
Quantifying International Production
Sharing at Bilateral and Sectoral Levels

Giedrė Dzemydaitė , Brigita Šidlauskaitė-Riazanova ,
and Darjuš Bartkevičius

Abstract This monograph chapter presents data science applications in analysing
global value chains (GVC) by decomposition of gross exports data. The purpose of
this chapter is to evaluate changes inBaltic States’ participation in global value chains
by quantifying international production sharing at bilateral and sectoral levels. To
achieve this purpose, we used an accounting framework that decomposed a country’s
gross exports into various value-added components, including exports value-added,
domestic content in intermediate exports, foreign content, and other double-counted
value-added components. Such a framework integrates all the previous vertical
specialization and value-added trade approaches into a unified framework. It makes
it possible to assess countries’ participation in global value chains. We presented
the disaggregated decomposition results of Baltic States with their trading partners
in 56 sectors from 2000 to 2014 based on the World Input–Output Database. We
revealed the patterns of cross-country production sharing. Empirical research results
showed that the Baltic States’ participation in global value chains was growing
during the research period. The biggest driver behind the growth was determined
by foreign value-added increases in the countries’ exports. Gross exports decompo-
sition into value-added elements revealed that a major part of foreign value-added
was impacted by value-added originating from third countries. The growth of double-
counted value-added was observed over different economic sectors, which indicated
that countries tend to participate in longer global value chains. The paper is organ-
ised as follows. First, the input–output model as a basis for quantifying international
production sharing is described. It provides the methodology used to break down
gross exports into separate value-added components. Then the study’s results on the
involvement of the Baltic States in GVCs are presented.
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Keywords Global value chains · International production sharing · Input–output
model · Decomposition of exports data · Baltic states

1 Introduction

Global value chains are becoming an essential element in understanding the global
economy. The value chain consists of the entire lifecycle of a product or service
and the steps from the product’s conception to delivery to the final consumer. This
phenomenon is unique. The whole process chain is fragmented not only at the level
of individual companies but also at the level of individual countries. Companies are
gradually moving from a traditional product-oriented approach to a task-oriented
approach, which creates the possibility to specialise at a particular stage of the
production where the company has qualifications to gain a competitive advantage.
Involvement in GVCs varies significantly across sectors, countries, and even regions.

Evaluation techniques of countries’ participation in global value chains have
evolved during the last decade. Koopman et al. [24] were among the first researchers
to distinguish the share of domestic and foreign added value in the gross exports.
They suggested a framework for analysing the countries’ participation in the GVCs.
Daudin et al. [8], Johnson and Noguera [18], and Koopman et al. [22] suggested a
methodology for assessing participation in the GVCs, while [40] presented a new
system in which gross exports were broken down into very detailed sections. This
allowed for a very detailed assessment of the countries’ participation in the GVCs.

A methodological approach for evaluating countries’ participation in GVCs has
been developed further in the most recent research [19]. Antràs and Chor [1] have
attempted to describe the various models that have provided valuable quantitative
insights into the aggregate consequences of GVCs. Borin and Mancini [3] have
extended the set of possible measures to address a wider range of empirical issues.
These improvements are likely to become increasingly relevant from a quantitative
point of view when the inter-country input–output data will become more and more
detailed.

In recent studies, there is an emerging focus on various factors, economic shocks,
and events that make an impact on changes in countries’ participation in global value
chains [13]. For example, Song et al. [37] have found that the impact of the covid-19
pandemic varied remarkably in different industries regarding forward and backward
GVC participation and GVC division of labour. Chen et al. [6] provided insights into
which regions in the EU and UK would be most affected due to Brexit through the
analysis of GVCs. The 4.0 industrial revolution raises questions about how the GVCs
will be affected by technological transformation, robotization, and new advanced
technologies usage in business [5, 12, 29]. The evolutionary approach to GVCs
analysis is still not covered topic [4, 41]. These studies reveal the broad applicability
of data science techniques in analyzing various research questions related to GVCs
and their relevance for diverse territories and events.
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However, most of the studies are focusing on the analysis of major global
economies and only a few of them analyse data on small and open economies. There-
fore, we selected to analyse the Baltic States which are small and open economies
with a path of an economic integration with the EU after the collapse of the Soviet
Union. The number of studies on the Baltic States is limited, and in most cases,
these countries are only considered in the context of larger regions [7, 20, 21],
more focused on certain economic sectors, specialization and influence on economic
growth [10, 11, 35] or global inter-industry linkages [9, 36]. Kordalska and Olczyk
[25] found a growing involvement in GVCs. Hagemejer [14], having analysed the
new EU countries, found that sectors that have imported intermediate goods have
experienced higher productivity growth. Moreover, faster productivity growth was
found in sectors further away from the final demand and in sectors exporting inter-
mediate goods. They associated the growth of sectoral productivity with the position
of a sector or in the GVCs. Hagemejer and Ghodsi [15] found in their study the
convergence of the GVC position indicator between the old European Union (EU)
and the new EU members. However, the vast majority of the EU’s old countries are
located at the end of the GVCs chains, i.e., to a large extent specialising in the final
stages of the production process. Banh et al. [2] found that the highest participation
in the GVCs between the three Baltic States was recorded in Estonia. The majority of
Estonia’s involvement in theGVCswas driven by a high share of foreign value-added
in the country’s exports.

It should be noted that the results are insufficient to highlight clear trends due
to different investigation periods, the number of countries involved, and different
databases and evaluation methods used. For the Baltic States, as small and open
economies, participation in GVCs can significantly impact economic development
and strengthen international competition. For this reason, it is appropriate to carry
out a detailed analysis of the value-added structure of gross exports and exports of
individual sectors to assess the level of involvement of countries in the GVCs.

One of the biggest challenges for researchers is the lack of relevant data. Global
input–output tables, which require integrating national supply and use tables with
official statistics, must be used to explore the country’s participation in GVCs fully.
This leads to a significant delay in the survey data period from the current year. On
the other hand, structural changes in the economy are relatively slow, and the latest
methodology in scientific literature offers new opportunities—the possibility of a
highly detailed decomposition of gross exports into value-added components with
different economic meanings.

The remainder of this paper is organized as follows. The next section goes into
detail about the input–output model for quantifying international production sharing.
The third section introduces the methodological approach by explaining the break-
down of gross exports into separate value-added components. The fourth section
presents the results of the involvement of the Baltic States in GVCs. Finally, the fifth
section summarizes and concludes.
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2 Input–Output Model for Quantifying International
Production Sharing

This research is based on a global input–output model. A modern national input–
outputmodelwas developed byV.Leontiev in the late 1930s [28]. Themost important
advantage of the proposed approach is that it makes it possible, without significant
information losses, to aggregate a large number of statistics, identify their interde-
pendencies, and describe in mathematical terms the most important macroeconomic
indicators and the distribution of production and trade flows by industry.

The national input–outputmodel has beenwidely used to investigate one country’s
economy.At a later stage, an adaptation of the gravitymodel [26]was proposed for the
international assessment of cross-border flows between several countries. However,
a broader investigation of relations between different countries was introduced rela-
tively recently, with more detailed investigations only taking place between 1970
and 1990 [31–34] and the impact of European economic integration was examined
in more detail later.

It is drawn up in the form of a table in which the economic sectors are placed in the
same order in rows and columns. The rows additionally distinguish specific value-
added elements by income (labour and capital income) and in columns by final
consumption elements (household consumption, government expenditure, invest-
ment, etc.). The theoretical model for M countries and the N sector is shown in
Fig. 1.

The red rectangle reflects the matrix of intermediate production, whose dimen-
sions, in this case, are 2464 × 2464. Each matrix field reflects the export value of a
given country and sector to the country and sector concerned. For example, the first
field represents the production of Sector 1 in Country 1 and the consumption in the
same sector in the same country. At that time, the lower value of the first column
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Fig. 1 Global input–output table model with M countries and N sectors
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represents the value of Sector N in Country M and exports to Sector 1 in Country 1.
The blue rectangle reflects the matrix of final demand in which the first field refers to
the value of the final production produced in Sector 1 in Country 1 and consumed in
Country 1. At this time, the lower value of the first column indicates the consumption
of the final production of Country M by Sector N in Country 1. Finally, the green
rectangle reflects the value-added matrix in which each field indicates the amount of
value-added in the respective country and sector. All remaining fields of the matrix
can be interpreted in the same logic.

In order to carry out an input–output analysis, we need to calculate direct input
coefficients. The direct input coefficient aij is the volume of resource i needed to
produce a unit of product j:

ai j = zi j
X j

(1)

where X j—j gross output, zi j , —input of i which is necessary for the production of
product j. The formula can be transformed into this expression:

zi j = ai j X j (2)

We can then write the input–output matrix as follows:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

X1

X2

=
=

a11X1 + a12X2 + . . . a1n Xn + Y1
a21X1 + a22X2 + . . . a2n Xn + Y2

... =
Xn = an1X1 + an2X2 + . . . ann Xn + Yn

(3)

where Y is the final demand for the sector’s output. The reconversion of the matrix
gives us:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(1 − a11)X1 − a12X2 − . . . − a1n Xn = Y1
−a21X1 + (1 − a22)X2 − . . . − a2n Xn = Y2

...

−an1X1
− an2X2 − . . . + (1 − ann)Xn = Yn

(4)

The input–output model then takes the following form:

⎡

⎢
⎢
⎢
⎢
⎣

1 − a11
−a21

−a12
1 − a22

. . . −a1n

. . . −a2n
...

... . . .
...

−an1 −an2 . . . 1 − ann

⎤

⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎣

X1

X2
...

Xn

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

Y1
Y2
...

Yn

⎤

⎥
⎥
⎥
⎦

(5)
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Fig. 2 Global input–output
model. Source compiled by
the authors based on Miller
and Blair [28], Linden [39]

In a simplified way, we can write this equation:

(I − A)X = Y (6)

where A is a matrix of direct input coefficients, I—identity matrix, Y is the vector of
final demand.

The total output will then be equal to:

X= (I − A)−1Y (7)

The formula reflects the usual national input–output model. The global input–
output model is similar to the national input–output model. The global input–
output model includes all the intermediate and final consumption flows between
all countries. The complete model is shown in Fig. 2.

Intermediate input and final demand production are denoted respectively by zrsi j
and f rsi j , where i and j are the sectors of origin and destination (i, j = 1, …, n), r
and s are the countries of origin and destination (r, s = 1, …. R), f—categories of
final demand (f = 1, …, F). Zrs is the n × n matrix of intermediate production flows
from region r to region s, Frs is a n × F matrix of the of final demand flows from
region r to region s. Xr is the vector of the total output per sector in region r. Vs is the
P*n matrix of value-added created in region s, where P is the number of value-added
categories. V s

f is the P*F matrix of primary inputs for final demand in the region s.
Finally, ys is a vector of final production demand Y in region s.

The main difference between the national and global input–output model is that
the global model reflects indirect effects between the countries involved, whereas
the national model only analyses the direct effects of imports. The direct effect is the
demand for imports from other countries needed to produce one unit of production in
the country j. The indirect effect is the demand needed to produce the output caused
by the indirect effect, including the demand of the country itself. Thus, compared
to the national input–output model, the global input–output model offers a more
detailed opportunity for analysis.

This research uses the World input–output database (WIOD), which, due to
detailed data, is used more frequently by other authors [14, 40]. The main reasons for
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this are: update of data—data for the period 2000–2014, detailed sector breakdown—
56 economic sectors; access to data—information easily and publicly accessible to all
users. It is noted that the data for the 2014 global input–output tables are sufficiently
relevant due to the complexity of their preparation. The global input–output tables
in the WIOD database have been compiled by combining national supply-use tables
with official bilateral international trade statistics. The resulting data gaps are filled
using specific models [38]. The global input–output tables were thus constructed for
15 years, 44 countries (including the rest of the world), and 56 sectors. All tables have
a uniform structure and can be easily broken down into several separate intermediate
output, final demand, and value-added matrices with dimensions of 2464 × 2464,
2462 × 220, and 1 × 2464, respectively.

Drawing up global input–output tables is a complex process requiring a combi-
nation of different countries’ statistical trade flows. A detailed description of the
preparation of the database is provided by Timmer et al. [38]. The structure of this
model is appropriate for the detailed decomposition of the country’s gross exports
into value-added components and for calculating the indicators of participation in
the GVCs.

3 Breakdown of Gross Exports into Separate Value-Added
Components

Classical trading models do not always allow a proper assessment of developments
in international trade (Ishii and Yi 1997). Vertical specialisation is one of the first
international trade indicators still used in scientific literature. This indicator is defined
as the imported goods used as inputs to produce a country’s export goods (Ishii andYi
1997; [16, 17]).Although traditional international trade data are sufficient to calculate
the VS, this indicator is not sufficient to assess the participation in the GVCs. For
example, the share of imported production in exportsmay be relatively low.However,
the country may specialise in the initial stage of intermediate production, the export
of which is used for another country’s export. This indicator is referred to in scientific
literature as VS1 [16, 17]. It should be noted that the calculation of the VS1 is more
complex and requires at least bilateral linking of trade flows in input–output tables.
This data makes it possible to calculate not only VS1 but also the derived indicator
VS1*—the value of a country’s exported goods that are used as imported inputs
by other counties to produce final goods that are shipped back home [8]. The VS,
VS1, and VS1* indicators discussed are focused on both foreign and domestic value-
added and have so far been widely used in scientific literature to analyse countries’
involvement in the GVCs.

More recent literature points out that the indicators described by Hummels et al.
[16] had several key weaknesses. For example, it does not consider the fact that
countriesmay import intermediate products, process them, and further export them to
other countries for final production. It also does not consider the fact that the countries
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may import intermediate products that already contain the country’s own value-
added [23]. In other words, vertical specialisation only reflects foreign value-added
in domestic exports.

Koopman et al. [24] were among the first authors to distinguish two important
indicators: domestic value-added and foreign value-added in exports (DVA and FVA,
respectively). The latter corresponds to the VS indicator already presented. Johnson
and Noguera [18] presented a new indicator—the ratio of gross value-added gener-
ated in the sector and country concerned and consumed in the country of destination
to the value of gross exports (VAX). Koopman et al. [23, 22] carried out the first
detailed decomposition of the value-added in international trade and presented new
indicators that have not been analysed before. He also systematised many of the indi-
cators used up to then, i.e., VS, VS1, VS1*, and VAX. He divided the value of gross
exports into nine different components. This fragmentation has created new oppor-
tunities for the analysis of value-added in international trade. It has also become a
significant source for further research and the search for new methodologies.

Wang et al. [40] expanded the gross export breakdown into nine components with
eight new components. The detailed breakdown of gross exports into 16 components
makes it possible not only to assess detailed export indicators but also to use the
results to calculate participation in GVCs. Wang et al. [40] present the final equation
for the gross export decomposition and describe its components.

The global input–output table serves as a basic data source for further calculations.
The equation for the gross breakdown of exports:

Esr = (
V s Bss

)T #Y sr

︸ ︷︷ ︸

(1)−DV AF I N

+ (
V s Lss

)T #
(
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+ (
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where E is the country’s gross exports, A is a matrix of direct input coefficients,
L—Leontief inverse matrix, Y is the vector of final demand, V is the vector of value-
added coefficients, B is the global Leontief inverse matrix, “#” is an element-wise
matrix multiplication operation. The detailed proof of the equation can be found in
the Wang et al. [40] annex.

The gross export breakdown equation consists of 16 components, divided into 8
categories, which can be aggregated into larger groups of value-added components.
Detailed decomposition of all components used into appropriate groups is presented
in Table 1.

First, the decomposition presented makes it possible to distinguish the shares of
domestic value-added and foreign value-added in gross exports. It should be noted
that domestic value-added in gross exports is not equivalent to the VAX indicator
presented by Johnson and Noguera [18], as it defines only the country of origin and
not the place of value-added consumption [27]. Thus, the share of domestic value-
added in exports is grouped into sub-sets. First, it is the VAX element that has already
been discussed, which is presented in Wang et al. [40] as VAX_G. VAX_G indicator
is further subdivided into five components: the share of domestic value-added in the
exports of final and intermediate production, the indicators DVA_FIN andDVA_INT,
respectively, and the share of domestic value-added in intermediate exports used
by the direct importer to produce its final domestic goods and consumed there, to
produce final goods exports to third countries and to produce intermediate exports
to third countries, the indicators DVA_INTrex1, DVA_INTrex2 and DVA_INTrex3
respectively [30].

Another set of indicators reflects the domestic value-added first exported and then
returned home (RDV_G), which can be broken down into three sub-components:
returned domestic value-added in final goods imports from the direct importer
(RDV_FIN1), returned domestic value-added in final goods imports via third coun-
tries (RDV_FIN2) and returned domestic value-added in intermediate imports used
to produce final goods consumed at home (RDV_INT) [14].

The third set of indicators reflects the double-counted value-added presented
by Koopman et al. [22] as PDC. This value-added category is divided into
four sub-components: double-counted domestic value-added used to produce final
goods exports (DDC_FIN), double-counted domestic value-added used to produce
intermediate exports (DDC_INT), direct importer’s value-added double-counted
in home country’s exports production (MDC) and third countries’ value-added
double-counted in home country’s exports production (ODC) [40].

Finally, the decomposition of gross export is completed by the FVA, more
commonly named vertical specialisation (VS) in literature, to indicate the use of
intermediate products imported from foreign countries for the production and export
of goods [16]. In the detailed breakdown of gross exports this indicator is subdi-
vided into sub-components:MVA_FIN andMVA_INT refer respectively to the direct
importer’s value-added in exporting country’s final goods and intermediate goods
exports, OVA_FIN and OVA_INT reflect the value-added in exporting country’s
final goods and intermediate goods exports.
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Table 1 Decomposition of gross exports into value-added elements

E-gross exports VAX_G—domestic value-added
absorbed abroad

• DVA_FIN—domestic
value-added in final goods
exports

• DVA _INT—domestic
value-added in intermediate
exports to the direct importer
and is absorbed there

• DVA_INTrex1—domestic
value-added in intermediate
exports used by the direct
importer to produce
intermediate exports for
production of domestic used
final goods in third countries

• DVA_INTrex2—domestic
value-added in intermediate
exports used by the direct
importer to produce final
goods exports to third
countries

• DVA_INTrex3—domestic
value-added in intermediate
exports used by the direct
importer to produce
intermediate exports to third
countries

RDV_G—domestic value-added first exported then returned
home

• RDV_FIN1—returned
domestic value-added in final
goods imports from the direct
importer

• RDV_FIN2—returned
domestic value-added in final
goods imports –via third
countries

• RDV_INT—returned
domestic value-added in
intermediate imports used
produce final goods
consumed at home

PDC—pure double-counted terms • DDC_FIN—Double-counted
Domestic Value-added used
to produce final goods exports

• DDC_INT—Double-counted
Domestic Value-added used
to produce intermediate
exports

• MDC—direct importer’s
value-added double-counted
in home country’s exports
production

• ODC—third countries’
value-added double-counted
in home country’s exports
production

(continued)
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Table 1 (continued)

FVA—foreign
value-added

• MVA_FIN—direct importer’s
value-added in exporting
country’s final goods exports

• OVA_FIN—third countries’
value-added in exporting
country’s final goods exports

• MVA_INT—direct
importer’s value-added in
exporting country’s
intermediate goods exports

• OVA_INT—third countries’
value-added in exporting
country’s intermediate goods
exports

Source compiled by authors based on [40]

The decomposition of gross exports presented by Wang et al. [40] provides an
opportunity to analyse in detail the value-added components of gross exports and
assess the participation in GVC, taking into account the value-added generated
domestically and abroad. Participation and position indicators are calculated using
the relevant components of the gross export decomposition Koopman, etc. [23]. The
equations of participation and position that are used to assess the participation of the
Baltic States in the GVCs are given below.

The equation of the participation in GVC:

GVC participation =
(
DV AI NTrex

E
+ FV A

E

)

∗ 100 (9)

where E is the country’s gross exports, DVA_INTrex is the domestic value-added
in intermediate exports used by the direct importer to produce further exports, FVA
is the foreign value-added used for domestically produced intermediate and final
production exports.

The first element in formula nine is interpreted as forward participation (i.e.
producing and shipping inputs that are further re-exported), and the second element
reflects backward participation (i.e. using imported inputs to produce goods that are
shipped abroad).

The equation of the position in GVC:

GVC position = ln

(

1 + DV A_I NTrex

E

)

− ln

(

1 + FV A

E

)

(10)

TheGVC position indicator defines the overall position of a country on an aggregate
level in GVCs. This can be expressed as the log ratio of a country-sector’s supply
of intermediate products used in other countries’ exports to the use of imported
intermediate products in its production.

This can be expressed as the log ratio of a country’s DVX supply to its FVA
use. An indicator may have a positive value or a negative value. A positive value
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indicates that a country contributes more value-added to other countries’ exports
than other countries contribute to its exports, so is at the beginning of the GVC
(upstream position). A negative value indicates that a country sources more foreign
value-added inputs for its exports than it sells domestic inputs to other countries’
exports, so is at the end of the GVC (downstream position).

4 Results of the Study on the Involvement of the Baltic
States in GVCs

To assess the evolution of countries’ participation in the GVC, a decomposition of
gross exports into value-added componentswas carried out,whichwere subsequently
used to calculate the participation rate in GVC. For this purpose, the distinction is
made between forward participation and backward participation for all years of the
reference period. The participation in GVC indicator is complemented by a position
in GVC indicator in order not only to see how participation changes but also to assess
whether the country takes an upstream or downstream position in GVCs. The figures
are presented in Table 2.

Increased participation in GVCs can facilitate economic development, including
productive employment opportunities, increasing labor productivity, and gaining a
larger share of global exports. The survey shows that Estonia is a leader in the GVCs
participation over the whole reference period compared to the other Baltic States.
Participation in the GVCs increased in all Baltic States between 2000 and 2014. In
Estonia, the rate increased from 43.8 to 46.6%, in Lithuania from 34.5 to 40.0% and
in Latvia from 37.9 to 40.7%. Although Lithuania has recorded the fastest increase
in participation in the GVCs, the country remains the least participating in the GVC
state in the Baltic region. It should be noted that during the investigation period, the
indicator reached its peak in 2011–2012 and has decreased slightly since then.

An important trend is observed when analysing the evolution of the position in
the GVC indicator. First, only Latvia was considered as having a positive indicator
value, i.e., Latvia was at the beginning of the GVCs and was more specialised in
the initial stages of production. However, during the investigation period, there is a
movement towards the production stages closer to the final consumer. Nevertheless,
Lithuania’s and Estonia’s average position in GVCs shows that these countries were
much closer to the final stages of production.

The decomposition of the participation in the GVC indicator into components
makes it possible to determine which part of the value-added (foreign or domestic)
has led to a change in the overall indicator.

First of all, the participation of all the Baltic States in the GVCs is largely based on
backward participation. In other words, the share of foreign value-added in domestic
exports (FVA) is greater than the domestic value-added in intermediate exports
that the direct importer uses for further exports, also referred to as indirect exports
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(DVA_INTrex). The exception was observed in Latvia at the beginning of the inves-
tigation period as well as in 2008 and 2009 when the higher domestic value-added
indicator resulted in a positive position in the GVCs, i.e., Latvia was at production
stages more distant from the final consumer.

The most considerable difference between forward and backward participation in
the GVC indicators was in Estonia over 2011–2014, with a difference of 15–16 pp.
Secondly, during the investigation period, there was a slight, albeit marginal, decline
in the forward participation in the GVC in all the Baltic countries, with the most
significant negative change in 2014 compared to 2000, again recorded in Estonia
(2.3 pp).

Interestingly, the EU average forward participation in the GVCs, unlike the Baltic
States, rose by 1.1 pp during the reference period (data not shown). The increase in
the participation in GVC rate in all the Baltic countries resulted from an increase in
backward participation. The largest changes were recorded in Lithuania, where the
indicator rose from 17.9 to 24.9%, then Estonia from 25.7 to 30.8%, and Latvia from
17.4 to 21.9%. At that time, the EU average rose by 4.4 pp. to 26.2%.

At the time, the decline in participation in GVCs in the Baltic States discussed
earlier in 2011–2014, was due to different factors. In Estonia, domestic value-added
changed marginally, but foreign value-added in gross exports fell by 1.2 pp. The
opposite was recorded in Lithuania, where forward participation declined by 1.1 pp,
backward participation—by 0.4 pp. The backward participation even rose in Latvia
by 4.5 pp, and forward participation declined by 0.7 pp at that time. In summary, the
analysis showed the growing participation of the Baltic countries in the GVCs in the
production stages closer to the final consumer.

The methodology used in the research allows a country’s gross exports to be
broken down into sixteen more detailed components. Some aggregated components
have alreadybeenused to analyse participation andposition in theGVC.However, the
decomposition into more detailed components of value-added gives a much deeper
view, particularly by detailing the structure of both foreign and domestic value-added
and by distinguishing the remaining part of the value-added. To this end, this study
provides a detailed breakdown of the Baltic countries’ gross exports and provides an
analysis of the results obtained. Table 3 shows the breakdown of the Baltic countries’
gross exports into the main components for the years 2000, 2009, 2011, and 2014.

The first column reflects the country’s total exports, which is the sum of the other
elements in the table. First, the results show consistent growth in total exports in all
Baltic countries. The average annual growth rate was 19% in Estonia, almost 20% in
Lithuania, and over 16% in Latvia. It should be noted that the average growth for the
last three years declined sharply to 4%, 6%, and 4%, respectively. This undoubtedly
had a negative impact on countries’ participation in the GVC rates. Exports from
all Baltic countries are dominated by domestic value-added. However, the VAX_G
indicatorwas the lowest in Estonia in 2014 at 56.5%, followed by a decrease of 8.0 pp.
since the beginning of the investigation period, an even more significant decrease in
Lithuania of 12.7 pp. to 64.2%, and in Latvia’s by 7.2 pp. to 68.8%.

Looking at the structure of VAX_G in more detail, there are a number of similar-
ities between the Baltic States. In Estonia and Latvia, the largest share of domestic
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value-added consumed abroad was the value-added related to intermediate output
(DVA_INT). At the same time, Lithuania dominated the domestic value-added
absorbed in the production of the final output (DVA_FIN) and amounted to about a
quarter of the country’s total exports. At the beginning of the period, this indicator
accounted for almost one-third of the country’s exports and decreased significantly.

The domestic value-added first exported, then returned home and consumed in
the country of origin (RDV_G) represented a negligible share in all the Baltic States.
For example, in Latvia in 2014, RDV_G accounted for only 0.2% of the country’s
total exports. In Estonia and Latvia, the value of the indicator was even lower. A low
value indicates that domestic production after processing almost does not return to
the country of origin for final consumption. As discussed, the foreign value-added
in the country’s exports (FVA) increased during the investigation period and was an
essential component of the growth of the GVCs. It should be noted that the bulk of
the FVA was third countries’ value-added (OVA) rather than the direct importer’s
value-added (MVA) in the exports of the Baltic States.

One of the most interesting indicators obtained during the gross export decom-
position is the double-counted value-added (PDC). One essential condition for this
phenomenon is that production must cross national borders several times by moving
out and in. As this indicator is not considered in classical trade statistics, export
volumes are overestimated. The high PDC values in the Baltic States indicate the
increasing cross-border production. In Estonia and Latvia, similar growth in PDC
was recorded, respectively, by 2.9 and 2.6 pp, while the largest component growth
was recorded in Lithuania—5.6 pp. In 2014, the PDC indicator was 12.7% in
Estonia, 10.8% in Lithuania, and 9.1% in Latvia. The results indicate the increasing
cross-border production, especially in Lithuania.

There were several similarities in the export structure of all Baltic States during
the investigation period. The most significant differences were observed in the gross
exports’ ratios in domestic and foreign value-added. To obtain amore detailed picture
of the similarities and differences between countries, the following part of the study is
devoted to assessing individual economic sectors. The five most exported economic
sectors were selected for this purpose based on 2014 data:

• C16—manufacture of wood and products of wood and cork, except furniture;
manufacture of articles of straw and plaiting materials. It is the largest sector in
Latvia with USD 1.6 billion and the second largest sector in Estonia with USD
1.7 billion;

• C19—manufacture of coke and refined petroleum products. It is the largest sector
in Lithuania with USD 5.9 billion;

• C26—manufacture of computer, electronic and optical products. It is the largest
sector in Estonia with USD 2.4 billion;

• G46—wholesale trade, except for motor vehicles and motorcycles. It is the
second-largest sector in Lithuania with USD 3.6 billion;

• H49—land transport and pipeline transport. It is the second-largest sector in
Latvia, with USD 1.6 billion.
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In sector C16, there is a clear dominance of intermediate production in the gross
exports. In all countries, this rate exceeded 90%. Exports from this sector are domi-
nated by domestic value-added. The average DVA_G indicator in the Baltic coun-
tries was 66.2% in 2014. It should be noted that this indicator in sector C16 was
still decreasing, especially in Lithuania and Latvia, where a decrease of around
10 pp. was recorded during the investigation period. It should be noted that most
of the domestic value-added was observed in intermediate exports. Indirect exports
fluctuated around 30% throughout the period considered, resulting in high forward
participation in the GVC. Baltic States specialise in sector C16 at an early stage of
the production process. One-third of the vertical specialisation is also explained by
the PDC indicator, which refers to GVC and frequent cross-border movements of
goods.

In the C19 sector, more than two-thirds of the gross exports in all countries were
made up of intermediate products. At the time, the value-added components differed
significantly among the Baltic States. In Lithuania, the vertical specialisation rate
(FVA) in 2014 was 75.2%, twice as high as in the other countries surveyed, and
increased significantly over the investigation period. In Estonia, this period is marked
by a significant decline in vertical specialisation, expressed mainly as a decrease in
the share of foreign value-added in intermediate production exports.At the same time,
a very high level of participation in GVC was also observed in C19 in Lithuania,
reaching 58.4% in 2014 (46.6 and 46.0% in Estonia and Latvia), and position in
GVC was closer to the final consumer. The detailed decomposition of the DVA_G
revealed that most of the domestic value-addedwas observed in intermediate exports.
Sector C19 in Lithuania can be described as an economic sector with a high degree
of participation and specialisation in the final production stages of GVC.

The C26 sector was characterised by similar export volumes of intermediate
and final production in Estonia. However, in Lithuania and Latvia, the share of
final production in exports during the investigation period increased around twice,
reaching 71.0% and 86.4%, respectively. Apparent differences between countries’
export structures are also observed in the origin of the export value-added. Foreign
value-added in Estonia’s gross exports was 56.2% in 2014, and only 21.4% was
domestic. When analysing the structure of domestic value-added, it was observed
that all its components decreased during the investigation period and such decrease
was offset by growing foreign value-added.

Interestingly, the PDC indicator has doubled since 2000, indicating increasing
GVCs. The overall conclusion is that all countries are close to the end of the GVCs
although there are differences between countries. The detailed indicators also suggest
that Lithuania and Latvia specialise only in certain small production stages that
require particular domestic value-added when Estonia is more likely deeply involved
in the entire production process.

In the G46 sector, there are apparent differences between the value-added compo-
nents in the gross export between Lithuania and the other Baltic countries. In
Lithuania, 43.1% of exports were final production, whereas the value of interme-
diary services was dominated in Latvia and Estonia. In the same way, differences are
also visible in domestic and foreign value-added structures. DVA_G was as high as
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92.3% in Lithuania and was largely due to domestic value-added in the final output,
while other countries dominated domestic value-added in intermediate production.
In Lithuania, the lowest participation rate in GVCs was observed in this sector. The
results may indicate that Lithuania is involved in shorter GVCs and is more focused
on providing the final services.

The H49 sector has the most similar structure among all the Baltic countries.
The value of exports of intermediary services fluctuates between 66 and 67% in
all three countries. However, differences can be observed in domestic and foreign
value-added shares in the gross exports. In the case of Lithuania, 83.2% of total
sector exports are explained by domestic value-added, while in Estonia and Latvia
these components have a much smaller weight, 66.3%, and 69.4%, respectively.
Both DVA_G and FVA indicators are very similar, but participation and position in
GVCS differ. In Lithuania, the sector’s participation in GVC is the lowest due to the
lowest share of foreign value-added in the country’s exports, which at the same time
indicates a higher position at the beginning of the GVCs, while Estonia and Latvia
have a higher share of foreign value-added closer to the final stages of the GVCs.
Accordingly, those countries show a higher degree of involvement, particularly in
exporting foreign value-added.

5 Conclusions

With the expansion of global trade databases, a methodology has been developed in
scientific literature to break down countries’ total exports into detailed value-added
components with different economic meanings and calculate indicators of participa-
tion and position in GVCs, both at the country and sector levels. Nevertheless, the
number of studies on the participation of the Baltic States in the GVC is limited.

The overall export structure of the Baltic States has many similarities in terms
of value-added components. Domestic value-added is dominated by all countries,
although in Estonia, at the end of the investigation period, it represented a much
smaller share compared to the other Baltic countries. The domestic value-added
structure is also similar. Its lowest share consists of a gross export component, defined
as domestic value-added, used by the direct importer to produce exports to third
countries. This indicator is directly used in calculating participation in the GVC.
Production produced in the Baltic countries is very rarely returned to the country of
origin. This is evidenced by the negligible share of the value-added first exported
and then returned home for final consumption, which was less than half a percent in
the Baltic States during the period under investigation.

As expected, the increase in foreign value-added in gross exports of the
Baltic countries was observed during the period analyzed. In part, the latter was
composed not of the importer’s but of third countries’ value-added in exporting
country’s exports. At that time, the double-counted value-added indicator revealed
the increasing cross-border production share and lengthening GVC in the Baltic
States. While the share of foreign value-added in final production exports decreased
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by more than a quarter, it increased in intermediate production. Double-counted
value-added has also increased. This indicator refers to growingGVCs and increasing
cross-border production processes in the Baltic States. Although the results show a
more significant shift of Lithuania to higher value-added activities, the structure of
vertical specialisation in all the Baltic States became very similar in 2014.

Finally, the analysis of the value-added components of the gross exports revealed
significant differences between the economic sectors of the Baltic States. The wood
and products ofwood and corkmanufacturing sector is dominated by exports of inter-
mediate production in all Baltic States. The countries specialise in the initial produc-
tion stage in this sector. A high proportion of double-counted value-added indicates
long GVC and frequent movements of goods between countries. The computer, elec-
tronic and optical products manufacturing sector is Estonia’s largest export sector,
based mainly on foreign value-added, indicating the lower of the country’s role in
the production process. The land transport and pipeline transport sector are largely
structurally similar in all countries. However, in Lithuania, exports of this sector
are dominated by domestic value-added, leading to a lower level of participation in
the GVC and the position at the beginning of the GVC compared to neighbouring
countries.

Appendix: Decomposition of Gross Exports of Baltic States
into Value-Added Components in 2000 and 2014

EST LTU LVA

2000 % 2014 % 2000 % 2014 % 2000 % 2014 %

EXP 2,0 100,0 18,3 100,0 3,2 100,0 32,7 100,0 2,0 100,0 14,7 100,0

EXP_INT 1,4 67,3 12,6 68,8 1,8 58,3 21,1 64,4 1,5 71,5 10,1 68,7

EXP_FIN 0,7 32,7 5,7 31,2 1,3 41,7 11,6 35,6 0,6 28,5 4,6 31,3

DVA_FIN 0,4 20,3 3,0 16,4 1,0 32,3 8,2 25,0 0,4 21,0 3,2 21,6

DVA_INT 0,5 26,0 4,4 24,2 0,9 27,9 7,9 24,1 0,7 34,5 4,2 28,3

DVA_INTrex 0,4 18,1 2,9 15,8 0,5 16,7 4,9 15,1 0,4 20,5 2,8 18,9

DVA_INTrex1 0,2 9,1 1,5 8,4 0,2 7,7 2,6 7,9 0,2 10,5 1,5
ara>

10,1

DVA_INTrex2 0,1 6,9 1,0 5,2 0,2 7,0 1,7 5,2 0,2 7,5 0,9 6,3

DVA_INTrex3 0,0 2,1 0,4 2,1 0,1 1,9 0,7 2,1 0,1 2,5 0,4 2,5

RDV_INT
(RDV_G)

0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,1

RDV_FIN 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,1 0,0 0,0 0,0 0,1

RDV_FIN2 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

PDC 0,2 9,8 2,3 12,7 0,2 5,2 3,5 10,8 0,1 6,5 1,3 9,1

DDC 0,0 0,0 0,0 0,1 0,0 0,0 0,0 0,1 0,0 0,0 0,0 0,1

(continued)
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(continued)

EST LTU LVA

DDC_FIN 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

DDC_INT 0,0 0,0 0,0 0,1 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,1

FDC 0,2 9,8 2,3 12,6 0,2 5,2 3,5 10,8 0,1 6,5 1,3 9,0

ODC 0,2 8,7 2,1 11,7 0,2 4,8 3,3 10,0 0,1 5,9 1,2 8,4

MDC 0,0 1,1 0,2 0,9 0,0 0,3 0,3 0,8 0,0 0,6 0,1 0,6

FVA 0,5 25,7 5,6 30,8 0,6 17,9 8,1 24,9 0,4 17,4 3,2 21,9

FVA_FIN 0,3 12,4 2,7 14,8 0,3 9,4 3,5 10,6 0,2 7,4 1,4 9,7

MVA_FIN 0,0 1,5 0,2 1,0 0,0 0,8 0,4 1,1 0,0 0,9 0,1 0,8

OVA_FIN 0,2 10,9 2,5 13,7 0,3 8,6 3,1 9,5 0,1 6,5 1,3 8,8

FVA_INT 0,3 13,3 2,9 16,0 0,3 8,4 4,7 14,3 0,2 9,9 1,8 12,2

OVA_INT 0,2 11,8 2,7 14,9 0,2 7,9 4,2 12,8 0,2 8,9 1,6 11,1

MVA_INT 0,0 1,5 0,2 1,1 0,0 0,6 0,5 1,5 0,0 1,1 0,2 1,1

OVA 0,5 22,7 5,2 28,6 0,5 16,5 7,3 22,3 0,3 15,4 2,9 19,9

MVA 0,1 3,0 0,4 2,2 0,0 1,4 0,9 2,6 0,0 2,0 0,3 1,9

DVA_G 1,3 64,5 10,3 56,5 2,4 76,9 21,0 64,3 1,6 76,1 10,2 69,0

VAX_G 1,3 64,4 10,3 56,5 2,4 76,9 21,0 64,2 1,6 76,0 10,1 68,8
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The Soft Power of Understanding Social
Media Dynamics: A Data-Driven
Approach

Domnica Dzitac

Abstract Social media has become an increasingly used arena for political debates.
Many political leaders around the world have misused this tool as a form of soft
power to influence voters, spread fear or even destabilize democracies. In this paper,
I discuss challenges, ethical considerations andmoral dilemmas regarding the newera
of a data driven society. Furthermore, I take a data science approach to understanding
the dynamics of controversial political topics on Twitter, a widely used social media
network, in the US context. To support my work, I collect an extensive dataset
of 899,651 tweets that I analyze using state of the art Data Science and Natural
Language Processing (NLP) techniques. I conduct an extensive analysis including
labeling emotions of tweets and computing their attention score. I investigate which
emotion gains the most engagement and spreads the most. The results suggest that
anger and fear are the most prominent emotions. Moreover, fear has a significantly
higher average attention score than other emotions.

Keywords Social media · Democracy · Soft power · Data science · BERT · NLP

1 Introduction

One of the biggest challenges of our age is navigating the social media dilemma.
While it broughtmany benefits to theworld, such as global interconnectedness, social
media networks have caused a lot of societal damage in recent years [1]. Numerous
social media networks have been associated with serious incidents, from negative
impact on one’s mental health to complicity in genocide incitation [1, 2]. Moreover,
it is highly suggested that social media has shaped the course of action of multiple
events in our recent history. For example, the Facebook-Cambridge Analytica data
scandal, where non-consensually collected data of millions of Facebook users was
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used in political campaigns, is a well-known case of altering political elections using
social media platforms [3].

In 1990, Joseph Nye coined the term “soft power” to describe the ability of using
attraction and persuasion in order to influence human behaviour [4]. As opposed to
“hard power” (e.g., military force, economic sanctions, etc.), “soft power” is subtle
and very often hard to recognize [4]. In this paper, I claim that social media is a
form of soft power. Social media has become an increasingly used arena for political
debates between people that very often have never met one another [5]. These online
debates are very often less civil than face-to-face political conversations. It is thought
that social media is one of the biggest contributing factors to political polarization as
it exponentially spreads misinformation and boosts the growth of extreme ideologies
[5]. Some researchers also argue that social media is an extreme threat to democracy
[6]. We have seen cases in which many political leaders around the world have
misused this tool as a form of soft power to influence voters, spread fear or even
destabilize democracies [7]. For example, Facebook is considered at fault by legal
authorities in the US and UK for facilitating the genocide of Rohingya Muslims
in Myanmar after its algorithms boosted hate speech and neglected the removal of
geocidal incitation content [6].

Considering all of the negative impact social media causes, as well as its benefits
and indispensable nature in today’s society, many of us wonder: “What should we
do about the social media issue?”. While we do not have an exact answer regarding
this highly complex dilemma, it is clear that we can no longer accept the negative
influence of social media on our lives and work tirelessly to use this phenomenal
technology to flourish our well-being, support democracy and benefit from intercon-
nectivity, without having to trade-off our privacy and safety. In this paper, I discuss
the risks of social media to democracy and the need for a data science approach
in informing the policy making process. While technology is developing exponen-
tially, our regulations are years behind and our regulators are often overwhelmed
by all the advancement. I argue that data-driven policies are crucial to minimizing
the risks and maximizing the benefits of social media. As an example, I take a data
science approach to understanding the dynamics of controversial political topics on
Twitter, a widely used social media network, in the US context. The significance
of understanding social media dynamics in political debates is crucial to making
humane technology policies. Furthermore, I shed light on state of the art data sci-
ence andNatural Language Processing (NLP) technologies that are extremely useful.
This paper is an application of data science to understanding political dynamics on
Twitter.

2 Motivation—Why Should We Care?

From an individuals’ perspective, the addiction to social media has a negative impact
on the users’ mental and physical health [2]. From a global perspective, social media
channels shape human interactions in a way that can amplify extremism, hate speech
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and political polarization [2, 6]. Recently, many entities, from government entities
to NGOs and scholars, have shown concern regarding the negative impact of social
media on our society. One of the pioneers in starting this discussion is the Center for
Humane Technology (CHT), an NGO that supports the development of solutions that
shift the addictive and toxic social media technologies to humane ones that benefit
humanity, rather than generating a negative impact. Concerned entities, like CHT,
fear the end of democracy if the current social media networks’ approach to profit
maximization at any cost is not regulated.

A popular paper from 2018 by Yascha Mounk and Roberto Foa titled The End
of the Democratic Century addresses the issue of the decline of democracies [8].
The authors’ claim is that a political system’s stability and its expansion power are
primarily dependent on the state’s economic ascensionunder that formof governance.
On this note, by gainingmore economic power, autocratic states would have the tools
to dominate, influence other states and thus end the democratic century. Even if I
agree with many points from this article, I argue that social media is a huge defining
factor in this discussion which is very often dismissed by scholars.

Mounk and Foa [8] suggest that the United States and its political system, namely
liberal democracy, dominated the 20th century. This was mainly due to its economic
power. In their article, the authors use economic measures such as GDP per capita
to compare autocratic versus democratic states over time. They use this as evidence
to support their claim. These results signal a threat for the western-coalition which
lost its economic status worldwide and is in a continuous degradation. The authors
admit that the economic factor is not the only one contributing to the decline of
democracies and the rise in authoritarian soft power. However, they do not discuss
these factors thoroughly, which in my opinion is crucial.

Even above the rise in economic power of autocratic states, social media in the
hands of authoritarians is an assault on democracy. Countries running democratic
elections are highly targeted by authoritarians whose main goal is to destabilize
certain states [7]. Left in the hands of authoritarians or other stakeholders, social
media platforms are relatively cheap methods of manipulating and polarizing an
entire state. We have seen this happen in the Philippines, Myanmar or even in the
United States [6].

Predicting the fall of a democratic century by comparing economic measures is
indeed very intuitive, however it misses out on the social media component. Even
though I agree with the authors on the fact that wealthier countries have more finan-
cial resources to influence other states, Mounk and Foa [8] do not mention the effect
extreme polarization and fake news have on destabilizing world’s democracies. With
problematic financial focused business models and supercomputers pointed at users’
brains, social media companies offered a new medium for authoritarians to manipu-
late others and even change voting behavior by simply paying for polarizing ads. It is
also highly important to note that world’s biggest authoritarian states such as China
and Russia have banned most forms of western social media platforms, potentially
because they acknowledged the threat these present to their political power. This is
a sort of authoritarian soft power with an extreme capability of controlling masses
without triggering their awareness.
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Hence, the importance of regulating social media in a data-driven way is crucial in
keeping democracy secure. It is important to showcase the relevance of understanding
and observing how people behave in this online environment and regulate it wisely, as
well as informmore humane technologymethods. In this paper, I will walk the reader
through a political dynamic analysis on Twitter in the US context. The relevance of
this work is increasing as it can suggest evidence-based information that can shape
policies.

3 Data

In order to better understand the political arena on Twitter, I collected tweets related
to three of themost disputed topics in theUS, namely vaccination, abortion and same-
sexmarriage.While there aremanypolarizing issues, I choose three issues that always
comeup in every political debate and are highly disputed between the left and the right
wing followers. This allowsme to narrowmyanalysis andoffer a better understanding
on each issue, rather than have a shallow overview. The dataset contains 899,651
tweets approximately equally balanced across the three topics (Table1). The tweets
were collected based on significant keywords. For example, for vaccination keywords
such as “vaccine”, “vaccinate”, “anti-vax”, etc. were used to scrape relevant data. For
abortion, keywords such as “pro life”, “pro choice”, “abortion”, etc. were used. For
same-sex marriage, some examples are “gay marriage”, “same-sex marriage”, “love
wins”, etc. The data was collected over a year’s period, from 20th of March 2021
to 20th of March 2022. The dataset includes the tweets’ text, user ID, the date, the
number of likes, comments and retweets of each tweet, as well as other information
that is not particularly used in this paper.

The data was collected using snscrape, a state of the art scraper for social media
networks. This scraper is free of charge and it allows the user to scrape millions of
tweets with no limitations in terms of quantity or time period. This tool completely
changed the accessibility researchers have to getting social media data, specifically
Twitter. Previous scraperswere limited in the amount of tweets one could scrape daily
and often would limit historical data to a few weeks in the past. The snscrape tool
changed theway researchers and other interested parties can gather data, significantly
shortening the collection time.

Table 1 Number of tweets in each topic

Topic Vaccination Abortion Same-sex marriage

Number of tweets 299,872 299,888 299,891
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4 Methodology

Analyzing the sentiment or emotion of tweets is a very popular approach to under-
standing the public opinion. Previous relatedwork analyzed emotions on socialmedia
in various ways. For example, Brady et al. [9] looked at emotion in the spread of
moralized content on Twitter using principles of moral psychology. Xue et al. [10]
classified tweets related to the COVID-19 pandemic using various emotion labels.
In this paper, I look at which emotions gain the most attention and spread the fastest
on Twitter, in the context of three of the most debated topics in the US, namely,
vaccination, abortion and same-sex marriage.

Following the data collection, the tweets have been cleaned and pre-processed.
This process involves replacing ULRs, user names and emojis from a tweet to place-
holders such as [URL], [USER] and [EMOJI] (followed by the name of the emoji,
e.g., happy face). I classified the tweets into one of the following six emotions: sad-
ness, joy, love, anger, fear, and surprise. I decided to use a wider range of emotions
rather than just positive, negative and neural labels which are too simplistic for the
purpose of this work. For labeling the tweets, I used a T5-base fine-tuned model
for emotion classification. T5 is based on transfer learning, where a model is first
pre-trained with millions of data entries before being fine-tuned on a task that you
actually want to solve [11]. Systems like BERT [12] or T5 [11] are state of the art
technologies in NLP and they have changed the way researchers in the field operate.
Instead of spending valuable time and resources training models with large datasets,
one can now use these pre-trained systems to downstream to their desired task. Hug-
ging Face’ T5-base fine-tuned for Emotion Recognition performs very well with the
mean f-score metric being approximately 0.9 with a standard deviation of approx-
imately 0.06 across emotions. In Fig. 1 you can see examples of labeled tweets. In
this work, I make use of these state of the art technologies to do emotion analysis,
save valuable resources, time and generate reliable classifications. Moreover, it is
important to mention that to handle such a large dataset, I have used data parallelism
techniques to shorten the preprocessing and classification process. This means that
the dataset was split into 4 equal batches and each batch was operating on a different
core concurrently.

AttentionScore = No.Likes + No.Retweets + No.Comments (1)

Besides classifying Tweets based on emotions, I have computed an attention
score which is the combined number of likes, retweets and comments that each
tweet received. I do that simply by summing up the mentioned metrics (1). I use
this attention score to observe which type of emotions get most attention on Twitter
regarding three of the most disputed topics in the US, namely vaccination, abortion
and same-sex marriage. Moreover, I look at the combined dataset, including all three
topics, and analyze the same metrics as mentioned before.



92 D. Dzitac et al.

Fig. 1 Examples of tweets labeled with each emotion

5 Results

The results suggest that anger is the emotion that is the most predominant across
topics, with the highest volume of posts (see Fig. 2). Looking at the combined dataset,
including all three topics, posts labeled with the emotion “anger” make up 63.51%
of the entire dataset. Tweets labeled as “anger” and “fear” combined make up 75.7%
of the tweets posted across all three topics. The remaining are “joy” with 17.28%,
“sadness” with 5.47%, and “love” and “surprise” with under 1% of the posts each.
The amount of posts representing positive feelings, such as “love” and “joy”, are
insignificant compared to their negative counterparts. The overall result is consistent
across individual topics (see Fig. 3). Posts related to same-sex marriage have the
highest volume of angry posts, making up 85.14% of the whole topic’s dataset.

The overall attention score was computed for each tweet. The combined average
attention score for each emotion was calculated (Fig. 4) and a t-test for unequal
variances with alpha = 0.05 was run. The t-test was used to determine statistical
significant differences between groups of emotions, for example I looked to see if
the average attention score statistically significant difference between the group of
tweets labeled with joy, as opposed to fear. The results over the entire combined
dataset show that the average attention score for tweets labeled with fear is higher
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Fig. 2 Percentage of tweets labeled with each emotion in the whole combined dataset

Fig. 3 Percentage of tweets labeled with each emotion for all three topics

than those labeled with anger, joy or sadness. Figure. 5 for individual p-values. No
other statistically significant differences were identified in the combined dataset.
However, these results vary across independent topics. Moreover, it is crucial to
mention that the highest ranked tweets by attention score are fear and anger (see
Fig. 6).
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Fig. 4 Average attention score for each emotion in the whole combined dataset

Fig. 5 P-values for attention scores in the whole combined dataset
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Fig. 6 Highest attention score for each emotion in the whole combined dataset

6 Discussion and Conclusion

Using techniques of computational intelligence for data analytics have proved
extremely valuable. The obtained results offer an understanding of the dynamics
of some controversial political topics on Twitter in the US context. A concerning
high volume of tweets labeled with emotions such as anger and fear are posted in
regards to three of the most disputed topics in the US, namely vaccination, abor-
tion and same-sex marriage. Out of a combined dataset of 899,651 collected tweets,
those labeled with emotions such as “anger” and “fear” combined make up 75.7%
of the dataset. The widest spread emotion across topics is anger, with the highest
tweet counts across all individual topics. These results help us understand how peo-
ple express emotions regarding these controversial topics. It is suggested from this
analysis that most people feel anger and fear, rather than joy and love. From the
results, we can also see on average a significantly higher attention score for fear as
opposed to other emotions. These results are consistent with related work [13].

The implications of these results are of extreme importance. My findings suggest
that Twitter users are prone to emotions of anger and fear while discussing polarizing
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topics. Consequently, social media in the wrong hands can become a devastating
threat to democracies by amplifying polarization andhate speech. This is a type of soft
power with the capability of controlling masses without triggering their awareness.
With very little resources, anyone can use social media as a tool to polarize and
benefit from a space that is already charged with negative emotions. The world’s
biggest authoritarian states such as China and Russia have banned most forms of
western social media platforms, potentially because they acknowledged the threat
these present to their political power. While banning social media is not a viable
solution for democratic states, these findings need to be acknowledged. Hence, the
importance of regulating social media in a data-driven way is crucial in keeping
democracy secure. It is important to showcase the relevance of understanding and
observing how people behave in this online environment and regulate it wisely, as
well as inform more humane technology methods.

All in all, these results suggest that Twitter shapes human interactions in a way
that can amplify anger, hate speech and political polarization. From a policy-making
perspective, it is important to understand these dynamics on Twitter and other social
media channels, in order to regulate these networks effectively. The significance of
understanding socialmedia dynamics in political debates is crucial tomaking humane
technology policies and protecting democracy. Moreover, on a personal level, it is
crucial to understand that what we consume everyday on social media is affecting
our mental health [2].

7 Further Developments

This paper includes an example of a data science application to understanding the
political dynamics on Twitter. While it is informative, it can be improved. One of
the limitations is that this paper focuses just on the US context, excluding other
parts of the world. Moreover, the tweets were scraped based on only three of the
most debatable topics, but there are many ways the collection could have occurred.
A similar methodological approach can be applied to various topics. While Twitter
is widely used for online political debates in the US, other social media networks,
such as Facebook and Instagram are more known for causing harm. It would be
interesting to analyze and explore other social media platforms. Perhaps, future work
can compare various social media networks. Moreover, the paper could have been
taken a step further by labeling also the comments given to each post, to see how
people respond to different emotions.
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Bootstrapping Network Autoregressive
Models for Testing Linearity

Mirko Armillotta, Konstantinos Fokianos, and Ioannis Krikidis

Abstract We develop methodology for network data with special attention to epi-
demic network spatio-temporal structures. We provide estimation methodology for
linear network autoregressivemodels for both continuous and countmultivariate time
series. A study of non-linear models for inference under the assumption of known
network structure is provided. We propose a family of test statistics for testing lin-
earity of the imposed model. In particular, we compare empirically two bootstrap
versions of a supremum-type quasi-score test. Synthetic data are employed to demon-
strate the validity of the methodological results. Finally, an epidemic application of
the proposed methodology to daily COVID-19 cases detected on province-level geo-
graphical network in Italy complements the work.

1 Modelling Network Time Series

New sources of data like social networks, GPS data, or epidemic counting processes,
usually recorded over a timespan and a specific geographical area, has motivated a
lot of interest in network data modelling. In particular, understanding the effect of a
network to a multivariate time series is of essential importance for many applications
and has attracted considerable recent attention. The methodology outlined in this
work has potential application in several network science related fields.

Knight et al. [30] defined such multivariate streaming data as network time series
and proposed a methodology for modelling them. This approach has been originally
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proposed in the context of spatio-temporal data analysis and is referred to Space-
Time Autoregressive Moving Average (STARMA) models. See Cliff and Ord [9]
andMartin and Oeppen [36], among many others. Indeed, a wide variety of available
spatial streaming data related to physical phenomena fits this framework. In general,
any stream of data for a sample of units whose relations can be modelled through an
adjacency matrix (neighborhood structure), adhere to statistical techniques reviewed
in this work.

We review some recent literature for network time series. Zhu et al. [54] developed
inferential theory for Network Autoregressive models (NAR) when the network
dimension N is increasing (N → ∞), under the Independent Identic Distributed
(I I D) assumption on the innovation error sequence, where a continuous response
random variable is observed for each node of a network. Technically speaking, in
this approach the observed variable Y , for the node i at time t , is denoted by Yi,t .
To understand its behavior, as it evolves in time, it is assumed to depend on the past
value of the variable for the node itself, say Yi,t−1, and of the past values of the
average variable between its neighbors, i.e. the mean of the variable Y , at time t − 1
observed among the nodes connected to the node i . These authors develop Ordinary
Least Squares (OLS) inference and study the asymptotic behaviour of the related
estimator. Further extensions of network autoregressive models consider quantile
autoregression [55], grouped least squares estimation [53], as well as a network
extension for GARCH models [52]. The latter has been considered only for the case
of fixed network dimension. Finally, Knight et al. [31] studied the more elaborate
neighbourhood structures of STARMA models in the context of network analysis,
named as Generalized NAR (GNAR), which considers the effect of several layers
of connections between the nodes of the network and provide R software for fitting
such models, for continuous variables only.

1.1 The Case of Discrete Responses

Interesting datasets collected from social network analysis have integer-valued
nature, e.g. number of characters contained in users posts, number of likes, etc.
However, the literature on models for multivariate count time series is sparse; see
Fokianos [17] for a recent review. To fill this gap, Armillotta and Fokianos [3] pro-
posed a linear and a log-linear Poisson network autoregression model (PNAR) for
Poisson distributed data, under the assumption of α-mixing innovations. For details
about and weak dependence related literature see Rosenblatt [43] and Doukhan [15].
Thismodel generalizes the linearNARmodel, by linking it with the context ofGener-
alized Linear Models [37], since the observations are marginally Poisson distributed,
conditionally to their past history. The joint dependence among different variables is
specified by a copula construction, see Fokianos et al. [21, Sect. 2]. Armillotta and
Fokianos [3] have further established parametric estimation under the framework of
quasi maximum likelihood inference [26, 50] and associated asymptotic theorywhen
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the network dimension increases. Bracher and Held [6] study the related problem
from a Bayesian point of view.

1.2 Nonlinear Models

All previous contributions assume linearity of themodel, which is restrictive assump-
tion in practice. Literature for univariate nonlinear time series models is well estab-
lished; this is especially true for continuous-valued variables. The interested reader
can see Tong [46], Fan and Yao [16], Gao [23] and Teräsvirta et al. [45], amongmany
others, for more details. For integer-valued data there exists a more recent stream of
works, although still under development. Suitable smoothing conditions for infer-
ence on nonlinear models are provided by Fokianos et al. [20], Neumann [38] with
Poisson data, Christou and Fokianos [7] for the Negative Binomial case, and Gorgi
[25] for the Beta Negative Binomial distribution. See also Wang et al. [47] for a
threshold autoregressive model with Poisson distribution. In a more general frame-
work, related works are by Ahmad and Francq [1], Davis and Liu [12] and Douc et al.
[14], among others. For a recent review see Davis et al. [13]. Despite this flourishing
literature related to nonlinear models, the previous works are not directly applicable
to network autoregressive models, because of their multivariate structure. Multivari-
ate models for discrete observations include the work by Pedeli and Karlis [40–42]
and Fokianos et al. [21], among others, who consider linear models. Armillotta and
Fokianos [4] specified a general nonlinear network autoregressive model for both
continuous and discrete-valued processes, establishing also the related stationarity
results and asymptotic theory of suitable quasi maximum likelihood estimators.

1.3 Testing for Linearity

Testing the linearity of a given model is a classical subject of study in time series
analysis and econometrics. For continuous-valued random variables, general results
have been reported when the parameters are identifiable or non-identifiable under
the null hypothesis; see Boos [5] for the former and Francq et al. [22] for the latter
case. Other linearity tests for specific nonlinear models and with non identifiable
parameters, have been specified in Luukkonen et al. [35], for the Smooth Transition
Autoregression (STAR) case, Li and Li [33], for the ThresholdAutoregression (TAR)
model, among others. For discrete-valued time series, Christou and Fokianos [8] sug-
gest a score type test for univariate (mixed) Poisson random variables, in the case
of correctly identifiable parameters. Finally, Andrews and Ploberger [2] and Hansen
[28] proposed general methods for testing linearity under non-identifiability for uni-
variate models. Non parametric tests have been also proposed; see, for example, Gao
et al. [24] and Fokianos and Neumann [18], for continuous and count data, respec-
tively. However, these latter test become computationally intensivewhen considering
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multivariate time series models. Armillotta and Fokianos [4] proposed testing proce-
dures for examining linearity (or nonlinearity) of NAR models, for both continuous
and count data, with and without the presence of non identifiable parameters under
the null hypothesis.

1.4 Outline

The main aim of the work is to compare different bootstrap methods for testing lin-
earity of NARmodels. Such comparison will be conducted with the use of simulated
synthetic data as well as by an application to real world data.

Thepaper is organized as follows: Sect. 2 introduces general nonlinear frameworks
for network time series autoregressive models, for continuous and count processes
and also discusses specificmodels of interest. Details about the inference to unknown
parameters of the model are also provided. Then, in Sect. 3, results concerning the
quasi-score test for testing linearity in network autoregressive models are discussed.
The testing methodology is analyzed with and without non identifiable parameters
under the null assumption. Practical computational aspects are taken into account, by
describing different ways to compute the p-values of the proposed test statistics, by
feasible bounds and bootstrap methodologies. Section4 presents the results obtained
on simulated data regarding the comparison between different computations of the
linearity test. Finally, the proposedmethodology is also applied to a real data analysis
on epidemic networks to daily new COVID-19 cases observed on province-level
geographical network in Italy.

Notation

For a q × p matrix M = (mi j ), i = 1, . . . , q, j = 1, . . . , p, denotes the generalized
matrix norm |||M |||r=max|x |r=1 |Mx |r . If r=1, then |||M |||1=max1≤ j≤p

∑q
i=1 |mi j |.

If r = 2, |||M |||2 = ρ1/2(M ′M),whereρ(·) is the spectral radius. If r = ∞, |||M |||∞ =
max1≤i≤q

∑p
j=1 |mi j |. If q = p, these norms arematrix norms. The symbol I denotes

an identity matrix, 1 a vector of ones, 0 a vector of zeros, whose dimensions depend
on the context in which they are applied.

2 Network Autoregressive Models

When a network with N nodes, indexed by i = 1, . . . N is a priori known to the
researcher, the neighbourhood structure of such a network is completely described
by using its adjacency matrix A = (ai j ) ∈ R

N×N . The single element of such matrix
would beai j = 1, if there is a directed edge from i to j (e.g. user i follows j onTwitter,
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a flight take off from airport i landing to airport j), and ai j = 0 otherwise. Undirected
graphs are allowed (A = A′), which means that the edge between two nodes, i and
j , has no specific direction. Typically, self-relationships are excluded i.e. aii = 0
for any i = 1, . . . , N . This is a restriction for many applications, such as social
networks; see Wasserman et al. [49] and Kolaczyk and Csárdi [32], for more details
on network definitions. Since the information on the network is assumed to be known
in advance, the network structure is treated as a known component of the analysis. The
row-normalised adjacency matrix is defined by W = diag {n1, . . . , nN }−1 A where
ni = ∑N

j=1 ai j is the total number of connections starting from the node i , such that
i → j ; it is called out-degree. Then,W is constructed with the property |||W |||∞ = 1.
Moreover, define ei the N -dimensional unit vector with 1 in the i th position and
0 everywhere else, such that wi = ai j/ni = (e′

iW )′ = (wi1 . . . , wi N )′ is the vector
containing the i th row of W .

Define a N -dimensional vector of time series {Yt , t = 1, 2 . . . , T }, where Yt =
(Y1,t , . . . ,Yi,t , . . . YN ,t )

′, which is observed on the given network; in this way,
a univariate time series is detected for each node, say Yi,t , with corresponding
conditional expectation λi,t , denoted by {λt ≡ E(Yt |Ft−1), t = 1, 2 . . . , T }, with
λt = (λ1,t , . . . , λi,t , . . . , λN ,t )

′ being the conditional expectation vector, and denote
the history of the process by Ft = σ(Ys : s ≤ t). When the stochastic process
{Yt : t ∈ Z} is integer-valued, the first lag order nonlinear Poisson Network Autore-
gression (PNAR) is generally specified as follow [4]

Yt = Nt (λt ), λt = f (Yt−1,W, θ) (1)

where f (·) is a function depending on the past lags of the count random vector,
the known network structure W , and an m-dimensional parameter vector θ . The
process {Nt } is a sequence of N -variate copula-Poisson processes describing the
joint dependence structure of the time series vectorYt , where themarginal probability
distribution of the count variables is Yi,t |Ft−1 ∼ Poisson(λi,t ), for i = 1, . . . , N .
The joint distribution between univariate variables is generated by a copula structure,
sayC(·, ρ), onwaiting timesof aPoissonprocess, definedbyArmillotta andFokianos
[3, Sect. 2.1]. An extension of (1) for a general lag order p > 1 models is given by,
see Armillotta and Fokianos [4]

λt = f (Yt−1, . . . ,Yt−p,W, θ) .

When the time series are continuous-valued, the nonlinear Network Autoregres-
sion (NAR) is defined by Armillotta and Fokianos [4] such that

Yt = λt + ξt , λt = f (Yt−1,W, θ) (2)

where ξi,t ∼ I I D(0, σ 2), for 1 ≤ i ≤ N and 1 ≤ t ≤ T . Obviously, we can extend
(2) by incorporating a larger number of lags.
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Models (1)–(2) have been proved to be stationary under suitable smoothness con-
ditions on the function f (·) which are easily verifiable. See Armillotta and Fokianos
[4, Sects. 2.2–2.3] for details about stability conditions.

Denote by Xi,t = n−1
i

∑N
j=1 ai jY j,t the so called network effect; it represents the

average impact of node i’s connections. Recall models (1)–(2). The parameter vec-
tor can be split in two parts θ = (θ(1)′, θ (2)′)′, where the vectors θ(1) and θ(2) are of
dimensionm1 andm2, respectively, such thatm1 + m2 = m. In general, θ(1) denotes
parameters associated with the linear part the model, whereas θ(2) denotes the vector
of nonlinear parameters. For t = 1 . . . , T , both (1)–(2) have element-wise compo-
nents

λi,t = fi (Xi,t−1,Yi,t−1; θ(1), θ (2)) , i = 1, . . . , N , (3)

where fi (·) is defined as the i th component of the function f (·), and it ultimately
depends on the specific nonlinear model of interest which is taken into account.

2.1 Examples of Specific Models of Interest

We give some illustrative examples of specific nonlinear models of (3). We first
introduce the linear model as a special case.

Linear Model

Recall that Xi,t = n−1
i

∑N
j=1 ai jY j,t is the neighbourhoodmean. The first order linear

NAR(1) model,
λi,t = β0 + β1Xi,t−1 + β2Yi,t−1 , (4)

is a special case of (3), with θ(1) = (β0, β1, β2)
′, but without nonlinear parameters

θ(2). For each single node i , model (4) allows the conditional mean of the process to
depend on the past of the variable itself, for the same node i , and the average of the
other nodes j 	= i by which the focal node i is connected. Implicitly, only the nodes
connected with the node i can affect its conditional mean λi,t . The parameter β1

measures the impact of the network effect Xi,t−1. The coefficient β2 determines the
impact of the lagged variable Yi,t−1. Model (4) was originally introduced by Knight
et al. [30] and Zhu et al. [54] for the case of continuous random variables Yt , with
Yi,t = λi,t + ξi,t . Armillotta and Fokianos [3] extended (4) to count randomvariables.
In this case, (4) is the linear PNAR(1) model with Yi,t |Ft−1 ∼ Poisson(λi,t ) for
i = 1, . . . , N and a copula structure for joint distribution.
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Intercept Drift (ID)

When Yt is integer-valued, a drift in the intercept term of (4) introduces the nonlinear
model

λi,t = β0

(1 + Xi,t−1)γ
+ β1Xi,t−1 + β2Yi,t−1 , (5)

where γ ≥ 0. Model (5) behaves like a linear model for small values of γ , and γ = 0
reduces (5) to (4) exactly. Instead, when γ takes values far from zero, model (5)
introduce a perturbation, deviating from the linear model (4). Hence, (5) is a special
case of (3), with θ(1) = (β0, β1, β2)

′ and θ
(2)
0 = γ . A slightly modified version of

(5) allows to treat the case where Yt ∈ R
N , by taking the absolute value of Xi,t−1

defined at the denominator of the intercept term.

Smooth Transition (STNAR)

A Smooth Transition version of the NAR model, say STNAR(1), is specified as

λi,t = β0 + (β1 + α exp(−γ X2
i,t−1))Xi,t−1 + β2Yi,t−1 , (6)

where γ ≥ 0. This models introduces a smooth regime switching behaviour on the
network effect, by mimicking the smooth transition time series models suggested
by Haggan and Ozaki [27], Teräsvirta [44] and Fokianos and Tjøstheim [19]. When
α = 0 in (6), the linear NAR model (4) is recovered. Moreover, (6) is a special case
of (3), with θ(1) = (β0, β1, β2)

′ and θ
(2)
0 = (α, γ )′.

Threshold Effect (TNAR)

Another regime switching nonlinear time seriesmodel of particular interest is Thresh-
old NAR model, TNAR(1), defined by

λi,t = β0 + β1Xi,t−1 + β2Yi,t−1 + (α0 + α1Xi,t−1 + α2Yi,t−1)I (Xi,t−1 ≤ γ ) , (7)

where I (·) is the indicator function and γ is the threshold parameter. Unlike the
STNARmodel, (7) induces an abrupt shift in the parameters of themodels. For details
about threshold-type models, the reader is referred to Lim and Tong [34], Wang et
al. [47] and Christou and Fokianos [8], among others. When α0 = α1 = α2 = 0,
model (7) reduces to the linear counterpart (4). Clearly, θ(1) = (β0, β1, β2)

′ and
θ(2) = (α0, α1, α2, γ )′ show that (7) is a special case of (3).



106 M. Armillotta et al.

2.2 Inference

Estimation for the true unknown parameter vector θ0 in models (1) is developed by
means of quasi-maximum likelihoodmethodology, seeWedderburn [50],Gourieroux
et al. [26] and Heyde [29], for example. The Quasi Maximum Likelihood Estimator
(QMLE) is the vector of parameters θ̂ maximizing the function

lT (θ) =
T∑

t=1

N∑

i=1

(
Yi,t log λi,t (θ) − λi,t (θ)

)
, (8)

which is not necessarily the true log-likelihood of the process but it serves as an
approximation. In particular, following Armillotta and Fokianos [4], (8) is the log-
likelihood that it would have been obtained if all time series were contemporaneously
independent. Note that although the joint copula structure C(. . . , ρ) and the corre-
sponding set of parameters ρ are not included in the maximization of (8), the QMLE
is still computed under the assumption of dependence as it is implicitly taken into
account in the past values of multivariate counts Yt . Maximizing (8) simplifies com-
putations of the estimation and guarantees consistency and asymptotic normality of
the resulting estimator. The derivative of (8) yields the score function

ST (θ) =
T∑

t=1

N∑

i=1

(
Yi,t

λi,t (θ)
− 1

)
∂λi,t (θ)

∂θ
≡

T∑

t=1

st (θ) . (9)

Define ∂λt (θ)/∂θ ′ the N × m matrix of derivatives, Dt (θ) the N × N diagonal
matrix with elements equal to λi,t (θ), for i = 1, . . . , N and ξt (θ) = Yt − λt (θ) is
a Martingale Difference Sequence (MDS). Then, the empirical Hessian and condi-
tional information matrices are given, respectively, by

HT (θ) =
T∑

t=1

N∑

i=1

Yi,t
λ2
i,t (θ)

∂λi,t (θ)

∂θ

∂λi,t (θ)

∂θ ′ −
T∑

t=1

N∑

i=1

(
Yi,t

λi,t (θ)
− 1

)
∂2λi,t (θ)

∂θ∂θ ′ ,

BT (θ) =
T∑

t=1

∂λ′
t (θ)

∂θ
D−1

t (θ)�t (θ)D−1
t (θ)

∂λt(θ)

∂θ ′ ,

where �t (θ) = E
(
ξt (θ)ξ ′

t (θ) | Ft−1
)
is the conditional covariance matrix evaluated

at θ . Under suitable network assumptions and smoothness conditions on the nonlin-
ear function f (·), Armillotta and Fokianos [4] proved the consistency and asymp-

totic normality of the estimator, that is
√
NT (θ̂ − θ0)

d−→ N (0, H−1BH−1), when
N → ∞ and TN → ∞, where H and B are the theoretical Hessian and information
matrices, respectively, evaluated at the true value of the parameters θ = θ0.
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Analogous inferential result are obtained for model (2), by maximizing the quasi
log-likelihood lNT (θ) = −∑T

t=1 (Yt − λt (θ))′ (Yt − λt (θ)), being equivalent to per-
form a nonlinear Least Squares (LS) estimation of the unknown parameters.

3 Linearity Test

In this section we introduce the linearity test for nonlinear networks autoregressive
models (1)–(2), discussed in Sect. 2. Recall model (3) and consider the following
hypothesis testing problems

H0 : θ(2) = θ
(2)
0 versus H1 : θ(2) 	= θ

(2)
0 , componentwise , (10)

where, under the null hypothesis H0, the nonlinear parameters take a value θ
(2)
0 ,

which yields the linear model (4). For example, when Yt is integer-valued following
(1) and the mean process λt is defined as in (5), then θ(2) = γ and θ

(2)
0 = 0. Indeed

the problem H0 : γ = 0 versus H1 : γ > 0 becomes an hypothesis test between a
linear null assumption versus ID alternative model.

To develop a test statistic for (10), we employ a quasi-score test based on the
quasi-log-likelihood (8). This is a convenient choice, since such type of test requires
only the estimation ofmodel under the null hypothesis, whichwill be the linearmodel
(4), say θ̃ = (β̃0, β̃1, β̃2)

′; this is usually a simpler task compared to the estimation of
the nonlinear alternative model. Recall the partition of the parameters θ in (3), then
ST (θ) = (S(1)′

T (θ), S(2)′
T (θ))′ denotes the corresponding partition of the quasi-score

function (9). The quasi-score test statistic is given by

LMT = S(2)′
T (θ̃)�−1

T (θ̃)S(2)
T (θ̃) , (11)

with �T (θ̃) = J H−1
T (θ̃)J ′

(
J H−1

T (θ̃)BT (θ̃)H−1
T (θ̃)J ′

)−1
J H−1

T (θ̃)J ′, where J =
(Om2×m1 , Im2), Is is a s × s identity matrix and Oa×b is a a × b matrix of zeros.
�T (θ̃) is a the estimator for the unknown covariance matrix � = Var[S(2)

T (θ̃)]. It
can be proved that the quasi-score test (11) converges, asymptotically, to a χ2

m2

distribution [4, Theorem 7]. Then, we reject H0, if the value of LMT computed
in the available sample is greater than the critical values of the χ2

m2
distribution,

computed at ordinary significance levels. Analogous results hold for the continuous-
valued model (2).
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3.1 The Case of Non Identifiable Parameters

For model (3), consider the case where fi (·) is defined as

λi,t = β0 + β1Xi,t−1 + β2Yi,t−1 + hi (Yt−1, γ )α , (12)

where hi (Yt−1, γ ) is a B-dimensional vector of nonlinear functions, say hbi (Yt−1, γ ),
with b = 1, . . . , B, and α is the associated B-dimensional vector of nonlinear param-
eters. In practice, model (12) assumes that the nonlinear part of the network autore-
gressive models is of the form of an additive component. Note that the function
hi (·) depends on the lags of the variable and on k-dimensional vector of parameters
γ . Several nonlinear models are included in (12). For example, the STNAR model
(6), where B = 1 and hi (Yt−1, γ ) = exp(−γ X2

i,t−1)Xi,t−1, for i = 1, . . . , N , and the
TNAR model (7), where B = 3 and h1i (Yt−1, γ ) = I (Xi,t−1 ≤ γ ), h2i (Yt−1, γ )) =
Xi,t−1 I (Xi,t−1 ≤ γ ) and h3i (Yt−1, γ ) = Yi,t−1 I (Xi,t−1 ≤ γ ). Testing linearity on
model (12) is equivalent to testing

H0 : α = 0 , versus H1 : α 	= 0 , elementwise, (13)

However, in this particular case, it is not possible to estimate the value of the parameter
γ , because it is not identifiable under the null hypothesis H0.Note that the parameterγ
exists in the score partition function (9) because it is related to the nonlinear parameter
θ(2) = α.We conclude that the relevant quantities for inference and testing-see (11)—
depend on γ , that is S(2)

T (θ̃ , γ ), �T (θ̃ , γ ) and LMT (γ ). The model is then subject to
non identifiable parameters γ under the null assumption. When this problem appears
the standard theory does not apply and a chi-square type test is not suitable any more;
see Davies [11] and Hansen [28], among several other references. Clearly, the value
of the test changes over different values of γ ∈ 
, where 
 is the domain of γ . A
summary function of the test computed under different values of γ is then required;
a typical choice is gT = supγ∈
 LMT (γ ). In practice, the space 
 is replaced by

F = (γL , γ1, . . . , γl , γU ), a grid of values for the non identifiable parameters γ ,
and the maximum of the tests computed over such grid would be the test statistics
employed for the evaluation of the test (13). Armillotta and Fokianos [4] established
the convergence of the test gT to g, when T → ∞, being a function of a chi-square
process, LM(γ ), in symbol g = supγ∈
 LM(γ ). The values of the latter asymptotic
distribution cannot be tabulated, as this depends on unknownvalues of γ .We describe
next methodology for computing the p-values of the sup-type test statistic.

3.2 Bootstrapping Test Statistics

Based on the previous arguments, we suggest to approximate the p-values of the test
statistic by employing the following bootstrap algorithm
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Algorithm 1 Score bootstrap
1: for j = 1, . . . , J do
2: Generate

{
νt, j : t = 1, . . . , T

} ∼ I I DN (0, 1).

3: Compute S
ν j
T (θ̃ , γ ) = ∑T

t=1 st (θ̃ , γ )νt, j .

4: Compute the test LM
ν j
T (γ ), for γ ∈ 
F , and g j

T = supγ∈
F
LM

ν j
T (γ ).

5: end for
6: Compute pJ

T = J−1 ∑J
j=1 I (g

j
T ≥ gT ).

An approximation of the p-values is obtained from step 6 of Algorithm1, where
gT is the value of the test statistic computed on the available sample. When the
bootstrap replication J is big enough pJ

T is a good approximation of the unknown p-
values of the test. Then, the null hypothesis H0 is rejected if pJ

T is smaller than a given
significance level. In order to test the robustness and performances of Algorithm 1,
we propose here a comparison with an alternative parametric bootstrap procedure.

Algorithm 2 Parametric bootstrap

Estimate parameters of the linear model (4), θ̃ .
for j = 1, . . . , J do

By using θ̃ at step 1, generate from (1), with f (·) defined as in (4), a bootstrap sample Ȳ j
t ,

with t = 1, . . . , T .
Compute S̄ j

T (θ̃ , γ ) from (9), by using the observations generated at step 3.

Compute the test LM
j
T (γ ), for γ ∈ 
F , and ḡ j

T = supγ∈
F
LM

j
T (γ ).

end for
Compute p̄ J

T = J−1 ∑J
j=1 I (ḡ

j
T ≥ gT ).

The bootstrap p-values are obtained from step 7 of Algorithm2. The parametric
bootstrapmethod differs from the former approach because the source of randomness
in the bootstrap iterations is not a multiplicative Gaussian noise νt, j but a resampling
process which generates new pseudo-observations from the estimated model. The
same methods apply unaffected to the continuous-valued model (2). We omit the
details. In the following section we compare the performances of the testing methods
proposed so far.

4 Applications

In this part of the chapter we illustrate the described methodologies for testing lin-
earity for network autoregressive models on a set of synthetic and real data.
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4.1 Simulation Results

Synthetic data obtained by Monte Carlo simulation are considered in this section.
A network structure is required in the application of NAR models. Moreover, recall
that the structure of the network is completely described by its adjacency matrix
A = (ai j ) ∈ R

N×N with ai j such that ai j = 1, if there is a directed edge from i to j
and 0 otherwise. In this simulation study such network is generated following one of
the most popular network structure models, the Stochastic Block Model (SBM), see
Nowicki and Snijders [39], Wang and Wong [48] and Zhao et al. [51]. A block label
(l = 1, . . . , K ) is assigned for each node with equal probability and K is the total
number of blocks. Then, set P(ai j = 1) = N−0.3 if i and j belong to the same block,
and P(ai j = 1) = N−1 otherwise. Practically, the model assumes that nodes within
the same block are more likely to be connected with respect to nodes from different
blocks. Throughout we assume the existence of two blocks (K = 2) and N = 8. The
network is practically generated by using the igraph package of R software [10].

The observed count time series {Yt : t = 1, . . . , T = 1000} is generated recur-
sively as in (1), with λt coming from the linear model (4), using the copula-based
data generating process of Armillotta and Fokianos [3, Sect. 2.1]. A choice of
the copula function C(·) and the starting N -dimensional vector of the process λ0

are required. The selected copula structure is Gaussian, CGa
R (. . . ), with correlation

matrix R = ρ Ī , where Ī is a N × N matrix of ones; ρ = 0.5 is the copula param-
eter. Then CGa

R (. . . ) = CGa(. . . , ρ). We set λ0 = 1 and use a burnout sample, by
discarding the 300 first temporal observations to reduce the impact of the starting
value of the process. The time series observations are obtained by setting the value of
the linear parameters equal to θ(1) = (β0, β1, β2)

′ = (0.5, 0.2, 0.1)′. This procedure
is replicated S = 200 times. Then, the linear QMLE estimation θ̃ optimising (8) is
computed for each replication.

To generate the process Yt in the continuous-valued case, the random errors ξi,t
are simulated from standard normal distribution N (0, 1). For the data generating
process of the vector Yt , the initial value Y0 is randomly simulated according to its
stationary distribution [54, Proposition 1]. This is Gaussian with mean μ = β0(1 −
β1 − β2)

−11 and covariance matrix vec[Var(Yt )] = (IN 2 − G ⊗ G)−1vec(I ), where
1 = (1 . . . 1)′ ∈ R

N , I is the N × N identity matrix, G = β1W + β2 I ,⊗ denotes
the Kronecker product and vec(·) the vec operator. Once the starting value Y0 is
given, the process {Yt : t = 1, . . . , T } is generated recursively according to (4) and
Yt = λt + ξt , coming from (2). Then, the LS estimation of the linear parameters is
computed for each replication. In this case, the resulting estimator is the ordinary
least squares, which has closed form solution [54, Eq. 2.9].

We give here an example of a non standard case, by testing the linearity of model
(4) versus the STNAR model; this is done by setting the hypothesis test H0 : α = 0
versus H1 : α > 0 in (6), inducing lack of identifiability on the parameter γ . Accord-
ing to Sect. 3.1, for each of the S replications, we can approximate the p-values of the
sup-type test, supγ∈
F

LMT (γ ), where 
F is a grid of 10 equidistant values picked
on [0.01, 3], by the two bootstrap approximation procedures described in Sect. 3.2,
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Table 1 Empirical size at nominal significance levels αH0 = {0.1, 0.05, 0.01} of the test statistics
(11) for testing H0 : α = 0 in S = 200 simulations of model (6), for N = 8, T = 1000. Data are
integer-valued and generated from (1), with the linear model (4). The empirical power is also
reported for data generated from model (6) with α = {0.3, 0.4} and γ = {0.1, 0.2}. The network is
derived from the SBM. The approximated p-values are computed by score bootstrap (pJ

T ), in the
first row, and parametric bootstrap ( p̄ J

T ), second row

Method Size Power

γ = 0.2, α = 0.3 γ = 0.1, α = 0.4 γ = 0.2, α = 0.4

10% 5% 1% 10% 5% 1% 10% 5% 1% 10% 5% 1%

pJ
T 0.020 0.015 0.000 0.260 0.155 0.075 0.445 0.300 0.075 0.590 0.475 0.270

p̄ J
T 0.020 0.010 0.000 0.265 0.180 0.060 0.510 0.300 0.085 0.590 0.510 0.275

Table 2 Empirical size at nominal significance levels αH0 = {0.1, 0.05, 0.01} of the test statistics
(11) for testing H0 : α = 0 in S = 200 simulations of model (6), for N = 8, T = 1000. Data are
continuous-valued and generated from (2), with the linear model (4). The empirical power is also
reported for data generated from model (6) with α = {0.3, 0.4} and γ = {0.1, 0.2}. The network is
derived from the SBM. The approximated p-values are computed by score bootstrap (pJ

T ), in the
first row, and parametric bootstrap ( p̄ J

T ), second row

Method Size Power

γ = 0.2, α = 0.3 γ = 0.1, α = 0.4 γ = 0.2, α = 0.4

10% 5% 1% 10% 5% 1% 10% 5% 1% 10% 5% 1%

pJ
T 0.070 0.025 0.000 0.970 0.940 0.755 0.370 0.140 0.020 0.995 0.990 0.950

p̄ J
T 0.070 0.020 0.000 0.970 0.905 0.720 0.275 0.105 0.005 0.990 0.985 0.915

with J = 299 bootstrap replications. The fraction of cases over S simulations in
which the p-value approximations is smaller than the usual significance levels 0.1,
0.05 and 0.01 is the frequency of cases where H0 is rejected and constitutes the
empirical size of the test. The empirical power of the test is again the frequency of
cases where H0 is rejected but obtained when data were generated by the model (6)
instead. This is accomplished by using the same generating mechanism described for
the linear model, by setting various combinations of values of nonlinear parameters
α = {0.3, 0.4} and γ = {0.1, 0.2}.

The results of the simulation study for the count data case are reported in Table1.
We note that the empirical size is smaller than or close to the expected nominal levels;
the empirical power is low when α is small and tends to grow for larger values of α

far from the value of the null assumption. The two bootstrap methods show similar
behavior, but the parametric bootstrap yields slightly better when compared to the
score based bootstrap. Such results show that both tests works satisfactorily with a
slight preference given to the parametric bootstrap methodology.

Table2 considers results regarding the continuous case. Firstly, we see an overall
improvement of the performances compared with the integer-valued case. This is
expected since here the errors ξt are generated from Normal random variables and
also the stationary distribution of the process Yt is Gaussian. Hence, the χ2 (process)
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distribution of the test is approached more quickly. Instead in the integer-valued case
such distribution will be reached only asymptotically, with N → ∞, TN → ∞. The
results of the two bootstrap procedures are again similar, but we note that the score
bootstrap slightly outperforms the parametric one.

4.2 New COVID-19 Cases on Italian Provinces

We study a dataset which consists of daily new cases of COVID-19 virus detected
for each province of Italy, according to the Nomenclature of Territorial Units for
Statistics, Level 3 (NUTS-3) classification, as established on Regulation (EC) No
1059/2003 of the European Parliament and of the Council. Data is provided by the
Presidenza del Consiglio dei Ministri—Dipartimento della Protezione Civile.1 The
total number of provinces is N = 107. The time series starts at 25/02/2020 and
is updated daily until 07/02/2022 (T = 714). For the considered regions and time
window, we observed two instances of negative numbers of new cases. These values
are replaced by zero counts.

An undirected network structure can be derived by exploiting available data on
geographical coordinates. The geodesic distance between the centroids of pairs of
provinces {i, j} are computed, say di j . Then, two provinces {i, j} are connected with
an undirected edge if di j ≤ 200km.We consider such cut-off reasonable by consider-
ing that a smaller distance would results in few connections for most remote regions,
like the islands, whereas a bigger distance will result in a fully connected network,
i.e. a network which connects each node to all the others, which is not of interest
in the current analysis. The density of the network is 21.58%. The histogram of the
number of connections is shown in Fig. 1. The maximum number of connections is
45. The median number of connections is 22.

We see from Fig. 2 a typical time series for each province. The data show that it
is possible to detect at least two regimes of variation; one during pandemic seasonal
waves, with high numbers of daily new cases and one where the virus cases are
relatively stable for several months. We address the question that a linear model is
suitable for fitting such data. The partial autocorrelation function (PACF) of the time
series indicates a significant effect of the past counts so an autoregressive model may
be adequate to model the dataset. The median number of daily new cases is 27.

Estimation of the linear PNAR model (4) is performed by QMLE. For testing
linearity, the quasi-score linearity test is computed according to (11). For the identi-
fiable case, the asymptotic chi-square test is employed, for the nonlinear model (5),
testing H0 : γ = 0 versus H1 : γ > 0. For non identifiable case, we test linearity
against the presence of smooth transition effects, as in (6), with H0 : α = 0 versus
H1 : α > 0. A grid of 10 equidistant values in the interval 
F ≡ [0.001, 3] is cho-
sen for values of the nuisance parameter γ . The p-values are computed for the test

1 Dataset available at https://github.com/pcm-dpc/COVID-19/blob/master/dati-province/dpc-
covid19-ita-province.csv.

https://github.com/pcm-dpc/COVID-19/blob/master/dati-province/dpc-covid19-ita-province.csv
https://github.com/pcm-dpc/COVID-19/blob/master/dati-province/dpc-covid19-ita-province.csv
https://github.com/pcm-dpc/COVID-19/blob/master/dati-province/dpc-covid19-ita-province.csv
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Fig. 1 Histograms of
number of connections
(degrees) between provinces
of Italy
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Fig. 2 Time series of counts
and partial autocorrelation
function for the number of
daily new COVID-19 cases
in Benevento province, Italy.
Dashed blue line: 5%
confidence bands
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Table 3 QMLE estimates of the linear model (4) for daily COVID-19 new cases in Italy. Standard
errors in brackets. Linearity is tested against the ID nonlinear model (5), with χ2

1 asymptotic test
(11); against the STNARmodel (6), with approximated p-values computed by score bootstrap (pJ

T ),
parametric bootstrap ( p̄ J

T ); and versus TNAR model (7)

Models β̃0 β̃1 β̃2

Linear 1.665
(0.462)

0.149
(0.016)

0.842
(0.025)

Models χ2
1 pJ

T p̄ J
T

ID 3.585 – –

STNAR – <0.001 <0.001

TNAR – 0.600 0.800

supLMT = supγ∈
F
LMT (γ ) through the two bootstrap approximation procedures

described in this work. The number of bootstrap replication is set to J = 299. For the
parametric bootstrap, the generation of pseudo-observations requires the choice of a
copula and related parameter. We chose the Gaussian copula with correlation matrix
R = ρ Ī , and ρ = 0.5. Finally, a linearity test against threshold effects, as in (7), is
also performed, which leads to the test H0 : α0 = α1 = α2 = 0 versus H1 : αl > 0,
for some l = 0, 1, 2. In order to determine a feasible range of values for the non
identifiable threshold parameter, we compute the quantiles at 10% and 90% of the
empirical distribution for the process

{
Xi,t : t = 1, . . . , T

}
, at each i = 1, . . . , N .

Then, we take the minimum of 10% quantiles and the maximum of 90% quantiles
as the extremes of 
F , from which a grid of 10 equidistant values is picked.

The results are summarized in Table3. The estimated parameters for the linear
model (4) are highly significant. The magnitude of the network effect β1 appears
to agree with intuition, as an increasing number of cases in a province can lead
to a growth in cases found in a close geographic area. The effect of the lagged
variable has a upwards impact on the number of cases, as expected by the observed
temporal dependence. The linearity test against the nonlinear model (5) is rejected at
0.1 significance level, since the value of the test statistics is greater than the critical
values of theχ2

1 distribution, but not at 0.05 and0.01 levels. This gives amild evidence
for possible nonlinear drifts in the intercept. The linearity is strongly rejected when
tested against the STNAR model, by both bootstrap tests at all levels 0.1, 0.05 and
0.01. Nevertheless, bootstrap sup-type tests do not show evidence of threshold effects
in themodel. Then, we conclude that there is a clear evidence in accordance to regime
switching effects with smooth switching rather than abrupt shifts. These findings are
in line with the values of the time series, as shown in Fig. 2.
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Novel Data Science Methodologies for
Essential Genes Identification Based on
Network Analysis

Mario Manzo, Maurizio Giordano, Lucia Maddalena,
Mario Rosario Guarracino, and Ilaria Granata

Abstract Essential genes (EGs) are fundamental for the growth and survival of a cell
or an organism. Identifying EGs is an important issue in many areas of biomedical
research, such as synthetic and system biology, drug development, mechanistic and
therapeutic investigations. The essentiality is a context-dependent dynamic attribute
of a gene that can vary in different cells, tissues, or pathological conditions, and wet-
lab experimental procedures to identify EGs are costly and time-consuming. Com-
monly explored computational approaches are based onmachine learning techniques
applied to protein-protein interaction networks, but they are often unsuccessful, espe-
cially in the case of human genes. From a biological point of view, the identification
of the node essentiality attributes is a challenging task. Nevertheless, from a data
science perspective, suitable graph learning approaches still represent an open prob-
lem. Node classification in graph modeling/analysis is a machine learning task to
predict an unknown node property based on defined node attributes. The model is
trained based on both the relationship information and the node attributes. Here, we
propose the use of a context-specific integrated network enriched with biological
and topological attributes. To tackle the node classification task we exploit different
machine and deep learning models. An extensive experimental phase demonstrates
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the effectiveness of both network structure and attributes associated with the nodes
for EGs identification.

Keywords Data science · Node classification · Essential genes identification ·
Integrated network

1 Introduction

Deciphering the set of genes which are essential for guaranteeing survival and repro-
duction of cells has an enormous interest in biological and health sciences. Indeed,
the identification of the so-called “essential genes” (EGs) in different organisms has
a great impact in several branches of research, as EGs can contribute to investi-
gate the molecular mechanisms underlying the biological processes [1], the origin
and evolution of organisms [2], the minimum cellular demands in the context of
synthetic biology [3, 4], and the pathological basis of disease [5, 6]. Furthermore,
being involved in cellular basic functions, EGs represent candidate druggable targets
for antimicrobial [7] or antitumoral therapies [8, 9]. It has been estimated that EGs
represent around the 10% of the genome in humans [1, 10].

The experimental procedures to analyze the essentiality of genes rely on gene
deletion/knock-out approaches. It is quite obvious that working onmodel organisms,
such as Drosophila melanogaster and microorganisms (e.g., Escherichia coli, Sac-
charomyces cerevisiae), or on human cells makes a great difference. In the first case,
in vivo experiments and direct evaluation of organism viability are allowed. Instead,
in the case of humans, the cell-based in vitro experiments determine a high hetero-
geneity of response due to cell type and experimental conditions. A kind of human
gene essentiality in vivo may be assessed through population genome sequencing
data, considering essential those genes rarely or never disrupted or truncated in the
general population. Various scores are proposed as essential metrics from human
genetic variation data, such as haploinsufficiency probability, loss-of-function intol-
erance probability, missense Z-score, and others [11]. However, the conversion of
such scores, obtained by either in vitro or in vivo approaches, to dichotomic labels
of Essential (E)/Not Essential (NE) genes is not that obvious, being influenced by
the setting of threshold values.

Although these evaluations provide interesting insights, they represent one aspect
of the essentiality. Indeed, in vitro cell-based assays provide a different set of EGrom
the one obtained through in vivo human population studies [12], likely due to the
different contexts: tumour cells viability versus organism fitness. Gene essentiality is
not a static property, but a changeable characteristic contextualized by environmen-
tal, genetic, and evolutionary factors [13]. Therefore, a bias can be introduced when
analyzing the gene essentiality through an organism- rather than a context-based
approach. Achilles Cell Line Gene Essentiality Profiles [14] project made an attempt
of genome-wide experiments, creating a catalog of EGs by exploitingCRISPR (Clus-
tered Regularly Interspaced Short Palindromic Repeats)-Cas9 and RNA interference
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(RNAi)-based screens across hundreds of cancer cell lines to silence or knockout
individual genes and identify those genes that affect cell survival. However, these
screening methods are complex, costly, labor-, and time-intensive [15].

Consequently, data science approaches were deployed to complement the exper-
imental techniques and, thus, to minimize the resources required for essentiality
assays [15].

Over the years, several analytics methods have been devised to predict EGs. Most
of the works have been done on model organisms or microorganisms for synthetic
biology purposes. Compared to humans, these models present a lower heterogene-
ity and an easier definition of essentiality labels for the learning task. Although the
results are not generalizable to humans, they still represent an important source of
approaches developed to classify EGs. One of the main tasks to address is undoubt-
edly the identification of the attributes that define the EGs. An attempt to collect
biological and genetic characteristics related to the essentiality has been made in [1],
where the authors provided a comprehensive study of human EGs, including their
genomic, epigenetic, proteomic, evolutionary, and embryonic patterning character-
istics. According to the rule of centrality-lethality [16, 17], most of the EGs-related
characteristics come from protein-protein interaction (PPI) networks [18], used to
derive centrality metrics as attributes for essentiality prediction models. From PPI to
disease networks, from healthcare systems to scientific knowledge, biomedical net-
works are general descriptions of systems of interacting entities. In the last decade,
we have seen a quick expansion of representation learning approaches for modeling,
analyzing, and learning such networks, thanks to the extraordinary effectiveness in
giving significant predictions and insights.

Given the wide variety of knowledge that can be extracted from network-based
representations and the high complexity of the essentiality concept, it seems simplis-
tic to rely only on physical interactions. According to the above considerations, here,
we present a work on the classification of EGs through a tissue-specific approach,
applied to kidney, which, to the best of our knowledge, is the first one in this con-
text. Furthermore, to associate network attributes to the genes we use an integrated
network made of physical and metabolic interactions. In particular, the metabolic
machinery and the underlying connections have a crucial role in cellular functionali-
ties and response to stimuli, somuch that themetabolic networks arewidely exploited
for precision medicine purposes [19].

Finally, to address the problem of defining E/NE genes, we introduce a novel
methodology which provides tissue-specific gene labels for kidney.

In order to validate the proposed method, we refer to supervised learning
approaches from the computational point of view. In this context, the identification
of EGs concerns a binary classification task and the algorithms learn a prediction
model based on features related to gene essentiality from both biological and net-
work contexts. Two types of approaches were adopted. The first by associating to
the nodes the description of their biological and network attributes. In this case,
Machine Learning (ML) algorithms were applied. The second, otherwise, by adding
information through an integrated network. Structural information was adopted to
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apply geometric Deep Learning (DL) algorithms. Here we show the workflow and
performance of both sets of methods, exploring their results.

The paper is structured as follows. Section2 includes an overview of the state-of-
art on node classification applied to the EGs identification task. Section3 provides
details on how the graph-based data was built and on the selected attributes. Section4
describes the various machine and deep learning techniques adopted to tackle the
node classification task related to EGs identification. Section5 provides a compre-
hensive experimental phase, while Sect. 6 concludes the paper.

2 State-of-the-Art

Over the years, various attempts have been made to propose workflows and provide
guides to tackle the task of EGs classification. A wide literature exists and we only
report some of the most recent reviews and results.

Dong et al. [20] report several studies in which different computational methods
and biological features have been exploited to identify EGs both in prokaryotes and
eukaryotes, and pointed out the crucial role of the features selection and combination
to improve the performance. To this extent, they implement and test five features
they consider representative (i.e., evolutionary conservation, domain information,
network topology, sequence component, and expression level) on data ofEscherichia
coli MG1655, Bacillus subtilis 168, and human. They discuss modeling approaches
based onML algorithms, useful to deal with large and complex data sets, and empiric
formulas of specific features, and mention popular online services to predict EGs.

Li et al. [3] present a survey on network-based methods for predicting EGs or
proteins. Topology-based methods are grouped according to their exploitation of
neighborhood, path, or eigenvector information, or their combination. Methods inte-
grating PPI networks with biological information, exploiting dynamic networks, and
based on ML are also discussed. Further useful information is provided on available
databases and tools.

The very recent review by Aromolaran et al. [15] focuses on gene essentiality
prediction by the ML approach. Among its challenges, they identify the incomplete
and prone to errors information from model organisms that affects the classifiers,
favoring those studies that assemble class labels from multiple sources, rather than
a single one. A comparative analysis is performed on essentiality prediction for
Caenorhabditis elegans using different features. These include intrinsic and extrinsic
features (i.e., those that can be directly derived from gene and protein sequences
or those that can be computed only from the sequence’s interaction with another
sequence or its environment), the latter type also including topology-based features.

Aromolaran et al. [21] present an ML approach to EG prediction based on the
combination of a wide set of intrinsic and extrinsic features applied to Drosophila
melanogaster, but also extended to human data. Performance comparisons are made
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against the methods proposed by Campos et al. [22], who shared the source code1

for their systematic analysis of EG prediction within and among species. The authors
demonstrated thatMLmodels (GeneralisedLinearModel,ArtificialNeuralNetwork,
Gradient Boosting, Support Vector Machine (SVM) [23], and Random Forest (RF)
[24]) trained with subsets of essentiality-related data performed better than random
guessing of gene essentiality for a particular species.

Hasan and Lonardi [2] propose a MultiLayer Perceptron (MLP) network for pre-
dicting EGs based only on intrinsic features (only gene primary sequence and corre-
sponding protein sequence). Interestingly, they balance the data by down-sampling
the class of non-EGs.Moreover, they identify a possible data leak in case two homol-
ogous genes are used one for training the model and the other for testing it. To avoid
this bias, they cluster (via OrthoMCL) the set of all genes into orthologous, homol-
ogous, and paralog, and make sure that no gene from a single cluster is assigned to
both training and test set.

Zeng et al. [25] propose aDL framework to automatically learn biological features
without prior knowledge. Specifically, they adopt topological features extracted by
PPI networks via node2vec [26], gene expression features extracted via bidirectional
long short-term memory cells, and subcellular localization information exploited
through an indicator vector. The concatenation of these features is fed to a fully con-
nected layer with a sigmoid activation function to perform classification. Extensive
comparisons are provided against some topology-based and machine learning-based
methods. Moreover, an ablation study is carried out to investigate the role of each of
the three biological information, revealing that the PPI embedding is the most impor-
tant component, but still, the other two sources help in enhancing performance.

Dai et al. [27] propose a network embedding approach to human EGs identifica-
tion. The node embeddings of a human PPI network are first computed, based on
random walks and word2vec, and then classified using state-of-the-art classifiers.
Extensive experiments are provided on two different human PPI networks (from the
Reactome [28] and the InBio Map [29] databases, respectively), varying the classi-
fier (SVM, Deep Neural Network (DNN), Decision Trees, Naïve Bayes, k-Nearest
Neighbor, Logistic Regression, RF, and Extra Tree) and comparing the results to
those achieved by other methods (Z-curve, centrality-based, DeepWalk, and LINE).
Interestingly, to handle the imbalance betweenEGs and non-EGs, in cross-validation,
they consider both stratified partitions (i.e., partitions having class distributions sim-
ilar to the whole data) and partitions where the ratio of the two classes is 1:1, in the
second case achieving better performance results.

Rezaeia et al. [30], adopt a critical node detection problem (CNDP) coupled with
a genetic algorithm to define the correlation between essential proteins and their
centrality properties in a PPI network of two species, Escherichia coli and Saccha-
romyces cerevisiae. The CDNP is a well-known graph theory method that allows
detecting the nodes crucial to the stability of the network. The authors demonstrate
that EGs are significantly present in the set of the identified critical nodes and have

1 https://bitbucket.org/tuliocampos/essential.

https://bitbucket.org/tuliocampos/essential
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different topological properties compared to the EGs found by rankingmethods using
the standard centrality measures.

Schapke et al. [31] introduce EPGAT, a novel method for Essentiality Prediction
with Graph Attention Networks (GATs). Based on Graph Neural Networks (GNNs),
it learns directly and automatically the nodes’ relations from the PPI network. Fur-
thermore, the authors incorporate in the model learning process 4 biological features
one by one (i.e., gene expression profiles, orthology information, and subcellular
localization), and evaluate the performance of S. cerevisiae, E. coli,D. melanogaster
and H. sapiens. They compare the AUC (Area Under The Curve) ROC (Receiver
Operating Characteristics) curve values of the proposed method with those obtained
with other network-based and ML techniques commonly exploited. EPGAT shows
performance comparable to node2vec embedding, with a shorter training time.

Zhang et al. [32] describe a DL-based framework, called DeepHE, which inte-
grates sequence features, both at DNA and protein level, and network features auto-
matically extracted from the PPI network by using node2vec. In order to address the
imbalanced learning problem, a cost-sensitive technique is adopted during the train-
ing of the architecture. The embedding features learned by node2vec improved the
results on human datasets and make DeepHE outperform compared to ML methods
and node centrality measures. The authors have demonstrated that human EGs can
be accurately detected by designing an effective artificial intelligence framework and
integrating representative features captured from available biological data. They also
underline the benefits that may be obtained by applying DLmethods to automatically
derive biological features.

Kuang et al. developed XGEP (eXpression-based Gene Essentiality Prediction),
a ML approach to predict the essentiality of both protein-coding genes and long non-
coding RNAs (lncRNAs) in cancer cells through a collaborative embedding applied
to TCGA transcriptomic profiles [33]. The biological information relevant for the
learning task is extracted through three different approaches: collaborative filtering,
which gives the best performance, Gene2Vec, and autoencoder. Finally, the feature
vectors derived from collaborative embedding are adopted to build gradient boosted
tree, SVM, and DNN models for human EGs prediction.

3 Materials

3.1 Gene Integrated Network: PPI+MET

The kidney-specific network used in this study has been generated by integrating
the kidney metabolic (MET) [34, 35] and kidney PPI networks. The metabolic net-
work has been obtained by extracting enzymes relationships from the kidney-specific
genome-scalemetabolicmodel, downloaded from theHumanMetabolicAtlas repos-
itory [36]. Two enzymes are connected if they catalyze reactions producing and con-
suming a given metabolite, respectively. The metabolic network consists of 2945
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nodes and 663397 edges. The kidney PPI network has been downloaded from the
Integrated Interactions Database, one of the most comprehensive sets of context-
specific human PPI networks [37]. It is based on physical connections between
proteins and consists of 11741 nodes and 569585 edges. The integration of the two
networks has been performed at the gene-level, converting proteins and enzymes to
the corresponding gene symbol, thus having genes as nodes connected according to
metabolic and/or physical interactions. The edges have been weighted by summing
up the HPA (Human Protein Atlas) [38] expression values in the kidney of the two
enzymes involved. In order to simplify the network, although the metabolic network
is naturally directed, we considered the integrated network undirected, as the PPI
network. Self-loops and duplicated edges have been removed. The largest connected
component has been considered for the analysis, resulting in a network with 12538
nodes and 1066252 edges.

3.2 Biological Attributes

Many studies have been conducted to determine the genetic and functional features
that characterize EGs, ranging fromgenome-based to protein-based andmechanistic-
based features [1, 39]. In the current study, given the focus on specific tissue, we col-
lected both tissue-specific and generic biological attributes, summarized in Table1.

The tissue-specific attributes consist of gene expression levels in kidney normal
and tumor tissue. EGs are indeed highly expressed as fundamental for main cellular
functionalities. Furthermore, the expression levels seem to be altered in tumor tissues
compared to normal ones, as they are sensitive to tumorigenesis [39]. The tissue-
specific attributes used in this study are: “GTEx_kidney”, the genemedian transcripts
per million (tpm) counts in kidney cortex and kidney medulla, downloaded from
GTEx portal [40]; “OncoDB_DEG”, differentially expressed genes (DEG) from
OncoDB [41] in renal tumors (Kidney Renal Clear Cell Carcinoma KIRC, Kidney
Renal Papillary Carcinoma KIRP, Kidney Chromophobe KICH) selected by FDR
adjusted p-value ≤ 0.05; “HPA_kidney”, normalized transcript expression levels
summarized per gene in kidney tissue based on RNA-seq from HPA [38]; “GTEX-
*”, gene tpm expression of 89 kidney cortex and medulla samples, from the GTEx
portal.

The generic biological attributes regard both genetic and functional character-
istics. “Gene_length”, “GC_content” and “Transcript_count” have been included
as associated with DNA stability and obtained from the Ensembl database through
biomaRt R package v 2.50.3 [42]. EGs are in their definition crucial to fundamental
biological processes. As they have been found inmanymodel organisms as hub nodes
of PPI networks showing high centrality scores [27], we thought that this aspect can
be translated into biological centrality through the involvement in many processes,
functions, and pathways, as well as the expression in multiple cellular compartments
and tissues. Based on this idea, we added several attributes coming from the gene
enrichment analysis. In particular, we used the DAVID bioinformatics database [43,
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44] to annotate our nodes/genes list for several functional annotations from Gene
Ontology (GO) and others. The counts of involved biological functions from GO-
Molecular Functions (“MF”) and GO-Biological Processes (“BP”), pathways from
“Biogrid”, “KEGG”, “Reactome”, expression fromGO-CellularComponent (“CC”),
and “UP_tissue”, have been added as attributes for each gene.Moreover, asEGs likely
interact with many transcription factors and have conserved motifs, we also obtained
from DAVID the count of predicted TFs (Transcription Factors Binding Sites) from
“Ucsc_tfbs”. The UCSC TFBS conserved track identifies motifs that are conserved
across humans, mice, and rats and scores these sites based on the motif match. Sev-
eral findings have pointed out that EGs are highly conserved, even if the essentiality
seems to be a species-specific prerogative [1, 45]. According to this, we included the
orthologs count “Orth_count” for each gene, an attribute obtained from NCBI Gene
database [46]. Finally, the attribute “Gene_Disease_ass_count” was included as an
indicator of gene association to human diseases, as it seems that disease-associated
genes are intermediates between highly essential and non-essential genes [47]. The
gene-disease associations have been downloaded from DisGeNET [48], a dedicated
database, and the number of associations has been calculated for each gene.

Table 1 Biological attributes

Name Description Data source

GTEx_kidney Gene median tpm in kidney GTEX

OncoDB_DEG Significant DEG in renal tumors OncoDB

HPA_kidney Median gene expression in kidney HPA

GTEX-* Samples gene tpm GTEX

Gene_Disease_ass_count Gene-disease association count DISGENET

Gene_length Length from gene start to end Ensembl BioMart

GC_content Guanine-Cytosine % content Ensembl BioMart

Transcript_count Number of transcripts Ensembl BioMart

MF Count of GO-MF terms DAVID

BP Count of GO-BP terms DAVID

CC Count of GO-CC terms DAVID

Biogrid Count of Biogrid pathways DAVID

KEGG Count of KEGG pathways DAVID

Reactome Count of Reactome pathways DAVID

Ucsc_tfbs Count of predicted TFs DAVID

UP_tissue Count of expression in tissues DAVID

Orth_count Number of orthologs NCBI
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Table 2 Network structural attributes

Name Description

Degree Number of adjacent edges

Strength Sum of the weights of adjacent edges

Eccentricity Centrality based on the max. shortest path distance to any other node

Closeness Centrality based on the no. of steps to reach any other node

Betweenness Centrality based on the no. of shortest paths passing through the node

Eigen-centrality Centrality based on the importance of its adjacent nodes [51]

Hub score Centrality based on the connections to important nodes [57]

Page Rank Scores obtained by the Google PageRank algorithm [58]

Transitivity Clustering coefficient [53], measures local cohesiveness based on node triplets

Triangles Number of node triangles the node is part of

Motif# Number of motifs [56] of order 3, type # (#=1, 2, 3, 5)

3.3 Network Attributes

In manymodel organisms andmicroorganisms, EGs have been demonstrated to have
a high degree of connectivity in PPI networks. Network topology attributes are then
investigated to analyze EGs in their neighborhood context. In our opinion, consid-
ering only the physical interactions between proteins as a symptom of essentiality
is reductive, as the functional connections in the context of signaling and metabolic
pathways are not taken into account using only interaction information. According to
this, we evaluated in the PPI+MET network the network attributes briefly described
in Table2. They represent typical topological information extracted from the network
[49], frequently adopted in the literature due to their strong connections with the role
of EGs [3, 15, 20, 50]. Indeed, “degree”/“strength” centrality has a strict correlation
with essentiality, as a gene with a high number of incident edges is more likely to
be essential [15], and this is even more evident when those incident edges have a
high weight. In a PPI network, a low “eccentricity” of a protein can be interpreted
as its easiness to be functionally reached by all the other proteins in the network.
“Closeness” describes how fast a node can communicate with the other nodes of a
network, while “betweenness” centrality quantifies the ability of a node to monitor
the communication between other nodes of the network [15]. The “eigen-centrality”
of a node [51, 52] describes its importance in a graph, based on that of its adjacent
nodes. The “hub score” (or Kleinberg’s centrality) takes into account the observa-
tion that a node can be important not only if it contains valuable content and hence
receives many links from other important sources (authority centrality), but also
because it links to other important nodes (hub centrality). The “Page Rank” score,
typically used in social network modeling, provides a measure of the importance of
a website page, obtained by counting the number and quality of links to it. In our
opinion, it clearly applies well also in the case of gene networks. The “transitivity”
(or weighted clustering coefficient [53]) is a measure of the local cohesiveness in a
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graph that takes into account the importance of the clustered structure based on the
amount of interaction intensity actually found on local node triplets. It counts for
each triplet formed in the neighborhood of a node (“triangle”) the weight of the two
participating edges of the node. All these attributes have been computed using the
igraph R package v. 1.2.11 [54].

Our network attributes also include “motifs”, which are recurrent and statistically
significant subgraphs or patterns of a network [55]. Sporns and Kötter defined func-
tional motifs as combinations of nodes and connections that could occur within the
constraints of a given structural motif and analyzed their frequency in brain networks
[56]. We exploited their definition to obtain the frequency of motifs of orderM = 3,
whereM is the number of nodes involved in the specific motif, for each node of our
integrated network. Using the Matlab code2 provided by the authors, we obtained
four of the thirteen possible node configurations for motifs (referred to as Motif1,
Motif2, Motif3, and Motif5).

3.4 Data Pre-processing

Data pre-processing dealt with missing information and data normalization. Missing
values of node attributes were fixed by replacing themwith themean of the values for
that attribute throughout the node samples. Node attribute values were normalized
by means of the z-score normalization, in such a way the new ranges of attribute
values have zero mean and unit standard deviation. On the other side, values of the
single edge attribute, i.e., the edge weight, were replaced by the min-max normalized
value, such that the new weights are scaled down to the range [0, 1], where 0 and 1
correspond to the lowest and the highest edge weight, respectively.

3.5 Gene Essentiality Labeling

One of the main challenges in classifying human EGs is the assignment of the E/NE
labels. As discussed in Sect. 1, unlike microorganisms and model organisms, where
the experimental procedures consist of verifying the lethality of the gene knock-out
in the whole organism in vivo, in the case of humans the experiments are performed
on cell cultures in vitro, determining a high heterogeneity of response, depending on
tissue/cell-specific factors, and providing scores difficult to convert in boolean logic.

One of themain sources for getting a list of EGs is theDatabase of EssentialGenes,
which contains EGs for 48 kinds of bacteria, 26 eukaryotes, and one of archaea. Since
here we propose to overcome the heterogeneity of the tissue through a specific-tissue
approach, we could not exploit the human list. One of the main essentiality screening
methods is the CRISPR/Cas9-based test. CRISPR/Cas9 is a gene-editing/deleting

2 https://sites.google.com/site/bctnet/.

https://sites.google.com/site/bctnet/
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technology that has facilitated the investigation of cellular responses to stimuli at a
genome-wide scale. Gene Effect scores of 39 kidney cell lines derived from CRISPR
knockout screens published by Broad’s Achilles and Sanger’s SCORE projects were
downloaded from the DepMap portal.3 Negative scores imply cell growth inhibition
and/or death following gene knockout. Scores are normalized such that non-EGs
have a median score of 0 and independently identified common essentials have a
median score of −1.

Taking inspiration from the approach presented in [1], we divided the scores into
11 CRISPR score groups, from CS0 to CS10. The labels vector for the classification
task was obtained by assigning the label of the gene to the most frequent score group
among the 39 cell lines. Nodes belonging to CS0 group were labeled E. Some of the
genes of the network were not present in the experimental data and an “ND” label
was assigned. The threshold values of the 11 score groups are shown in Table3.

The distribution of genes in CS groups for some biological and network attributes
are shown in Fig. 1 (bottom part of each panel). For each attribute, the pairwise
Wilcoxon Rank-Sum test has been performed to get the significant differences
between each couple of CS groups (Fig. 1 top of each panel). Among the biolog-
ical attributes, the most significant and evident differences are given by the gene
expression-related attributes, where in particular “HPA_kidney” shows a descendent
trend going from CS0 to CS9 (Fig. 1a, h, i), the involvement in pathways (Fig. 1g),
and the number of orthologs (Fig. 1f). Concerning the network attributes, instead,
the centrality attributes, such as Hub score, Degree, Eigen-centrality and Page Rank,
show an interesting descending order going till CS7 group, but that then change for
CS8 and CS9 genes (Fig. 1m, j, n, k), which for sure requires further investigations.

The gene essentiality labeling proposed in this work was driven by experiments,
where we performed seven study trials. In each trial, we assumed as E the genes
belonging to the CS0 score group containing the most negative values, while as NE
the genes from the union of groups CSX-CS9, with X varying from 1 to 7. The
PPI+MET network and CS nodes are represented in Fig. 2 CS0 nodes are mostly
located in the core of the network (Fig. 2a), are highly connected (Fig. 2b shows
the direct neighborhood of CS0 nodes), and interconnected (Fig. 2c shows only the
CS0 nodes and the edges connecting them). We did not consider the score group
CS10, since it never appears as the most frequent, due to the very few samples
falling into this group. We removed from the network data all genes not included
in the chosen groups CS0 and CSX-CS9. In each trial, we carried out a 5-fold
stratified cross-validationmeasuringAccuracy (total and per class) andMCCmetrics

Table 3 Breakpoints used to assign nodes to CS groups
Group CS0 CS1 CS2 CS3 CS4 CS5 CS6 CS7 CS8 CS9 CS10

Low th −3.480 −1.056 −0.508 −0.293 −0.167 −0.070 0.010 0.087 0.172 0.287 1.295

High th −1.056 −0.508 −0.293 −0.167 −0.070 0.010 0.087 0.172 0.287 1.295 2.530

3 https://depmap.org/portal/.

https://depmap.org/portal/
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Fig. 1 Statistical significance of pairwise differences and distribution of some Biological and
Network attributes according to CS grouping. For the specific attribute indicated in the main title
of each panel, the top plot reports the color matrix of the Benjamini-Hochberg adjusted pvalues
resulting from pairwise Wilcoxon Rank-Sum tests performed for each couple of CS groups. The
pvalue color key is shown on the right. The white cells indicate a pvalue ≥ 0.055. On the bottom
part of each panel, the boxplot shows the distribution of the specific attribute throughout the CS
groups. Within each box, horizontal lines indicate median values; boxes extend from the 25th to
the 75th percentile of each group’s distribution of values; vertical extending lines denote adjacent
values (i.e., the most extreme values within 1.5 interquartile range of the 25th and 75th percentile
of each group); observations outside the range of adjacent values have been removed in favour of
the visualization. GTEX_sample is one of the GTEX_* samples gene tpm. Attributes for which few
or no significant differences have been obtained are not shown
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Fig. 1 (continued)

using the Random Undersampling Boosting (RUS) classifier [60]. The results are
reported in Table4 (see Sect. 5 for the definition of the adopted metrics). Since in
the experiments the best overall accuracy and MCC values were obtained in the
CS0 v. CS6-CS9 classification problem, we adopted this choice as a reference for
the gene essentiality labeling criterion. As a consequence, for genes having scores
in intermediate intervals, we assumed there is ambiguity and we cannot state gene
essentiality within an acceptable tolerance. All these genes were removed from the
network data, resulting in a reduction of the original gene dataset to 3814 genes (745
E and 3069 NE).
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Table 5 Classifiers and their parameter settings

Acronym Method Params Library

SVM Support Vector
Machine

n. kernel = rbf, degree
= 3, tol = 10−1, C =
1.0

sklearn

RF Random Forest n. estimators = 100,
criterion = gini, min
samples split = 2, min
samples leaf = 1, max
depth = None

sklearn

XGB eXtreme Gradient
Boosting

n. estimators = 100,
learning rate = 0.3,
gamma = 0, max
depth = 6, booster =
gbtree

sklearn

MLP MultiLayer Perceptron hidden layer size: 32,
dropout: 0.2, epochs =
1000

sklearn

RUS Random
Undersampling
Boosting

n. base estimator =
Decision Tree, max
depth = 1, n.
estimators = 50,
learning rate = 1.0.
algorithm =
SAMME.R

imblearn

N2V+MLP node2vec embedder +
MLP classifier

N2V (embedding dim:
128, walk length: 64,
context size: 64, walks
per node: 64, epochs:
50) MLP (1layer =
32+droput(0.2)+2layer
= 32, epochs: 1000)

pytorchGeo

1-GCN OneLayer Graph
Convolutional Neural
Network

hidden layer size =
16, droput = 0,
learning rate = 0.01,
weight decay = 5
10−4, epochs = 1000

pytorchGeo

ChebGCN Chebyshev Spectral
Graph Convolutional
Neural Network

hidden layer size =
16, dropout = 0,
learning rate = 0.01,
weight decay = 5
10−4, epochs = 200

pytorchGeo
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4 Methods

Biological networks are data objects with structure and topological properties in a
non-Euclidean data space. GNNs [61] are DL models designed to apply directly
to non-Euclidean data in the form of graph nodes and their connections (edges).
They extract and learn from networked data by simulating how this information
is propagated via neighborhood by following network connections. In this context,
learning on networks is usually referred to as graph representation learning. On the
other hand, ML methods apply to structured data objects in the form of vectors, or
their multidimensional generalization, the tensors in the Euclidean k-dimensional
real space. As a consequence, they can be applied to networks only when node/edge
properties (features) are extracted before the learning task and put in the form of k-
sized real tensors. Here, we refer to network learning as feature-based representation
learning. The main difference between the above two approaches is that while GNNs
automatically learn features from input networks, in the case of ML methods, the
data scientist decides a priori which network features to extract and use for the
learning process. A hybrid approach is represented by graph embedding methods
[62–65]: by processing properties of nodes, edges, and node neighbourhoods, these
methods perform a transformation of graph nodes into a d-dimensional vectors in a
new real space (called latent space). This embedded node representation can bemore
manageable or straightforward to process by ML, and, very often, it results in better

Fig. 2 Representation of the network and CS nodes. a PPI+MET network. Nodes are colored with
scaling shades of green according to CS group. CS0 nodes are colored by dark green and the box
indicates their main localization. Red nodes are those belonging to the “ND” group, for which the
label is missing; bCS0 nodes and direct neighbors. The extracted subnetwork is densely connected,
highlighting the high centrality degree of the CS0 nodes; c Zoom on CS0 nodes. The figure has
been realized through Cytoscape 3.9.1 [59]
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performances. In this case, network learning can be referred to as embedding-based
learning.

Table5 lists the classificationmethods used in the experimental study togetherwith
parameters settings and implementation libraries.4 The methods can be associated
to the aforementioned network learning categories as follows

• Feature-based representation learning: SVM, RF, XGB [66], MLP, and RUS treat
nodes as independent entities: they do not leverage (implicitly) the network struc-
ture. Since network-related information of nodes (e.g., centrality, neighborhood,
and density) is manually extracted before classification and associated as attributes
to nodes, we can say that ML methods use the network information chosen by the
user as the only input to the learning process.

• Graph representation learning: 1-GCN [67] and ChebGCN [68] implicitly use the
input network topology as a path for information flow during the learning process.
GNNs also exploit user-specified node/edge information for graph learning. Our
study also describes nodes using their role and connectivity inside the network,
making the GNNs exploit this information twice.

• Embedding-based methods: N2V+MLP is a pipeline consisting of an embedding
stage performed by a node2vec model [26] followed by a classification stage
implemented by an MLP. Node2vec uses the input network topology as a path
for learning a mapping (embedding) of nodes in a low-dimensional features space
that maximizes the likelihood of preserving network neighborhoods of nodes. In
our study, node embeddings are added to the user-defined node properties (Bio,
GTEX, and net attributes). The resulting matrix of node attributes is the input of
an MLP classifier that performs node class learning and prediction.

5 Results

We conducted a stratified 5-fold cross-validation for gene essentiality classification
in the network described in Sect. 3. At each validation step, 80% of nodes were
randomly selected to form the dataset for the classifier training, while the remaining
20% of nodes were input to the built models for predictions.

We remind that edges data and attributes are only processed by GNN models
and node2vec. As already mentioned, we adopted min-max normalization of edge
weights since the z-score normalization would have produced negative weights with
anomalous effects on the GNNs data propagation rule. For all the other methods,
only the node attribute normalization may affect the performance.

Cross-validation has been performed using each of the classifiers listed in Table5.
We repeated the experiments for different selections of the node attributes, using only
one of the node attributes subsets: generic biological (Bio), tissue-specific (GTEX),

4 Scikit-Learn: https://scikit-learn.org/stable/, Pytorch Geometric: https://pytorch-geometric.
readthedocs.io/en/latest/, Imbalanced-learn: https://imbalanced-learn.org/stable/.

https://scikit-learn.org/stable/
https://pytorch-geometric.readthedocs.io/en/latest/
https://pytorch-geometric.readthedocs.io/en/latest/
https://imbalanced-learn.org/stable/
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and network (net) attributes. In addition, we also run experiments for three combi-
nations of these subsets: all attributes (Bio+GTEX+net), Bio+GTEX, and Bio+net.

The experimental results5 are reported in Tables6 and 7. Here, performance
is measured by using the following metrics: Accuracy (Acc), Sensitivity (Sens),
Specificity (Spec), Balanced Accuracy (BA), and Matthews Correlation Coefficient
(MCC), defined as

Acc = T P + T N

T P + FP + FN + T N
(1)

Sens = T P

T P + FN
(2)

Spec = T N

T N + FP
(3)

BA = Sensitivity + Specificity

2
(4)

MCC = T P × T N − FP × FN√
(T P + FP)(T P + FN )(T N + FP)(T N + FN )

(5)

where True Positive (TP) is the number of positive class (E) samples the model
predicted correctly; TrueNegative (TN) is the number of negative class samples (NE)
the model predicted correctly; False Positive (FP) is the number of negative class
samples (NE) themodel predicted incorrectly, and False Negative (FN) is the number
of positive class samples (E) the model predicted incorrectly. For completeness, in
Tables6 and 7 we also report the Confusion Matrix ([[TP,FN], [FP,TN]]).

To better evaluate the performance measures reported in Tables6 and 7, we would
like to highlight which are the values of these metrics in the two null-classification
cases. The first null-classification occurs when the method predicts all genes as
“essential”: since the total number of genes is 3814 and the amount of genes labeled
as E is 745, we have: TP = 745, TN = 0, FP = 3069, FN = 0, Acc ≈ 0.195, Sens
= 1, Spec = 0, BA = 0.5, MCC = 0. The second null-classification occurs when
the method predicts all genes as “not-essential”: since the amount of genes labeled
as NE is 3069, we have: TP = 0, TN = 3069, FP = 0, FN = 745, Acc ≈ 0.805,
Sens = 0, Spec = 1, BA = 0.5, MCC = 0. From these numbers, and due to the
extreme imbalance of class samples, it is clear how the accuracy, the sensitivity,
and the specificity alone do not allow us to completely evaluate the gene prediction
performance of a method. Indeed, it is quite easy to get a high accuracy given by a
good classification performance on the much more abundant class of NE genes. On
the other hand, the higher the balanced accuracy and the MCC are, the better the
method capability to predict gene essentiality is.

5 Google Colab notebook for result reproducibility are available at: https://github.com/giordamaug/
EG-identification---Data-Science-in-App-Springer/tree/main/notebook.

https://github.com/giordamaug/EG-identification---Data-Science-in-App-Springer/tree/main/notebook
https://github.com/giordamaug/EG-identification---Data-Science-in-App-Springer/tree/main/notebook
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Table 6 CS0 versus CS6-CS9 problem: performance of 5-fold stratified cross-validation under
different node attribute selections (Part 1). The highest BA andMCC values for each set of attributes
are in boldface

Method Acc BA Sens Spec MCC Confusion
Matrix

Bio+GTEX+net attributes (119)

SVM 0.865 0.698 0.425 0.970 0.510 [[320, 425],
[90, 2979]]

RF 0.882 0.740 0.507 0.972 0.585 [[380, 365],
[84, 2985]]

XGB 0.891 0.786 0.616 0.956 0.630 [[463, 282],
[134, 2935]]

MLP 0.871 0.773 0.615 0.931 0.574 [[463, 282],
[209, 2860]]

RUS 0.825 0.800 0.762 0.839 0.536 [[571, 174],
[492, 2577]]

N2V+MLP 0.858 0.838 0.806 0.870 0.610 [[601, 144],
[397, 2672]]

1-GCN 0.842 0.769 0.651 0.887 0.517 [[489, 256],
[347, 2722]]

ChebGCN 0.892 0.789 0.622 0.957 0.633 [[466, 279],
[132, 2937]]

Bio+GTEX attributes (105)

SVM 0.861 0.712 0.469 0.955 0.506 [[351, 394],
[137, 2932]]

RF 0.889 0.756 0.537 0.975 0.615 [[400, 345],
[77, 2992]]

XGB 0.889 0.785 0.616 0.955 0.623 [[459, 286],
[139, 2930]]

MLP 0.879 0.773 0.600 0.946 0.594 [[447, 298],
[163, 2906]]

RUS 0.818 0.804 0.782 0.825 0.532 [[585, 160],
[534, 2535]]

N2V+MLP 0.862 0.846 0.821 0.871 0.627 [[613, 132],
[393, 2676]]

1-GCN 0.843 0.763 0.634 0.892 0.511 [[477, 268],
[332, 2737]]

ChebGCN 0.893 0.793 0.630 0.955 0.639 [[473, 272],
[136, 2933]]

(continued)
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Table 6 (continued)

Method Acc BA Sens Spec MCC Confusion
Matrix

Bio+net attributes (30)

SVM 0.865 0.699 0.428 0.970 0.513 [[322, 423],
[90, 2979]]

RF 0.883 0.746 0.525 0.967 0.586 [[396, 349],
[99, 2970]]

XGB 0.878 0.762 0.574 0.950 0.584 [[433, 312],
[152, 2917]]

MLP
0.869 0.760 0.583 0.937 0.560 [[438, 307],

[191, 2878]]

RUS 0.812 0.791 0.760 0.822 0.513 [[572, 173],
[544, 2525]]

N2V+MLP 0.868 0.845 0.809 0.881 0.631 [[604, 141],
[363, 2706]]

1-GCN 0.847 0.774 0.658 0.891 0.529 [[494, 251],
[334, 2735]]

ChebGCN 0.886 0.771 0.582 0.959 0.609 [[436, 309],
[125, 2944]]

Bio attributes (16)

SVM 0.858 0.704 0.452 0.956 0.492 [[339, 406],
[135, 2934]]

RF 0.873 0.738 0.519 0.957 0.554 [[389, 356],
[130, 2939]]

XGB 0.869 0.741 0.532 0.950 0.548 [[399, 346],
[152, 2917]]

MLP 0.866 0.752 0.566 0.939 0.547 [[422, 323],
[188, 2881]]

RUS 0.802 0.789 0.771 0.807 0.500 [[576, 169],
[588, 2481]]

N2V+MLP 0.866 0.847 0.818 0.877 0.632 [[610, 135],
[376, 2693]]

1-GCN 0.846 0.761 0.626 0.897 0.514 [[471, 274],
[315, 2754]]

ChebGCN 0.881 0.763 0.572 0.954 0.587 [[430, 315],
[140, 2929]]
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Table 7 CS0 versus CS6-CS9 problem: performance of 5-fold stratified cross-validation under
different node attribute selections (Part 2). The highest BA andMCC values for each set of attributes
are in boldface

Method Acc BA Sens Spec MCC Confusion
Matrix

GTEX attributes (89)

SVM 0.820 0.561 0.135 0.987 0.257 [[98, 647],
[39, 3030]]

RF 0.869 0.707 0.440 0.973 0.530 [[327, 418],
[81, 2988]]

XGB 0.863 0.703 0.440 0.966 0.509 [[326, 419],
[104, 2965]]

MLP 0.860 0.684 0.395 0.973 0.489 [[294, 451],
[82, 2987]]

RUS 0.750 0.653 0.488 0.818 0.271 [[351, 394],
[559, 2510]]

N2V+MLP 0.807 0.798 0.784 0.813 0.513 [[584, 161],
[575, 2494]]

1-GCN 0.822 0.705 0.513 0.896 0.418 [[384, 361],
[318, 2751]]

ChebGCN 0.847 0.652 0.333 0.971 0.424 [[251, 494],
[90, 2979]]

net attributes (14)

SVM 0.834 0.608 0.238 0.979 0.355 [[177, 568],
[65, 3004]]

RF 0.862 0.709 0.460 0.959 0.506 [[346, 399],
[126, 2943]]

XGB 0.857 0.697 0.437 0.957 0.485 [[330, 415],
[130, 2939]]

MLP 0.852 0.695 0.441 0.949 0.472 [[334, 411],
[154, 2915]]

RUS 0.748 0.720 0.680 0.760 0.378 [[515, 230],
[730, 2339]]

N2V+MLP 0.846 0.815 0.767 0.864 0.571 [[573, 172],
[417, 2652]]

1-GCN 0.832 0.751 0.621 0.882 0.487 [[465, 280],
[360, 2709]]

ChebGCN 0.850 0.675 0.388 0.962 0.450 [[289, 456],
[115, 2954]]

no attributes (0)

N2V+MLP 0.812 0.797 0.510 0.937 0.516 [[577, 549],
[168, 2520]]

1-GCN 0.671 0.500 0.200 0.800 0.000 [[126, 619],
[636, 2433]]

ChebGCN 0.805 0.500 0.000 1.000 0.000 [[0, 745],
[0, 3069]]
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Fig. 3 Representation of the network and the correctly classified nodes. a PPI+MET network.
Nodes are colored with scaling shades of green according to CS group. CS0 nodes are colored dark
green and the box indicates their main localization. Red nodes are those belonging to the “ND”
group, for which the label is missing; b PPI+MET network with colors indicating the correctly
classified nodes according to the N2V+MLP method using Bio+GTEX attributes. TP CS0/E genes,
corresponding to the positive class (E) nodes the model predicted correctly, are colored in light
green, while TN CS6-9/NE genes, i.e., negative class nodes (NE) the model predicted correctly, are
colored in violet. All the others are in grey; c Zoom on CS0 nodes with TPs colored in light green.
The wrongly classified genes are in grey. The figure has been realized through Cytoscape 3.9.1 [59]

6 Discussion

In Tables6 and 7, we separated the considered methods in two groups. ML methods
of the top group act only on the node attribute matrix and, thus, they do not per-
form learning on the network data structure. The bottom group of methods includes
two GNNs and the N2V+MLP pipeline: while GNNs naturally exploit graph rep-
resentation learning techniques, the latter method first performs learning of node
embeddings based on the network structure and then uses these embeddings jointly
with the user-defined node attribute matrix as a new input for an MLP classifier. The
highest balanced accuracy and MCC values for each set of attributes are in boldface.

The overall highest MCC and balanced accuracy are obtained by ChebGCN and
N2V+MLP when using only biological attributes (Bio+GTEX), respectively. A rep-
resentation of the nodes classified through N2V+MLP is provided by Fig. 3. By
looking at the case when using all attributes (Bio+GTEX+net), we record results
very close to those obtained when network attributes are not included. This outcome
seems to prove that the user-defined network attributes do not contribute significantly
to the discriminating capability of the trained model.
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For all the other combinations of node attribute sets, the N2V+MLP pipeline
outperforms the other methods in both balanced accuracy and MCC. This is even
more evidentwhenwe consider the case inwhich no node attributes are used at all (see
bottom of Table7). In this case, only the N2V+MLP can be applied, since node2vec
produces node embeddings bymeans of a training process on the PPI+MET network.
Thus, even if the user does not provide node attributes, the node embeddings can be
used as input to the MLP classifier with predictions that are acceptable in terms of
balanced accuracy and MCC performance. On the other hand, when applying GNNs
on a null node feature matrix, the ChebGCN performs a perfect null-classification,
while the 1-GCN shows behavior close to null-classification.

It is worth noting how also the ChebGCN method, which learns on both node
attributes and PPI+MET network interconnections, outperforms in most of the cases
all the other ML methods acting only on the user-defined node descriptions.

In our interpretation of the experimental study, the PPI-MET network contains
a significant amount of information which was not extracted by the user (i.e., the
network attributes as computed in Sect. 3.3) and that can be learned by an embedding
technique like node2vec or by the GNN learning scheme based on inter-node mes-
sage passing. This additional information, implicitly encoded in the network, can be
profitably exploited to better accomplish the task of gene essentiality detection.

It is difficult to compare our results with related works in literature. The first rea-
son is that only a few works consider gene essentiality identification in the human
organism. The second is that there is no uniformity in the metrics adopted to evaluate
the results. We found only two works in the literature [27, 31] with which we can
compare our best results (i.e., those obtained byN2V+MLPonBio+GTEXattributes,
giving Acc = 0.862, BA = 0.844, MCC = 0.627). On a problem with an imbalance
ratio of the essentiality classes similar to our work (1:4), Dai et al. [27] report a
similar MCC but balanced accuracy lower than our (BA = 0.783, MCC = 0.641).
Nonetheless, the comparison cannot be discussed further since our approach to gene
essentiality detection is human tissue-specific and it is based on metabolic+PPI net-
work processing, while Dai et al. tackle the same task in the more general domain of
human organisms and rely only on a PPI network. Another related work is EPGAT
[31], although also in this case the domain is the human organism in general and
only PPIs are considered in the processing. The problem with comparing our results
with this work is that the performance is reported only in terms of a metric (AUC
ROCwhich does not give enough details about the actual performance of themethod.
Indeed, as we have already discussed, the inherent imbalance of class samples in our
opinion pushes the use of different metrics, like the MCC and the balanced accuracy,
which were not used by those authors.
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7 Conclusions

The definition of gene essentiality is a complex and challenging task, both for wet
and in silico research. The evaluation of the computational approaches for identifying
EGsmust consider different aspects of the entire workflow, which go from the choice
of the starting data to the assignment of labels, the attributes selection, and, finally, the
learningmethods. In this paper, we approached the problem by using a tissue-specific
integrated network containing metabolic and physical interactions.

From the above-discussed results obtained by using embedding methods, we can
state that the network topology, and thus how it is built, gives an important contri-
bution with attributes automatically extracted by the embedding itself. They seem
to be more discriminating than those usually considered a priori, mainly related to
the centrality of the nodes. However, from the network representation (Fig. 2), it is
clear that the EGs are located in a specific central area of the network and are highly
connected both with the other genes and between each other. On the other hand, since
the essentiality is a complex characteristic, we included a wide variety of biological
attributes, both tissue-specific and generic, and, in particular, the expression profiles
in the specific tissue and the related number of transcripts, which seem to be highly
associated with the essentiality.

Regarding the labeling of the nodes, we did not exploit a pre-packaged list of
EGs, but derived the labels from experimental scores obtained on kidney cell lines.
The process was driven by assuming as “essential” the genes belonging to the CS0
score group containing the most negative values, while as “not-essential” the genes
from the union of groups CSX-CS9, with X varying from 1 to 7. It seems evident
from our results with the several CS groupings (Table4) that genes can be partially
identified as EGs/Non-EGs. Some are clearly distinguishable, but there are some
genes in between with intermediate behavior. Although we tried to overcome the
tissue heterogeneity issue, there is still a grade of heterogeneity, probably due to
the cell lines and the experimental conditions, which lead to difficult labeling and
classification of the intermediate groups. This particular aspect needs to be more
deeply investigated through different approaches that are able to capture a trend
more than a binary behaviour.

After this first investigation work, we intend to extend the kidney tissue-specific
approach to other tissues to get the crucial differences and similarities among them.
Other approaches will be further explored to handle the intermediate CS groups
and their mixed behaviors. An additional, not secondary, goal concerns the perfor-
mance improvement of the EGs identification by enriching the features adopted for
nodes description via the exploration of compliant network embedding methods and
enhancing robustness via adversarial learning techniques [69]. Finally, we intend to
adopt alternative machine and deep learning models to enhance the validation phase.
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Acoustic Analysis for Vocal Fold
Assessment—Challenges, Trends, and
Opportunities

Monika Danilovaitė and Gintautas Tamulevičius

Abstract The goal of this study was a review of trends in non-invasive vocal fold
assessment to identify the significance of acoustic analysis within the scope of pro-
posed methods. A review protocol for selected relevant studies was developed using
systematic review guidelines. A classification scheme was applied to process the
selected relevant study set, data were extracted and mapped in a systematic map.
A systematic map was used to synthesize data for a quantitative summary of the
main research question. A tabulated summary was created to summarize supporting
topics. Results show that non-invasive vocal fold assessment is influenced by general
computer science trends. Machine learning techniques dominate studies and publi-
cations, i.e., 51% of the set used at least one method to detect and classify vocal fold
pathologies.

1 Introduction

The complex mechanism of voice production has evolved in modern humans, and its
complexity makes human communication a unique phenomenon [1]. For this reason,
voice research has become a complex and multifaceted domain. Voice training, clin-
ical voice assessment, and various applications of speech technology are examples
of voice research topics.

Voice production is controlled by laryngeal and respiratory muscles, but vibra-
tional vocal fold patterns are what characterizes the voice [2]. Therefore, the voice
research domain is highly focused on vocal fold analysis. A significant part of the
population is affected by voice pathologies—between 3 and 9% of the USA popula-
tion is affected by vocal fold pathologies [3, 4]. Thus, there exists a clinical demand
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for fast, reliable non-invasive vocal fold assessment. A promising basis for such
analysis methods is non-invasive acoustic analysis.

Between1999and2022a total of 30283 studies onvoice pathologywere published
(number found on ScienceDirect). With such volumes of information, a comprehen-
sive review is complicated and time-consuming. It is increasingly difficult to ensure
the comprehensiveness of systematic reviews and narrow research scope may lead to
missed challenges, trends, and opportunities in the focus domain. This is especially
notable in voice research, as this domain ismultifaceted and largelymultidisciplinary
(e.g., voice production involves physiology, vocal fold vibration, and acoustics as a
whole) [5].

The goal of this study is to identify challenges, trends, and opportunities in non-
invasive vocal fold assessment via acoustic analysis. To realize this goal, a Systematic
Mapping Study (SMS) was conducted to quantitively assess techniques, research
objects, and tasks (see Sect. 4 for review protocol). The analyzed set was acquired
from the Web of Science reference database. Set includes topics such as image
processing, classification via machine learning algorithms, and model optimization.
This allows to identify a broader scope of vocal fold assessment and place acoustic
analysis within this scope.

This study has the following structure: Sect. 2 presents an analysis of related
studies. Section 3 presents the dimensions of conducted research and justification.
Section 4 describes applied SMS. Section 5 shows the results of conducted SMS.
Section 6 presents a discussion on the reliability, generalizability, validity, and bias
of conducted research. Finally, Sect. 7 concludes conducted study.

2 Related Studies

The acoustic analysis-based pathological voice analysis concept was formed in the
1970s [6, 7]. The first steps in voice research were taken by individual effort—
exploratory research of voice, pathological voice qualities, and signal modeling.
However, in the 1990s, the focus was shifted to acoustic analysis based on auto-
matic voice assessment. Increasingly complex solutions, based on complex acoustic
feature sets, statistics, information science methods, and artificial neural networks
were proposed [8]. In the 21st century Voice research became multidisciplinary
science—signal and image processing methods are combined with big data and
existing research on voice pathology, and vocal fold physiology [9].

This section presents related Systematic Literature Reviews (SLR) and SMS
involving voice, voice pathologies, and computer-assisted analysis tools and meth-
ods. As noted, speech signal features are influenced by physiology, vocal fold
vibration, vocal tract configuration, etc. Thus, selected reviews include topics like
computer-assisted speech therapy systems and computer-assisted voice condition
analysis. This range of topics was chosen to represent novelties in non-invasive
vocal fold assessment.
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Computer-based systems are a prominent topic in speech therapy (e.g. systems
for personalized therapy, systems for disordered speech enhancement, pathology
detection, etc.). SMS with different proposals for computer-based speech therapy
was selected [10]. Authors provide quantitative evaluation of Situational Awareness
criteria realization andmethods for situational assessment (depending on the system,
situational assessment can mean identification of disordered speech, identification
of pathology, etc.). Study shows that Hidden Markov Models (HMMs) are used in
tasks, such as speech temporal modeling and decoding. Authors note that HMM
technique requires model fitting for application, thus systems’ adaptability could be
compromised. Mel-Frequency Cepstral Coefficients (MFCCs) for speech processing
are widely used in pathology classification tasks. MFCC analysis provides robust-
ness against signal noise and allows frequency-based analysis. Other speech analysis
techniques, such as Linear Predictive Coding (LPC) or Autoregressive (AR) model-
ing are less popular as they are susceptible to signal noise. However, studies show that
LPC allows for a more accurate estimation of individual vocal properties, which is
important in voice quality assessment [11]. Authors note that sophisticated machine
learning models (e.g., Gaussian Mixture Model (GMM)) are costly when memory
and computational requirements are considered. Thus, classification models such as
Support Vector Machine (SVM) are more popular, as their implementation is not
resource costly, shows high classification accuracy, and is robust to missing speech
segments [12].

A review of Automatic Voice Condition Analysis (AVCA) systems was presented
in [13]. Authors emphasize that speech signal provides a simple and inexpensive way
to perform a non-invasive diagnosis procedure. Authors found that AVCA systems
are applicable in voice pathology detection (e.g. nodules, polyps, or dysphonia), but
there is an interest in other pathologies that impact speech signal indirectly (e.g.,
Alzheimer’s disease). Overview provides introductory concepts, such as physiologi-
cal voice pathology phenomena relationship with perceptual features of voice, tech-
niques, and methods for automatic voice condition analysis and system performance
variability factors. Authors note the following trends regarding AVCA systems:

• Limited speech corpus used in research.
• Extralinguistic (e.g. sex, age) and paralinguistic (e.g., accent) factors are not eval-
uated in AVCA systems.

• Analysis of pathology’s mechanics and their connection to vocal quality descrip-
tors (e.g. better understanding of Parkinson’s and Alzheimer’s disorders creates a
need for novel features to identify dysphonic conditions).

• Popularity of machine learning classifiers, such as SVM, GMM. However, it is
noted that these techniques are sensitive to data and its properties.

• Insufficient accuracy validation both in an experimental and clinical setting.
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Table 1 Research sub-questions and motivation

Research sub-questions Motivation

RQ1: What tasks are performed for vocal fold
assessment?

To examine how research objects are analyzed

RQ2: What subjects are explored in vocal fold
assessment?

To determine volume of what is being
researched in non-invasive vocal folds
assessment

RQ3: What research methods are used in vocal
fold assessment?

To determine how non-invasive vocal fold
assessment is being researched

3 Dimensions of Research

Vocal fold assessment is a multifaceted problem (Sect. 2). Systematic Literature
Reviews (SLR) and Systematic Mapping Studies (SMS) analyze specific aspects of
voice research (e.g. what challenges are faced in AVCA systems). However, because
of narrow research focus it is difficult to distinguish trends within the research of
non-invasive vocal fold assessment. Thus, based on the identified problem, the main
research question (RQ) is ”What are the trends in non-invasive vocal fold assess-
ment?”.

Main RQ was split into sub-questions (see Table 1) to assess dimensions of
research, such as applied techniques, used methods, and finally, the nature of data
used. A wide variety of methods and techniques are proposed for non-invasive vocal
fold assessment. Thus, sub-question RQ1was defined to compare techniques by vol-
ume in the analyzed set (e.g., how often machine-learning classification algorithms
are used, the segmentation process is applied, etc.). Data for non-invasive vocal fold
assessment is extracted from various sources (e.g., electroglottograph (EGG), using
voice signal recording, and others). To evaluate the range and spread of the acoustic
data-based techniques in the set, a sub-question RQ2 was formed. Finally, to quan-
tify the volume of used methods in non-invasive vocal fold assessment, sub-question
RQ3 was defined. Sub-question will help to identify and highlight trends in research
design and approach.

4 Research Method

Considering the broad scope of main RQ, the SMSmethod was selected and applied.
SMS is a literature analysis method suitable for questions that are more general in
nature [17]. The method allows for managing biases because it requires application
of a rigorous and clearly defined review protocol [14, 15]. This method is based on
document search and review protocol techniques and is used to analyze the main
research question area, topics with sufficient studies, and topics where more primary
studies are needed [16]. Thus, to summarize current trends in vocal folds assessment
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Fig. 1 Method flowchart Search Select

OverviewClassify

Infer Results

392 doc.
92

doc.

(RQ) and defined research sub-questions (RQ1, RQ2, RQ3), protocol was prepared
and implemented [17, 18]. See Fig. 1 for the method flowchart.

Search

According to recommendations, SMS should be conducted using multiple refer-
ence databases [19]. This approach allows the covering of unique citations in spe-
cific reference databases. In addition, reference databases contain records of “grey
literature”—e.g., theses, books, and reports [20]. These documents require in-depth
analysis and are hard to process with protocol, thus valuable insights might be lost.
Sources such as unpublished studies, sites, and researchwebsiteswere excluded from
the scope of this study. As a result, a restricted approach was used [21]. Based on this
approach, reference databases that include human-curated collection were selected
and analyzed to choose the most suitable. Web of Science reference database was
selected [22]. Table 2 provides selection criteria for the initial selected relevant study
set. Criteria was adapted according to distinct document types. To represent novel-
ties in research, proceedings papers were selected from a 5-year period (2016–2020).
Long-term trends were identified via articles and reviews; thus, these document types
were selected from a 20-year period (2000–2020).

Records from the Web of Science reference database were downloaded in July of
2021. The downloaded set contained records of 392 documents. Search by keywords
causes low sensitivity scores (e.g. Web of Science reference database allowed for
14% sensitivity within their experimental setting) [23]. For this reason, studies that
are not within the scope of computer science were identified and excluded from the
selected relevant study set.
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Table 2 Set selection criteria

Criteria Value

Reference database Web of Science

Search keyword Vocal folds state assessment OR vocal folds
state

Searched in Topic

Document type Article, review, proceedings paper

Category Computer science, medical informatics,
multidisplinary sciences

Citation index SCI-EXPANDED, CPCI-S

Publication year 2000–2020 (if article or review), 2016–2020 (if
proceedings paper)

Table 3 Inclusion and exclusion criteria

Id Criteria

IC1 Study was cited at least 1 time per year OR
published on 2021 (the year of this study)

EC1 Study was published before 2010

EC2 Study is duplicate

EC3 Study is not in English

EC4 Study is not within scope of computer science

EC5 Study focuses on human laryngeal apparatus

Table 4 Quality criteria

Id Criteria Motivation

Q1 Structure Study has clear structure—defined hypothesis, research design
description, results (quantified or summarized) and discussion

Q2 Validity Selected research design in suitable for defined hypothesis and
consistent with related studies

Q3 Reliability Study provides information about used result measurement and
evaluation method and results are consistent with related studies

Select

To evaluate the set, selection criteria were defined. Defined selection criteria are
inclusion and exclusion, and quality criteria. Inclusion and exclusion criteria were
defined to extract studies relevant to non-invasive vocal fold assessment which is
within the scope of the computer science domain. As a result, these criteria are very
general and typical in SMS [24]. Inclusion and exclusion criteria are defined in Table
3. Quality criteria were defined and applied according to [25, 26]. Criteria definition
and motivation are provided in Table 4.
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Some authors recommend assessing defined criteria with scoring (e.g. evaluation
of positive engagement and motivation) [27]. However, the goal of this study is to
identify the significance of acoustic analysis in non-invasive vocal fold analysis. For
this reason, scoring techniques, which would be applicable in the quality assessment
were not used—the focus was placed on taxonomy analysis.

Selection was performed by First Author. Defined criteria (Tables3 and 4) were
applied in a two-step procedure, and 92 studies were extracted:

• 1st step: Criteria from Table 3 were applied—a study was reviewed by reading
title, keywords, an abstract, and introductory section of a study (partial reading).

• 2nd step: Criteria from Table 4 were applied—the entire study was analyzed.
Study sections defining scientific basis, research design, and validation techniques
were identified and analyzed.

Table 5 Taxonomy classes

RQ Category Supplementary information

RQ1—Tasks Coding Applied instruments, if
applicable—population

Classification Segmentation (e.g. healthy vs. patients,
healthy vs. multiple pathologies)

Detection

Enhancement

Evaluation

Optimization

Overview

Prediction

Segmentation

Simulation

Visualization

RQ2—Subjects Features Data, datasets, nature of data (e.g. recordings
of sustained vowels, images, videos), data
segments (e.g. gender, age)

Glottal area

Glottal dynamics

Methodology

RQ3—Method Experiment Applied evaluation methods (e.g. ROC,
F-score)

Modeling

Systematic review
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Overview and Classification

Datawere extracted in the 3rd step.Data relevant toRQ1,RQ2,RQ3 (supplementary
data and initial class assignment) was documented. An initial taxonomy scheme was
created when analyzing extracted data. The taxonomy scheme was reviewed and
updated to represent classes that possess content relation between members. As an
example, a study on airflow modeling was grouped with a study on glottal closure—
both studies involve the concept ofGlottal dynamics as both are focused on vocal fold
movement (in one case airflow journey through vocal folds, other—the gap between
vocal folds) [28, 29]. If ambiguities were detected supplementary information was
used. If matches were found and a category was already assigned, this category was
assigned to the study in question. If no matches were found, a new category was
created. The final taxonomy scheme and supplementary information summary are
provided in Table 5.

5 Inference and Results of the SMS

To evaluate non-invasive vocal fold assessment via acoustic analysis, SMS was con-
ducted. The analysis results are presented in bubble plots (Figs. 2 and 3) representing
intersections between RQ1, RQ2 and RQ3. In addition, a bubble plot representing
the most popular topics in the set was presented (Fig. 3). Results have been analyzed
and summarized from three perspectives: trends, challenges, and opportunities.
Trends
Figure 2 shows relationship between RQ3 and RQ2 (research method and research
subject) and relationship between RQ2 and RQ1 (research subject and research
task). Relationship between RQ1 and RQ3 are presented in Fig. 3.

39% of selected relevant studies in the set analyzed feature-based classification
task. This was the most common research topic in vocal fold assessment. Another
common topic was glottal dynamics simulation (18% of the set). The most popular
research technique was the Experiment (82% of the set). The set included Systematic
Review Studies (SLRs) (4% of the set), covering a wide variety of topics (techniques
on simulation, classification, visualization, and prediction—see Fig. 3). Studies pro-
vide an overviewof laryngeal pathology analysiswith imaging techniques, evaluation
of available silent speech interfaces, tomography techniques and application in the
analysis of various tissues, and, finally an overview of vocal fold anatomy, physiol-
ogy, voiced speechmodeling, andmodel application [30–33]. Figure 3 shows that the
Experimentalmethodwas applied in all taxonomy classes of RQ1—Tasks.Modeling
taxonomy class intersects with Simulation, Visualization, and Optimization classes.
This shows that vocal fold modeling is focused on the accurate representation of the
vocal fold vibrational process [34, 35].

55% of the analyzed studies were feature-based. All analyzed feature systems can
be grouped to:
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Fig. 2 Mapping of RQ1, RQ2 and RQ3 with regard to research object

Fig. 3 Mapping of RQ1, RQ2 and RQ3 with regard to research object
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1. Noise features (e.g. Harmonic to Noise Ratio (HNR), Cepstrum based Harmonics
to Noise ratio (CHNR), Voice Turbulence Index (VTI), Soft Phonation Index
(SPI)).

2. Stability and periodicity (e.g., Jitter, Shimmer, Relative Average Perturbation
(RAP))

3. Spectral and Cepstral features (e.g., MFCC, LPC, formants, Fundamental fre-
quency)

4. Nonlinear features (e.g., Locally-Linear Embedding (LLE), Lem-Ziv complexity
(LZC)).

The list shows that a wide variety of features are used in vocal fold assessment.
To assess trend changes, a plot with RQ1 and RQ2 pairs aligned in time (2010–

2021) were given in Fig. 4. The most popular topic in non-invasive vocal fold assess-
ment is feature-based classification (most popular topic in 2010, 2014–2019, and
2021). To assess general trends within this topic, the set was filtered to extract stud-
ies published in 2010, 2014–2019, and 2021. The obtained set was filtered again
to extract taxonomy classes Features and Classification. The extracted results were
compared with the supplementary information (see Table5). Extracted trends within
this topic are provided in Table6.

It was found that Massachusetts Eye and Ear Infirmary Voice Disorder Database
(MEEI) is the most popular corpus used to assess vocal folds (29% of studies within
filtered set used this database) [36].

Fig. 4 Mapping of RQ1, RQ2 and RQ3 with regard to research object
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Table 6 Supplementary information summary for most popular topic

RQ1 and RQ2 Insight Percentage of sample (%)

Features—Classification Task type: binary classification 71

Task instrument: support
vector machine

74

Task evaluation: classification
error measurements

97

Subject: acoustic features 81

Data: MEEI database 29

The database contains awide variety of pathological speech samples and sustained
vowel utterances (53 normal voices and 657 pathological) segmented by age and sex.
Samples of pathological records include diagnoses such as psychogenic pathologies
(e.g. depression), organic (e.g., physiological pathologies such as vocal nodules—
these influence vocal folds the most—and functional pathologies) [37]. However,
recordings were captured in different conditions (e.g. different sampling rates) and
classes are unbalanced. Some studies suggest that these irregularities may impact
classification performance [38, 39]. Researchers note that the MEEI database is not
suitable for the normal-versus-dysphonic classification task, as classes are perfectly
separable—models’ generalizability is impacted [38, 39]. The authors suggest using
combinations of different voice databases for model training and validation—e.g.,
Saarbrucken Voice Database (SVD) [40]. SVD database contains 869 healthy and
1356 pathologic voice records and allows segmentation by age and sex, as well as
specific pathology [40]. Considering the size of SVD, it could help to extend the
experimental verification of proposed models and obtain more robust and reliable
results.

Usage of a dataset like MEEI (unbalanced, well-separated normal and patholog-
ical voices) in non-invasive vocal fold assessment places a limitation on research
possibility. 71% of filtered set preferred binary classification paradigm. In this case,
proposed techniques are focused on healthy-vs-dysphonic classification and rarely
focus on specific pathology identification or severity assessment.

Alternative paradigms exist. In [41] classification into nodular, diffuse, andhealthy
was conducted. Authors propose to use combined data: vocal fold image features
(e.g., geometrical), acoustic voice signal features (e.g., Fundamental frequency,
MFCCs), and extralinguistic information (e.g., age, smoking) with a questionnaire
to assess Voice Handicap Index (VHI) [41, 42]. This improves robustness and effec-
tiveness in solving multi-class classification task.

Analysis of supplementary information has shown that 19% of studies in filtered
set use features extracted from vocal fold images or videos. 81% of studies within
the filtered set use various acoustic features (e.g., HNR, jitter, shimmer, MFCC)
and nonlinearity measurements (e.g., LLE). Some trends were observed within this
group. MFCC features were used in 19% of the filtered set. However, these features
are combined with periodicity and stability features as well as noise measures. The
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general approach in these studies is the creation of large feature sets (e.g., 6506
features per utterance and PCA technique for dimensionality reduction) [43].

The most popular classification algorithm was found to be the Support Vector
Machine (SVM) (71%of thefiltered set). The reason could be relatively lowcomplex-
ity and high classification efficiency (considering accuracy, and training). However,
there also exist studies using neural networks (e.g., Probabilistic Neural Network
(PNN), General Regression Neural Network (GRNN), Convolutional Neural Net-
work (CNN))—19% of the filtered set applied these methods. It was found that more
sophisticated classification algorithms are applied to image features.

Finally, the most popular validation method was classification error measurement
(97% of the filtered set). Classification Accuracy, Sensitivity, and Specificity are
prevalent. Cross-validation is used to resample and evaluate machine learning mod-
els. However, some studies compare results with expert diagnoses [44]. As the rule
comparison is correlation-based, however, there is a lack of studies where proposed
methods would be evaluated with data from other datasets.

Challenges

By analyzing obtained results, challenges in vocal fold assessment were identified.
The first identified challenge is the lack of labeled data. Most topical research studies
(feature-based classification) are run using the same MEEI database (29% of the
filtered set). Because of limited labeled data, proposed methods cannot be evaluated
quantitatively to check for stability and reproducibility.

The lack of labeled data leads to another challenge: the limited ability to assess
individual voice features. Vocal folds are shown to change with age and voices are
sexually dimorphic [45, 46]. Besides, vocal folds are impacted by factors such as
climate as well as many others (e.g., climate, smoking) [41, 47]. For this reason, the
classification of healthy-vs-pathologic voice becomes complex, as these populations
may overlap (because of limited datasets there is a lack of research on acceptable
ranges for healthy and pathologic voice acoustic features).

The final identified challenge is the relationship between subjective and objective
assessment of the vocal fold state. Most popular voice quality assessment methods
are based on subjective perceptual evaluation [48]. It is unclear whether the sub-
jective assessment can be converted to objective (computer-based non-invasive) and
vice versa. However, research results show that there exists a relation between phys-
iological features of voice and voice type (e.g., thick vocal folds are linked with
vocal fry) as well as between acoustic features and voice type (e.g., turbulent noise
is linked with breathy voices) [49]. This relation should be analyzed as it allows
insight to voice pathology physiological mechanism—this information can be used
to improve both mathematical models and parametric models.

Opportunities

Identified trends and challenges were analyzed and opportunities were identified.
The first opportunity is in a multidisciplinary approach to vocal fold assessment.
The speech signal is a complex physiological process, influenced by various fac-
tors. Thus, a knowledge combination of signal production, acoustic analysis, and
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signal modeling techniques could enhance vocal fold assessment techniques (e.g.,
experts could provide insight into the physiology of specific pathologies and voice
researchers could model these cases).

Another opportunity was observed in parametric model usage. Currently, the
most common topic is feature-based pathology classification, but no clear trends in
parametric modeling were observed. If relation and causality between physiological
process and perceptual features could be established, the objective features could
be used to model specific pathologies (e.g., patients with Parkinson’s disease were
evaluated using perturbationmeasures, energy content, nonlinear dynamics) [50–52].

The final opportunity would be the detailed vocal fold assessment and pathology
identification. Current research is focused on vocal fold state assessment—models
are used to identify healthy and pathologic voices. However, research on pathology
identification, estimation of disorder dynamics, and assessment of voice quality and
its dynamics will be of great interest and a highly relevant research topic.

6 Discussion

This section presents a discussion on the reliability, generalizability, validity, and
bias of conducted study and obtained results.

Descriptive Validity

Descriptive validity is defined as “threats to the ability to capture and accurately
represent the observations made” [53]. SMS is mostly used to analyze software
engineering topics. There exist SMS and SLR protocols tailored specifically to soft-
ware engineering topic analysis [17–19]. In addition, examples of selection criteria,
taxonomies, and their application in studies done by other authors were found [24,
54–56]. For this reason, actions to ensure Descriptive validity were taken. For our
study, the protocol was developed based on example studies and recommendations
[17, 18, 24]. However, bias (citation, selection, observer) is possible: there are no
studies where SMS would be used to quantify and classify methods, subjects, and
tasks of a broad subject (e.g. non-invasive vocal fold assessment). Various strategies
were used to minimize biases. The reasoning for these strategies, as well as bias
description, are analyzed further in this section.

Bias

During Research method definition phase (Sect. 3) following biases were identifies:

1. Citation bias—tendency to use studies published by known sources [57]
2. Selection bias—error in choosing participants (in this case, appropriate studies to

analyze) [58]
3. Observer bias—error in observing or recording information [59].

Citation bias was introduced in Sect. 4 (paragraph Search). For this study, only
one reference database was selected (Web of Science). Different reference databases
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overlap but possess some differences (e.g., 14.1% of Engineering and Computer
science citations are unique to Scopus, while 3.1% are unique to Web of Science)
[22]. There exist studies on the relationship between selected reference databases
and comprehensiveness of SLR (e.g., the effect of specific reference databases on
systematic review results in research on maternal morbidity and mortality) [60].
However, studies investigating this relation in the computer science domain were not
found. The observation was made that SMS involving software, software design, and
approaches may start off with a large set collected from various reference databases.
After the selection process, only a small part of the initial set is retained for detail
analysis (e.g. in [24] 236 studies were selected out of the initial 3409, in [56] only
44 studies out of 1206). It can be inferred that studies unique to reference databases
were not a significant part of the final set.

Selection bias was introduced in Sect. 4 (paragraph Select). Because selection
was done by the first author, incorrect criteria interpretation could lead to unreliable
results. To minimize this risk, defined criteria (Tables 3 and 4) were discussed, ana-
lyzed, and approved by all study authors. In addition, criteria were applied in two
steps. Firstly, Inclusion and Exclusion criteria were applied, and after Quality criteria
were applied. If it was unclear if the study should be included in the selected study set,
a decision was made using the context of previously reviewed studies. Observer bias
(introduced in Sect. 4, paragraphs Overview, Classify) is caused by primary author
bias when classifying concepts to produce taxonomy. To mitigate this risk, defined
RQs were conceptualized to be strictly categorical questions (what? how? why? are
vocal folds assessed). This guaranteed that data relevant to RQs was extracted (e.g.,
used validation tools, used instruments) and no subjective evaluation regarding qual-
ity was done. If consensus regarding applicable taxonomy class was found, a study
was compared to other studies which analyze similar subjects, tasks, or methods,
thus ensuring descriptive validity.

Reliability of Results

The reliability of the study was ensured by multiple evaluations during the data
inference and classification step (see Fig. 1). Results and conclusions were verified
against a related study. Taxonomy scheme creation was an iterative process, which
continued through the entire study. Two cases of related studies were selected and
summarized in Table 7. These studies analyze acoustic features and classification,
these topics were identified as the most popular (see Fig. 4).

As seen in Table 7, all study findings were confirmed with exception of “Markov
models” and “paralinguistic and extralinguistic factors”. Identification of vocal fold
pathologies factor in some extralinguistic features (e.g., sex) and paralinguistic fea-
tures (a prominent part of research uses sustained vowels instead of continuous
speech, thus minimizing the impact of accent and language specifics). However, fac-
tors such as age are largely ignored, unless the study focuses on a specific population
(e.g., children’s voices). HMMswere not used in any studies included in the analyzed
study set. However, 2 studies of HMMs usage were found in excluded studies [61,
62]. Studies were excluded for not meeting the inclusion criteria IC1 (see Table 3).
This means that the application of HMMs in vocal fold assessment was not very
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Table 7 Summary of related study

Study Finding Findings of this study Confirmation

[11] Markov Models No studies found No

MFCC features 7 studies used these
features

Yes

SVM classifiers 26 studies used this
method

Yes

[13] Machine learning 47 studies applied at
least one machine
learning method

Yes

Limited speech corpus 15 use MEEI, 4 use
Saarbrucken

Yes

Paralinguistic and
extralinguistic factors

21 studies segmented
according to sex, in
acoustic feature-based
analysis there were no
studies where
population sample was
segmented according
to age

Partial

Insufficient accuracy
validation

5 studies compared
experimental results
with other studies
directly

Yes

popular but can be applied to decode speech (application in non-invasive speech
therapy).

Generalizability

Generalizability is defined as two-fold [63, 64]:

• Internal: Generalizing within the community, group, or institution studied to per-
sons, events, and settings that were not directly observed or interviewed.

• External: Refers to the extent to which one can extend the account of a particular
situation or population to other communities, groups, or institutions.

The internal generalizability of this study was impacted by citation bias. Recom-
mendations for SMS in software engineering note that multiple reference databases
should be used to maximize internal generalizability [65]. Ideally, “grey literature”
should be included [22]. However, the goal of this study was to research challenges,
trends, and opportunities in non-invasive vocal fold assessment via acoustic analysis.
As such, the study focuses on journal articles, conference proceedings, and reviews
and is largely of interest to the scientific community.

General trends observed in this study could be extended to the computer science
domain (external generalizability). Artificial intelligence-related research grew by
150%, while the overall body of indexed publications grew by 50% [66]. As artificial
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intelligence is a part of machine learning, it can be inferred that the popularity of
various machine learning methods in vocal fold assessment is directly influenced by
general trends in the computer science domain. Thus, challenges identified in this
study could be detected in the computer science research domain.

7 Conclusions

The goal of this study was to identify challenges, trends, and opportunities in non-
invasive vocal fold assessment via acoustic analysis. To achieve this goal, SMS was
conducted.Webof Science reference databasewas used to extract documentswith the
topic “vocal folds state assessment”OR “vocal folds state”. Of 392 found documents,
92 were selected and classified according to created taxonomy scheme.

Acoustic feature-based analysis was identified as the main trend in the non-
invasive vocal fold assessment area (RQ). Future analyses of this topic should
continue this trend. Nevertheless, a lack of causality analysis was observed and
will continue to impact future research. Comprehensive indicators would improve
assessment of vocal folds state, enable estimation of state dynamics, and indicators’
relation with specific pathologies.

RQ1: Significant part of studies solve Classification task (39% of the set). Machine
learning methods are most common (51% of the set used at least one method, e.g.,
SVM). The binary classification was found to be a common classification task type;
however, this approach is influenced by existing reference databases (e.g. recordings
of healthy and pathological voices are perfectly separable—this allows to achieve
good results). There is a lack of labeled data to test proposed techniques and methods
for validity and robustness thoroughly. For future work, we intend to experiment
with existing reference databases to identify gaps in labeled data and it’s impact on
Classification.

RQ2: Feature-based analysis was found to bemost prevalent in vocal fold assessment
(55% of the set). Acoustic features, such as noise content (e.g., HNR), stability
and periodicity (e.g., RAP), and spectral-cepstral feature modeling (e.g., MFCC)
are common. Medical professionals use several subjective evaluation methods (e.g.,
GRBAS, VHI) to identify specific pathologies. Therefore, one of the challenges
is not only a universal set of features to diagnose voice pathologies, but also to
differentiate disorders and pathologies. The vast majority of studies have focused on
the classification of healthy-vs-pathologic, which allows to achieve high accuracy.
However, differentiation of pathologies based on the acoustic features will become
increasingly important, as an accurate initial diagnosis can be of great help in early
diagnosis and treatment.

RQ3: Found trends indicate that vocal fold assessment research is exploratory and
experimental (82% of the set used the Experimental research technique). Non-
parametric models based on acoustic features are proposed, and experimental studies
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are carried out to demonstrate the superiority of the selected features. This research
technique makes vocal fold assessment a highly productive research domain. How-
ever, the domain was found to be widely dispersed due to a variety of approaches.
Soonwe can expect the rise of deep learningmethods application for voice pathology
assessment, as this is a trend across the entire computer science.

The identified trends, challenges, and opportunities indicate the need for a mul-
tidisciplinary approach to vocal fold and voice pathology assessment if we seek
to develop objective, non-invasive assessment techniques that are acceptable and
understandable to the clinician community.
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Abstract Decision support systems (DSS) are becoming a very important and
widespread element of different fields of contemporary life in the age of explain-
able artificial intelligence (XAI). All of them somehow elaborate on the well-known
procedures of data science transforming the data and/or signals into information,
knowledge, and wisdom at last. However, most of the current DSS are limited to a
mere finding of the situation, i.e. a kind of diagnostics, and do not have a unified
integrated mechanism to offer adequate solutions. The main goal of this work and its
novelty as well is to combine system analysis with the proposal of solutions using the
latest XAI techniques based on the usage of the generalized approach and the newly
developed fuzzy SWOT maps (FSM) method and on the elements of computing
with words (CWW) according to the certain vocabulary and the lists of rules (LoR).
They must be constructed on the available information base and are not the object of
research in this article. The last goal of the article is to offer an approach that allows
every phenomenon or system studied, following the philosophy of Hegel’s triads, to
detect its systematic, methodological and praxiological component, i.e. to form the
SMP approach and use it in practice. An example of the case analyzed in the context
of the proposed paradigm here was presented the assessment of opportunities and
threats of such an entity as a state of Lithuania, to determine the state’s risks and to
generate optimal recommendations, actions and leverages for state’s control. This
work in general for the first time has demonstrated the vitality and possible efficiency
of the paradigm.
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1 Introduction

In today’s age of a wide variety of computer systems and artificial intelligence (AI)
technologies, no one doubts the importance, capabilities, and significance of decision
support systems (DSS). Just ask in the GOOGLE system, for example, “decision
support systems today” and the system provides data on more than 50 million links
in 0.89 s.

In this abundance of information, attempts were made even in the 1980s to
make some generalizations, provide a classification of such systems, review deci-
sion support systems and fields of their applications, define the concepts serving as
a background for their structures, and show how it relates to other areas [1].

In fact, over the last 40–50 years, the range of human needs and capabilities of up
to-days computer has expanded dramatically. Even the internet of things (T), services
(S), actions (A), or behaviors and phenomena (P) has just emerged as a digitalized
space (IoTSAP). And DSS has in one form or another become an integral part of
the practice in many areas of life: industry, production, planning, logistics, business,
medicine, banking, environment, engineering, and so on and so for. This can even
be judged from several reviews of significant new literature sources such as [2–13].

The analysis performed on the basis of the sources mentioned above and in partic-
ular on the insights of [2, 9], can provide a picture reflecting the weight and role of
DSS research in applications in various aspects of life. A general relative picture of
this issue is given in Fig. 1.

This analysis already provides the following first conclusions: (1) a relatively
large amount of research is deservedly devoted to the computer field and medicine;
(2) some important areas are not yet covered by an adequate amount of research (for
example, law, media evaluation, environmental side, university or company and so
on); (3) unjustifiably low focus on DSS applications focuses on human safety and
the promotion of DSS opportunities themselves.

The second part of the conclusions of this analysis focuses on the fragmentation
of research diversity: in almost every field of DSS application, application special-
ists together with information technology specialists develop DSS structures and
methodologies specific and dedicated to that particular field, i.e. there is a lack of
commonalities in all DSS development and application processes. However, most of
the DSS that exist today are limited to a mere finding of the situation, i.e. a kind of
diagnostics, and do not have a unified integrated mechanism to offer adequate solu-
tions. So, we feel the need for an efficient and unified universalized DSS paradigm
covering a development methodology that is less scope-dependent.

The third part of the conclusions extracted from our analysis covers our attempt to
evaluate the most popular and effective methods and software as well as simulation
tools suitable to assist the proposition of the generalized approach to the creation of
the functional organization of aDSS.As amatter of fact, practically all fields of activi-
ties presented in Fig. 1 and even banking, military operations planning, and/or private
life are forced to copewith some external issues and signify some positive or negative
consequences or results achieved under the presence or influence of some internal
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Fig. 1 Relative number of research studies in different fields of DSS applications [2]

stimulating or impeding factors or forces. Such scenarios correspond perfectly to
the worldwide spread situation analysis and decision-making methodology called
SWOTwhere S stands for Strength (ST), W—forWeakness (WK), O—for Opportu-
nities (OP), and T for Threats (TH). It would be worth emphasizing that a few years
ago the Center of Real TimeComputer Systems (CRTCS) of theDepartment of Infor-
matics at Kaunas University of Technology (KTU) started research in a very sensitive
area of application of decision support systems including diagnostics, prediction of
development and recommendations for further systems behavior under considera-
tion. The joint team of researchers of the CRTCS encouraged by [14] has started the
new approach to the diagnostics DSS based on analysis of strengths, weaknesses,
opportunities, and threats of the system or problem under investigation (SWOT anal-
ysis) combined with elements of explainable artificial intelligence (XAI), computing
with words (CWW), Data Science (DS) and general complex systems theory. This
approach step-by-stepwas published in [15–17] and its vitality, at last, was confirmed
and presented in [18], and the new universalized concept of a system using a dynamic
SWOT analysis network called fuzzy SWOT map (FSM) for fuzzy control of risk in
complex situations and environments was proposed.
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Fig. 2 Relative number of FCM trials and applications during the 2003–2013 in various fields of
activities [2]

To the same tier of conclusions belong attempts to selectmethods and tools suitable
to analyze, describe and simulate the phenomenon of mutual linkages and influences
of elements connected as a system under consideration. As it is evident from the
analysis of papers dedicated to DSS the fuzzy cognitive maps (FCM) approach is
the most popular and promising in the historical discourse.

The cognitive maps approach to decision processes’ analysis was started by R.
Axelrod at Princeton University [19]. But it is widely reorganized that only after
famous L.A. Zadeh’s papers [20–22] did the contemporary avalanche of fuzzy sets
applications burst. Fuzzy control systems (FCS) in industrial applications and fuzzy
cognitivemaps (FCM) for decision-making are the best confirmation of this tendency.
By the way, the background for fuzzy thinking and for fuzzy cognitive maps’ appli-
cations to decision-making processes was preliminary and mainly developed at the
USC (University of Southern California) by Kosko [23–25] and later by Carvalho
et al. [21–31] and many, many others.

At the moment popularity of the FCM-based DSS approach is demonstrated in
Fig. 2.

Following the worldwide experience in soft computing (for example, [32–34]) as
well as requirements, emphasized by different decision-makers, looking for efficient
computerized advise in various cases of very sophisticated and sensitive situations
like financial risk management, medical diagnostics, politics and international rela-
tions, environmental protection, terrorism, and security and so on [35–44], we have
summarized the main theoretical features, capabilities, and limitations implemented
and/or specific to FCM-based decision-making tools such as DSS [45–52].

In short, the three main conclusions drawn from the analysis of the literature and
the summarization of our own scientific experience are as follows: (1) we noticed a
lack of systematization in DSS paradigm development, (2) analysis and evaluation
of most situations are based on SWOT analysis, and (3) most successful advises are
based on FCM methodology. So, the main goal of this work and its novelty as well
is to combine system analysis with the proposal of solutions using the latest XAI
techniques based on the usage of the generalized approach and the newly developed
fuzzy SWOT maps (FSM) method and on the elements of computing with words
(CWW) according to the certain vocabulary and the lists of rules (LoR). That is the
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reason why Sect. 2 is devoted to the systemic approach to the DSS in general, Sect. 3
contains the description of experimental studies of a case and the demonstration of
the vitality of the proposed approach. Section 4 concludes this chapter.

2 Systemic Approach to the Functional Organization
of the DSS Paradigm

A systemic approach leading to acceptable results produced by DSS suggests the
necessity to involve some philosophical background in the process of construction
of the functional organization of the DSS inherent in the theory of complex systems.

It is obvious that each goal can be successfully achieved, or the efficient solution
to each problem can be proposed if and only if the so-called three-dimensional (3D)
approach is applied [53]. The 3D dimensions mean systemology (S), methodology
(M), and praxeology (P) because for each case we need good theory, idea and/or
spirit (S), efficient methods, tools, and/or modes of action (M) if we wish to receive
practical advice and/or acceptable results (P). Therefore, it is worth renaming the
3D approach or at least putting it in a more adequate meaning and naming it as
SMP-approach. Figure 3 corresponds to such a philosophy of possible efficiency of
the SMP-approach concept.

Let us assume that elements si that belongs to the set S(si ∈ S) and represents
different theories are presented as circles in a certain abstract co-ordinate plain. In a
similar way, all possible methods m j ∈ M that belong to the set M are represented
by rectangles in the same plain system of coordinates expressing a certain abstract
degree of proximity. Moreover, the practical results pk ∈ P as the elements of the
set P are presented as crosses. It is easy to notice that well-founded results can be
achieved when applied methods are based on proper theories. Consequently, the
scientifically promising area corresponds to the AND relationship S&M&P. Such
an approach implies a trend to ensure balance between a theory or idea, methods or
policies to be used, and desirable results in the form of DSS suggestions in each field
of activity, when analyzing and implementing any global system long-term existence
or solving different worldwide problemsmentioned in the first section of this chapter.

In any case, the situation described as belonging to the S&M&Pmust be somehow
characterized, evaluated, and presented to the DSS. As is emphasized in the Sect. 1,

Fig. 3 Overlapping of the
SMP entities
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the enhanced fuzzy SWOT analysis serves as the most adequate and promising tool
for such an evaluation.

2.1 SWOT Analysis

The most commonly and widely used means of evaluating ideas, plans, and activ-
ities are strengths, weaknesses, opportunities, and threats (SWOT) analysis. There
is a large amount of literature devoted to SWOT analysis, even from its beginning
somewhere at Harvard or Stanford schools times in the 1960s [54]. It is clear that
this methodology played an important role in a variety of fields, including poli-
tics, military, economics, industry, health services, demographics, technology, and
government.

First of all, it is considered that a given situation originates in some element ee
of the abstract environment (as indicated in Fig. 4), characterized by the following
vectors, indicating strengths, weaknesses, opportunities, and threats, respectively:

−→
STe = (STe1, . . . , STes, . . . , STeS), es = (1, . . . , es, . . . , eS)

−−→
WKe = (WKe1, . . . ,WKew, . . . ,WKeW ), ew = (1, . . . , ew, . . . , eW)

−−→
OPe = (OPe1, . . . , OPeo, . . . , OPeO), eo = (1, . . . , eo, . . . , eO)

−−→
T He = (T He1, . . . , T Het , . . . , T HeT ), et = (1, . . . , et, . . . , eT)

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(1)

All elements of vectors presented are given in the numerical form.
The evaluation of positive and negative features of the situation is conducted using

the well-known procedure of SWOT analysis [17], incorporating a SWOT engine
(Fig. 5).

In the expressions (2)

OP∑
e =

eO∑

eo=1

{

ceo

(

ρeo +
eS∑

es=1

STeos +
eW∑

ew=1

WKoew

)}

T H∑
e =

eT∑

et=1

{

cet

(

ρet +
eS∑

es=1

STets +
eW∑

ew=1

WKetw

)}

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(2)

Fig. 4 Element ee of the
environment
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Fig. 5 SWOT engine

ceo (o = 1,…,O) indicates the degree of importance for each possible or predicted
opportunity, and cet (t=1,…,T ) is the importancedegree of eachpossible or predicted
threat in the interval [0–1] for this particular situation or project. The initial values of
truth ρ eo, ρ et for all o = 1,…,O and t = 1,…,T in the same interval [0–1] are shown
as well. In general, e = 1,…,e, …, E is a number of element under consideration.

2.2 Elements of CWW

The novelty of our DSS paradigm is the proposal for experts to use words from the
selected vocabulary for the verbal evaluation of all possible entities during SWOT
analysis [17]. As far as we know, no other study has included the possibility of a
CWW paradigm for SWOT analysis.

An important feature of the approach is that estimates of the parameters to be
processed can be either numerical or verbal. For example, the overall estimate xs for
any parameter s can be given in numeric form as xs = [xs] or in verbal form as xs =
{xs}. These notations [*] or {*} are used when it is necessary to emphasize the type
of parameter estimate under processing; that is, in the absence of such a necessity,
simply a generalized estimate notation xs is used.

Since the SWOT engine e has to operate/process both numerical and verbal esti-
mates of parameters and answers to questions or other evaluations, it is necessary
to have some vocabulary of correspondences between digital and verbal estimates
and fuzzy logic-based terms allowing the level of certainty µ (x) of such compliance
to be assessed [17]. An example of such vocabulary and fuzzy logic terms used in
practice is given in Fig. 6.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

{N} − None

{S} − Small

{M} − Medium

{L} − Large

The verbalization (fuzzification) of the digital estimate can be conveniently
explained by the example in Fig. 7. Here a digital INPUT estimate [x1] is trans-
formed into OUTPUT consisting of two words: the word {M} (Medium) with the
certainty µ (M) = 0.7 and the word {S} (Small) with the certainty µ (S) = 0.3.
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Fig. 6 An example of vocabulary and fuzzy logic terms

Fig. 7 An example of verbalization

The process of digitalization (defuzzification) of any verbal estimate is performed
in an analog way and is demonstrated in Fig. 8. In this case a verbal estimate {x1}
= {S} (Small) is presented at the INPUT together with the value of certainty of this
statement let as say µ (S) = 0.75.

The statement {S} with the proclaimed degree of certainty generates in the
OUTPUT two possible digital estimates: [x1] = x1L and [x1] = x1R which denote the
left and right points of the number interval. And the higher certainty of the verbal
estimate corresponds to the narrower range of the output estimate.

As for the SWOT engine it is important to note on the one hand that it is covered
by elements using the conventional SWOT methodology [14] and on the other—
that those elements are enriched with computing with words (CWW) capabilities
and can process both normal digital information as well as verbal information, i.e.,
words representing one or another linguistic estimate of a parameter or indicator.
Symbolically, the structure of such a SWOT enginewhich uses a CWWenhancement

Fig. 8 An example of digitalization
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Fig. 9 SWOT engine enriched with computing with words (CWW) capabilities

and is based on the fuzzy logic and fuzzy reasoning mathematical apparatus is shown
in Fig. 9 [17].

It is understood that the processing of vague verbal reasoning is related both to the
vocabulary used and to the degree of certainty of each estimate. These characteristics
and parameters will be discussed in the article as we move on to addressing specific
problems of cultural, political, and economic interactions and relations.

2.3 SWOT and FCM Combination

The next novelty of our case is that here the normalized fuzzy cognitive maps (FCM)
are used instead of SWOT tables. This is proposed in [46, 48, 63] for a combination
of SWOT analysis and FCM in the attempt to better monitor the dynamic of SWOT
analysis. Such a novelty perfectly corresponds to the FCM use tendency emphasized
in the introduction and illustrated there by Fig. 2.

Regarding the combination and alignment of SWOTandFCMcapabilities, aswell
as their possible substitutions, it should be noted that: a) the functional characteristics
of the FCM nodes involved in the SWOT analysis are simply linear: y (x) = x
and limited to the range [0–1]; and b) the output values of the FCM output nodes,
like the SWOT tables, are normalized, i.e. the result obtained is divided by the
maximum possible output value or result that can be obtained in that situation [15,
16, 18, 46, 48, 60, 63].

The interactions between SWOT engines on the SWOT analysis network-level
usually reflect the real interactions of phenomena in the complex environmentE under
study. The model of these interactions at the SWOT engines level is implemented
using the newly developed network of fuzzy SWOT maps (FSM) proposed at the
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CRTCS center; the efficiency of those FSM has been tested and confirmed in other
projects [16]. The main operation describing the influences and interactions between
SWOT engines of any FSM is the matrix WMIL representing influential linkages
(MIL) on the FSM under consideration.

This matrix WMIL performs the following operation on the INPUT vector
−→
X in

order to receive the OUTPUT vector
−→
Y :

�Y = WMIL �X (3)

Here �X = (OP�1, TH�1, . . . , OP�e, TH�e, . . . , OP�E, TH�E), (4)

and �Y = (OPW�1, THW�1, . . . , OPW�e, THW�e, . . . , OPW�E, THW�E). (5)

The coefficients Wxi→yj of the matrix WMIL are correspondingly such that
i = 1, …, 2E and j = 1, …, 2E,: and mean positive or negative influence of the
element xi to the element yi. It should be noted that during the calculations, the influ-
ence coefficients are normalized so that each component of the

−→
Y vector fits in the

range [0–1].

2.4 Risk Evaluation and Actions

The determination of the level of fuzzy risk concealed in a situation or project under
consideration is based on our paradigmatic definition of risk presented in [55], and
it somewhat constructively contradicts the opinion expressed in [56]. In this paper,
risk is considered to be a normalized subjective level of the uncertainty of the conse-
quences of activity and/or the state of the system of entities in complex environments.
The results of SWOT analysis support the understanding or evaluation (numerical
or verbal) of possible negative results (T H∑

e), such as losses, threats, or disap-
pointments, or possible positive results (OP∑

e), such as achievements, or profits,
opportunity, or joy. If activities (EFF) such as effort or investment that are part of this
are included in the consideration, and the dimension of uncertainty (HES or PROB),
whether hesitancy, randomness, possibility, or probability of certain events, are taken
into account [57, 58, 61, 62], a measurable level of risk R can be calculated as a value
for a certain function R, depending on EFF,OP, TH, andHES in an intuitive manner,
as shown in Eq. (6):

R = R (EFF ↑; OP ↓; T H ↑; HES ↑ /PROB ↓). (6)

The arrows ↑ and ↓ mean increase and decrease in R, respectively.
A generalized risk evaluation engine is schematically presented in Fig. 10. The

informal reasoning presented in Eq. (6) is constructed using fuzzy evaluation of
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Fig. 10 Generalized
risk-evaluation engine

Fig. 11 Detailed elaboration
of the risk-evaluation engine

T H∑
e, OP∑

e, EFFe, and PROBe prescribed by an IF …THEN type list or fuzzy
rules (LoRRr) drafted by experts. In general, all lists of rules (LoRmust be constructed
on the available information base and they are not the objects of research in this article.
The final output Rr can be aggregated using different strategies, as delivered, and
thoroughly discussed in [25, 32], and elsewhere. The center of gravity (CoG) method
([59]) is used throughout this paper for its simplicity and efficiency.

A symbolic elaboration of the same risk-evaluation engine is given in Fig. 11.
The structure of this risk evaluation engine is based on the enriched fuzzy cognitive

map (FCM) node concept, firstly proposed in [47] as fuzzy expert maps (FEM) and
later developed and extensively studied in [49–52].

The risk assessment phase usually creates a natural need to answer the ques-
tion: what next? Actions, recommendations, and leverages must be offered for the
effective operation of each DSS. For generalized simplicity reasons, the part of DSS
responsible for the actions here is called LEVERAGE, and its aggregation also is
performed in the form of FEM [47] as it is presented in Fig. 12. This generalized
structure of the AGGREG-engine permits to determine of at least one item Ll for
leverage.

In this case, the combinations of the elements of the vector of different risks
−→
R =

(R1, . . . , Re, . . . , RE ) obtained in the early stages of the risk evaluation are expertly
evaluated verbally, using a list of the IF …THEN type fuzzy rules (LoRAl), and then
the reasoning is summarized, also using the different strategies [23, 32]; for this,
the center of gravity (CoG) methodology is generally preferred in our applications.
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Fig. 12 Generalized
structure of the engine for
producing of leverage

Usually leverage item Ll is used as a support of decision-making to close the loop
of the feedback system and enable the improvement of performance in the situation
or project under investigation.

2.5 Systemic Structure of DSS

The systemic structure of generalized DSS is based on the description of the func-
tional organization of its main parts delivered in 2.1–2.5 subsections of this chapter
and is presented in Fig. 13.

The primary system of coordinates is borrowed from a universal philosophical
approach to human life and activity, which includes S—systemology (the science
of systems, theories, visions), M—methodology (the science of modes of operation,
methods, tools), and P—praxeology (the science of results and their use).

Here the SWOT analysis block (SWOT ANALYSIS) creates corresponding fuzzy
SWOTmaps (FSM) discussed in Sect. 2.1 of this chapter and evaluates opportunities
and threats (OP and TH) emerging in all overlapping S, M, and P environments. The

Fig. 13 The systemic
structure of a generalized
DSS
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MIL block using the correspondingmatrixWMIL , representing influentialmutual link-
ages of all possible OPs and THs, presents all summarized vectors of opportunities−→
OP � as well as threats

−→
T H � .

The RISK block uses fuzzy expert maps (FEMR) mechanism and evaluates all
possible risks

−→
R necessary to be able to suggest the usage of certain leverages

−→
L as

a result of DSS reasoning in the block LEVERAGES using the corresponding fuzzy
expert maps FEML.mechanism similar to the FEMR.

Such a systemic structure of generalized DSS is built and its activity is
demonstrated in the following Sect. 3 for a simplified real case.

3 Experimental Studies, Validation and Applications

This section is devoted to presenting a simplified example of a real case under inves-
tigation and to demonstrating the efficient activities of the corresponding DSS by
simulating and validating its different applications.

3.1 Description of a Real Case Under Investigation

It was decided to build the DSS according to its paradigm as a tool enabling to receive
results of analysis and to get certain recommendations, advices, and suggestions
of corresponding actions for people working in the field of governmental foreign
relations.

In such a case it is natural to assign some specific and essential entities to the
environment of the situations, presented in Fig. 13 as S, M, and P, respectively,—
as C—culture (cultural, spiritual, educational, etc. background), P—policy (polit-
ical, methodological, instrumental possibilities, sanctions and means and etc. back-
ground), and E-economy (economic, industrial background, the situation on the
worldwide market, standard of living, and etc.). Symbolically, Fig. 13 becomes a
new one corresponding to the simplified case under investigation and is shown in
Fig. 14.

In assessing the state of society and the state, the first coordinate would be
CULTURE (in a broad sense) and reflect the spiritual, cultural, and educational
aspects of society; the second—POLICY (methodology of operation) would assess
both: human and individual status and external/inter-institutional methodologies of
group activities, and cross-border and/or international relations, etc.; the third—
ECONOMY (material aspects) would cover gross domestic product, economy,
production, the standard of living, etc. Understandably, these three aspects interact,
are intertwined, and only a peculiar balance between them roughly determines the
value state that satisfies us and is attainable. After all, it is impossible to create a
powerful economy (E) if there is a low level of culture (C), education, and spiritual
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Fig. 14 The structure of a
DSS tool for the case under
investigation

life; as well as the unimaginable opportunity to create an advanced political system
(P) in a weak economy. It is difficult to imagine the necessary support for cultural
development in an environment of an unfavorable political system. It is also difficult
to expect positive changes in the spiritual life without an efficient economy and smart
policies and so on.

As the literature shows, the coordinates mentioned here, such as C, P, E, are diffi-
cult to estimate not only qualitatively but also quantitatively. However, their indi-
vidual components (such as GDP per capita, or mortality, or exports, etc.) in a given
case can be measured and compared quantitatively. The change in the estimate of the
state of society (and of the individual) is fully examined and described according to
the E coordinate. Apparently, the individual and individual groups in human society
are most sensitive to practical changes in various aspects of the economy. As a
result, most statistical information and all its changes and their interpretations can be
found in the literature. There are significantly fewer generalized statistical (quantita-
tive) surveys related to, for example, trends in cultural change. The policy area also
receives few quantitative assessments. The latter areas are studiedmore by historians,
culturologists, and political scientists than by mathematicians and/or statisticians;
and qualitative estimates are more appropriate here.

In order to givemore reality to the illustrative analysis of entitiesC,M,E, a specific
state of the EuropeanUnionwas chosen – theRepublic of Lithuania. The specific data
required for the DSS tool of the model case in question were collected from various
sources prepared in the offices of the EU and Lithuanian governmental institutions.
Themain ones are: [63–74, 76].After the analysis, performed by experts of theCenter
of Real Time Computer Systems (CRTCS) of the Faculty of Informatics in Kaunas
University of Technology (KTU), and supported by consultations of specialists from
theMinistry of ForeignAffairs of Lithuania, the nomenclature of Fuzzy SWOTMaps
(FSM) was produced and delivered in Table 1.
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3.2 FCM for Analysis of Culture, Politics and Economy

According to the nomenclature of FSM presented in Table 1, the same expert groups
have presented their SWOT-type influences of corresponding weaknesses and threats
to opportunities and threats for each entity: culture—C, policy—P, and economy—E.
All influences are shown in a convenient format of fuzzy cognitive maps (FCM) and
are correspondingly delivered in Figs. 15, 16 and 17.

Fig. 15 The FCM_C: SWOT FCM for the entity of culture

Fig. 16 The FCM_P: SWOT FCM for the entity of policy
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Fig. 17 The FCM_E: SWOT FCM for the entity of economy

Coefficients of influences corresponding to the situations described as fuzzy
cognitive maps (FCM) in Figs. 15, 16, and 17 are presented in a convenient format of
tables (Table 2 for the FCM_C, Table 3 for the FCM_P, and Table 4 for the FCM_E)
for the following quantitative evaluations. Must be emphasized that initial values for
the entities involved also are presented in these tables in the format NAME(0) (for
example, NID(0) = 0.90, INT(0) = 0.80, and so on).

According to the generalized structure of the DSS, presented in Fig. 14, the influ-
ential mutual linkages of all possible OPs and THs must be considered. This is done
in the MIL block using the methodology, expressed in (3)–(5), where the matrix
WMIL is produced by the experts’ team and is presented in Table 5.

The corresponding fuzzy SWOT map (FSM) for this case is delivered in Fig. 18.

3.3 Notes on the Scaling of FSM Variables

All calculations related to the analysis of opportunities and threats in all reported
cases of FCM and FSMmust be performed in accordance with the principles of fuzzy
cognitive maps and computing with words paradigms, which are widely described
in the literature and highly targeted in [17, 25, 31, 32, 47, 61], and elsewhere. This
means that the numeric variables fit in the range [0–1] and the variables match the
vocabulary of the verbal estimates chosen by the specialists, experts, and/or users as
it was described in Sect. 2.2.
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Table 2 Quantitative values of influences for the FCM_C (experts’ decision)

Table 3 Quantitative values of influences for the FCM_P (experts’ decision)
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Table 4 Quantitative values of influences for the FCM_E (experts’ decision)

Table 5 The mutual linkages WMIL representing influences of Opportunities
−→
OP and Threats

−→
TH

to summarized
−→
OP� and

−→
TH�

Fig. 18 FSM corresponding
to the matrixWMIL (Table 5)
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Table 6 Scales for FCM

MAX

OPC THC OPP THP OPE THE

4.34 4.51 4.67 3.76 5.16 2.66

MAX

OP�C TH�C OP�P TH�P OP�E TH�E

5.32 6.28 8.39 4.56 8.78 5.59

Scales

OP�C TH�C OP�P TH�P OP�E TH�E

0.1878 0.1592 0.1192 0.02193 0.01136 0.1788

In this case, the data presented in Tables 2, 3, 4 and 5 and fuzzy cognitive maps
in Figs. 15, 16, 17 and 18 can be represented as matrices with rows numbered j = 1,
2, … and columns i = 1, 2, …, respectively.

Since each opportunity or threat under consideration has and can be characterized
at its ownhierarchical level, unit, or highest level of verbal estimation, it is appropriate
to set those maximum estimates at biased input signal estimates.

In order to obtain the maximum OP, TH estimates and to calculate the normaliza-
tion scales from them, the procedure is as follows:

1. Maximum estimates of each OP and TH are calculated by taking NAME(0) value
as 1 and adding up all the strengths and weaknesses influences W that increase
the sum for that OP or TH (skipping negative influences), then the resulting sum
is multiplied by WNAME→OP_X or WNAME→TH_X value.

2. For each project, the obtained separateOP andTHmaximumestimates are aggre-
gated, and the total OPX and THX maximum of the project X are calculated as
MAX(OPX) and MAX(THX) (the resulting maximum OP and TH estimates for
the projects are listed at the top part of Table 6).

3. For the calculation of themaximumestimates ofOP�X andTH�X for each project
X, influences between the projects are considered as listed in Table 5. Maximum
estimates of OP�X and TH�X calculation steps:

a. Each column of Table 5 reflects the project’s OP�X and TH�X.
b. The rows contain the influence values of the other projects.
c. Only rows with positive influence are considering.
d. To the calculated project X OPX or THX maximum estimate, the other project Y

OPY or THY maximum estimate is added multiplied by the value of the projects
influence and this is repeated for all positive influences. The result is OP�X and
TH�X maximum estimates for project X after external influences of the other
projects evaluation. (the resulting maximum OP�X and TH�X estimates for the
projects are listed in the middle of Table 6).

4. The scaling of the project OP is calculated as 1/OP�X and the scaling of the
project TH is calculated as 1/TH�X.
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Multiplying the project results by the resulting scales ensures that the situation
under consideration is always assessed in the [0–1] ranges. Obtained scales are
delivered in Table 6.

These scales are used in the following subsection for the simulation of the
described mutual cultural, political, and economic interactions in the real life of
the state under investigation.

3.4 Results of Simulation of the Cultural, Political
and Economic Interactions

The screenshot of the DSS tool ([75]) for the case of this given state’s analysis
of its cultural opportunities and threats, as well as political and economic ones,
are presented in Fig. 19. There all parts of fuzzy SWOT maps (FSM), explained
in Figs. 15, 16, 17 and 18, are collected and connected together for convenient
simulation and analysis FCM (Fig. 20).

Results of simulation from this DSS tool are ready for: (1) an analysis of possible
opportunities and threats in all three entities under investigation; (2) investigation of
possible dynamics of resultswith changes of input values, and (3) for a risk evaluation
in each field of state’s activity (C, P, and E).

Fig. 19 The fuzzy SWOTmap for the system under simulation (the case of Republic of Lithuania)
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Fig. 20 Results of simulation of the FSM in case of Lithuania: a—opportunities and threats in C,
P and E entities, b—outputs of block MIL assessing the effect of interactions of the C, P and E

3.5 Risk Evaluation

The evaluation of the state’s activity risk in all three fields under consideration in
this DSS version is performed according to the methodology delivered in Sect. 2.4
and based on formula (6) keeping in mind the experts’ verbal conviction that efforts
demonstrated in the field of culture (C) are SMALL, efforts in the field of policy
(P) are LARGE, and efforts in the field of the economy (E) are MEDIUM. Such an
opinion will be reflected in the three different lists of fuzzy rules adequate to the field
to be described. Experts, in this case, do not have any doubts and/or hesitations, and
they speak about probabilities of all events as equal to 1. This is the reason why risk
formula (6) is simplified and looks as

R = R (OP ↓; T H ↑). (7)

Figure 10 must be simplified and used in the form as shown in the following
illustrations of the fuzzy Tech software [77] presented later.

Must be emphasized that for fuzzy evaluations verbal vocabulary was used:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

{N} − None

{S} − Small

{M} − Medium

{L} − Large

{VL} − Very large;

And the fuzzy logic terms as they are proposing in [17], and also seen in the
following illustrations.

So, for risk evaluation in each field of state’s activity here we present the struc-
ture of the risk-evaluation engine, two sets of input terms, one set of output terms,
list of corresponding rules (LoR), and the three-dimensional diagram of results. All
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methodologies for the risk concept and evaluation in the fields of country’s culture
(C), policy (P), and economy (E) are based on the paradigm (6) and systemic struc-
tures, presented in Figs. 10 and 11. The main aspects of really working models are
elaborated and delivered in the following Sects. 3.5.1–3.5.3.

3.5.1 The Field of Culture (C)

According to the methodology presented in Sect. 2.4 the structure for RISK_C
evaluation using the fuzzyTech software [77] is presented in Figs. 21 and 22.

Using the list of corresponding experts’ rules (LoR) for the RISK_C (Fig. 23) the
results of the risk evaluation are presented in Figs. 24 and 25.

The cultural risk for Lithuania is quite large {L} with the certainty µ= 0.87. And
the three-dimensional results are presented in Fig. 25 predicting upcoming situations.

Fig. 21 The risk-evaluation engine for RISK_C

Fig. 22 The two sets of input terms OP_SC and TH_SC
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Fig. 23 The list of corresponding rules (LoR) for the RISK_C

Numerical Verbal 
Certainty

µ

L 0.25

M 0.74

L 0.43

M 0.56

VL 0.13

L 0.87

IN
P

U
T

S OP_

ΣC

ΣC 0.3284

TH_ 0.3857

OUTPUT RISK-C 0.6153

Fig. 24 The set of output terms RISK_C: VL – 0.13, L – 0.87
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Fig. 25 The RISK_C
dependence on possible
OP_C and TH_C fluctuations

Fig. 26 The risk-evaluation
engine for RISK_P

3.5.2 The Field of Policy (P)

According to the methodology presented in Sect. 2.4 the structure for RISK_P
evaluation using the fuzzyTech software [77] is presented in Figs. 26 and 27.

Using the list of corresponding experts’ rules (LoR) for the RISK_P (Fig. 28) the
results of risk evaluation are presented in Figs. 29 and 30.

The political risk for Lithuania is quite large {L} as well with the certainty µ =
0.92. And the three-dimensional results are presented in Fig. 30 predicting upcoming
possible fluctuations in political situations.

3.5.3 The Field of Economy (E)

Analogue’s methodology was used structure for RISK_E evaluation using the same
fuzzyTech software [77], and theRISK_E evaluation structure is presented in Figs. 31
and 32.

Using the list of corresponding experts’ rules (LoR) for the RISK_E (Fig. 33) the
results of the risk evaluation are presented in Figs. 34 and 35.

The risk in the field of the economy forLithuania ismedium{M}with the certainty
µ = 0.75. And the three-dimensional results are presented in Fig. 35 predicting
upcoming fluctuations in the situations.
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Fig. 27 The two sets of input terms OP_SP and TH_SP

The simulation results described, elaborated, and delivered in Sects. 3.5.1–3.5.3
mainly serve two purposes: (1) they are ready to be presented to the experts and
specialists for evaluation and exploration of real risks, and (2) they are ready to
be used in the next stage according to the Fig. 14 for the selection and proposi-
tion adequate recommendations, creation of corresponding signals and/or activation
suitable leverages listed in the list of acceptable measures.

3.6 Recommendations, Leverages and Actions

In fact, only those decision support systems (DSS) are fully operational that provide
not only assessments of opportunities (OP) and threats (TH), not only risk (RISK)
assessments but also suggestions on what action needs to be taken, what measures to
use to make their advices as effective as possible and realizable. For the simplicity of
explanations all recommendations, actions, signals, and other proposed influences
here are called LEVERAGES, which are under our control. The methodology of
determinations of those LEVERAGES is delivered in Sects. 2.4 and 2.5. They are
based on Figs. 12 and 13.
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Fig. 28 The list of corresponding rules (LoR) for the RISK_P

Numerical Verbal 
Certainty

µ

L 0.76

M 0.23

M 0.51

S 0.49

L 0.92

M 0.08

IN
P

U
T

S OP_

TH_ 0.1585

0.4906

OUTPUT RISK-P 0.5347

ΣP

ΣP

Fig. 29 The set of output terms RISK_P: L – 0.92, M – 0.08
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Fig. 30 The RISK_P dependence on TH_SP and OP_SP

Fig. 31 The risk-evaluation engine for RISK_E

Fig. 32 The two sets of input terms OP_SE and TH_SE
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Fig. 33 The list of corresponding rules (LoR) for the RISK_E

Numerical Verbal 
Certainty

µ

L 0.66

M 0.33

M 0.23

S 0.76

L 0.25

M 0.75

IN
P

U
T

S OP_ 0.4579

TH_ 0.1039

OUTPUT RISK-E 0.3359

ΣE

ΣE

Fig. 34 The set of output terms RISK_E: M – 0.75, L – 0.25



196 V. Petrauskas et al.

Fig. 35 The RISK_E
dependence on OP_�E and
TH_�E

The process starts from the analysis of the lists of all available LEVERAGES.
The nomenclature of leverages, actions, recommendations, and so on as well as their
acronyms and lists for their verbal evaluation of the case under consideration are
presented in Table 7.

This table serves as a source for the LEVERAGE determination block struc-
ture shown in Fig. 36. The expert team’s opinion, based on their knowledge and
experience, produced the list of decision rules given in Table 8.

Table 7 Nomenclature of leverages available in a case of Lithuania under consideration

Leverage, action and/or recommendation Terms for verbal
evaluation

Acronym

Culture Strenghtening of lithuanian national identity C1 N, S, M, L, VL NI

National agreement on education C2 YES, N ED

Involvement of society into decision making
processes

C3 N, S, M, L, VL IS

Policy Create eu border control forces P1 N, S, M, L, VL BC

Minimize beurocratic administration P2 N, S, M, L, VL MB

Restore real representative demokracy P3 N, S, M, L, VL RD

Strengthen support for military aviation P4 N, S, M, L, VL MA

Economy Reform of taxes E1 N, S, M, L, VL RT

Establishing of national commercial bank E2 YES, N CB

Achieve the same level of work organization
in state and private sector of economy

E3 N, S, M, L, VL LW
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Fig. 36 The LEVERAGE
determination block structure

The whole simulation of the activity of the LEVERAGE determination block
structure according to the rules presented in Table 8 was simulated on the fuzzyTech
6.82f software package [77]. The model of the main structure is shown in Fig. 37.
It must be emphasized that the numerical inputs (RISK_C, RISK_P, and RISK_E)
were verbalized using three terms: SMALL, MEDIUM, and LARGE in spite of the
fact that all qualitative outputs (LC1, LC3, LP1–LP4, LE1, LE3) were verbalized
using five ones: N, S, M, L, and VL; and two quantitative outputs—LC2 and LE2
were verbalized using only two terms: YES and N which better reflects the realities
under consideration.

The examples of real RISK input terms for the case are shown in Fig. 38.
The simulation was performed according to the full LoR presented in Fig. 39

using different input numerical and verbal values. Here the illustrative results are
presented to show the force and vitality of the proposed generalized approach to the
description and evaluation of a real case. We have selected only results connected to
the following leverages: LC1 = NI, LP1 = BC, and LE2 = CB. For each leverage,
we demonstrate the final suggestion to be used and delivered in verbal as well as in
numerical form and three diagrams permitting us to evaluate leverage’s reactions to
changes possibly caused by fluctuations in combinations of RISK_C, RISK_P, and
RISK_E.

Such results for theLC1=NIare presented inFig. 40, and it is seen, that the recom-
mendation is 0.55 from the interval 0–1 and it means that the efforts to strengthen
Lithuanian national identity (NI) must be LARGE with the certainty 0.95.
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Fig. 37 A model of the main structure of the LEVERAGE determination block

The results concerning the leverage LP1 = BC to create an efficient EU border
control (BC) are presented in Fig. 41, and it is seen, that the certainty of this recom-
mendation is 0.55 from the interval 0–1. It means that the efforts to establish a strong
EU border control system must be LARGE with a high certainty 0.95. Such a result
perfectly corresponds to the opinion of French president F. Mitterrand.

The results presented in Fig. 42 convincingly demonstrate that the opening of
the national Lithuanian commercial bank is vitally recommended for the successful
future of the Lithuanian state.

The answerYES is deliveredwith the certainty 0.85 and there are no high opposing
signals when the combinations of RISK_C, or RISK_P, or RISK_E suffer from some
fluctuations in situations under consideration.

Similar results, concerning all leverages of the case under consideration are
collected, summarized, and presented in the Table 9.

They can be received and must be used as a feedback influence as is advocated in
Fig. 13 or less abstractive, as it is described in Sect. 3.1 and shown in Fig. 14. Another
possibility of usage of information existing in the LEVERAGES is based on the
ability to simulate the environment hidden in Fig. 14. Such a simulation strengthens
the guarantee of the success of DSS recommendations because the simulation results
are received before the practical its use.

4 Conclusions

The article presents a generalized approach to the development of decision support
systems (DSS), and provides a methodology for analyzing the opportunities and
threats of the situation on the basis of fuzzy SWOT maps (FSWOTM) networks,
risk assessment and recommendations, measures, and ways to propose mitigation or
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Fig. 38 Real RISK input terms for RISK_C, RISK_P and RISK_E

elimination of those threats. The methodology uses elements of explainable artifi-
cial intelligence (XAI) and verbal information processing or computing with word
(CWW) as well as the verbal assessment of the situations under consideration.

The so-called three-dimensional (3D) approach is applied and the 3D dimensions
mean systemology (S), methodology (M), and praxeology (P). For each particular
domain, S, M, and P represent the situation and/or entity-specific to that domain.
In this section, a generalized model of the state with its cultural (C), political (P),
and economic (E) problems is selected and examined in a specific area. The article
presents three levels of non-compliance: the level of opportunities and threats, the
level of risk assessment, and the level of recommendations, advices, signals, and
other measures for environmental impacts. The modeling of the problems of the
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Fig. 39 The fragment of a simulation list of rules (LoR) for suggestions and recommendations to
be made in the LEVERAGE determination block

selected real case (state) demonstrated not only the novelty of the methodology but
also its effective vitality.

The work with the models of the examined levels showed the compatibility and
simplicity of the selected modeling tools. At the same time, it has formulated topics
for the further expansion and development of this approach. Therefore, the contin-
uation of works envisages: (1) development of a unified general-purpose software
tool that can play the role of a decision support system (DSS-tool), (2) development
of methodology and tools for DSS application in various IoTSAP areas (Internet of
Things, Services, Actions, and Phenomena), (3) proposing a concept for creating an
adequate to the reality a hierarchical DSS network, (4) developing theoretical and
practical foundations to analyze the dynamics of DSS networks, and (5) to propose
and test a software environment for modeling the reality of SMP.
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LC1: L = 0.95, 

M = 0.05

Fig. 40 Recommended efforts to strengthen Lithuanian national identity (NI)

LP1: L = 0.95, 

M = 0.05

Fig. 41 Recommended efforts to create efficient EU border control (BC)
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LE2: YES = 0.85

NO = 0.15

Fig. 42 Recommendation to open national commercial bank (CB)

An example of the case analyzed in the context of the proposed paradigm here was
presented the assessment of opportunities and threats of such an entity as a state of
Lithuania, to determine the state’s risks and to generate optimal recommendations,
actions and leverages for state’s control. The viability of this paradigm and the
successful demonstration of a solution to a complex situation (examination of the
state’s global management) allow us to say that it is on the basis of this paradigm
that software tools for the management of specific situations can be created.
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Table 9 The summarized results of LEVERAGES proposed using this DSS paradigm for the case
of Lithuania

Leverages Numerical Verbal Certainty µ

Inputs RISK-C 0.6153 L 0.48

M 0.51

RISK-P 0.5347 L 0.37

M 0.62

RISK-E 0.3359 L 0.11

M 0.88

Outputs—Leverages LC1 0.5552 L 0.95

M 0.05

LC2 0.4943 YES 0.49

NO 0.5

LC3 0.5638 VL 0

L 1

LP1 0.5552 L 0.95

M 0.05

LP2 0.5552 L 1

M 0

LP3 0.5606 VL 0

L 1

LP4 0.633 VL 0.18

L 0.82

LE1 0.5105 L 0.82

M 0.18

LE2 0.7200 YES 0.85

NO 0.15

LE3 0.5552 L 1

VL 0
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Abstract In today’s high inflation environment, it is very important to protect our
capital from depreciation. One way to preserve your capital is to try to invest it in
stocks anticipating for big return. But sometimes the expectations may fail due to
underestimating the risk level of stock portfolio investments. The objective of this
work is to develop a risk-return ratio optimization model for stock portfolio enabling
to screen the adequate equities for inclusion to investment portfolio and set its capital
allocation ratio. We propose a two-stage model, firstly enabling to select the initial
set of equities by applying Self-OrganizingMaps (SOM) by identifying a set of most
influential factors to use as input variables for SOM. The method for the second
stage of research is proposed for deciding the weight-based ratios for capital to be
distributed among the portfolio equities. The nature-inspiredGreyWolfOptimization
(GWO) algorithm is applied for finding the optimal weights allocation among the
portfolio shares based on Mean−Variance portfolio minimization condition, which
correspondingly define the Risk and Return rating of portfolio. The sensitivity of
the GWO algorithm to the number of iterations, wolf herd size and stocks weight
limits was investigated for defining optimal values of these parameters for the best
portfolio diversification. The experimental verification of the model was performed
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1 Introduction

According to the Cambridge Dictionary, an investment is the employment of money
for the profit. In other words, an investment is the use of available money or other
resources for future benefits. In today’s world, there are many different investment
opportunities.

Active employment ofmoney takes placewhen a business is being created. Passive
money can be employed with the help of a bank, when buying long-term government
bonds or company shares, transfer owncapital to investment funds or acquirefinancial
derivatives. However, by choosing one asset class or only single security, the investor
is exposed to high risk and his success depends entirely on the success of the chosen
security. When making financial decisions, investors tend to maximize returns and
control risk. For higher profits, the level of risk is always higher. An investment
portfolio is required to ensure balance among risk and return. According to the
business glossary, an investment portfolio is a set of different investment assets that
an investor expects to earn a profit from and seeks to preserve the capital invested.

The portfolios can be rated from low risk—low return to high risk—high return.
An individual portfolio may be designed by random selection decisions or it may be
the result of careful, responsible planning. Thus, one of the solutions for reducing the
risk that any individualmay face is to diversifymoney, thus optimizing the investment
portfolio.

To properly manage your assets, we need to understand portfolio management
processes. Investment management is a complex activity that can be defined in eight
steps [3]:

1. Specification of investment objectives and restrictions. Typical goals pursued
by investors are current income, capital gains, and security of the principal amount
invested. The investor should rank these goals in order of importance. In addition,
the investor must evaluate possible profit constraints due to liquidity, period, taxes
and other specific circumstances.

2.Quantify capitalmarket expectations. In order to distribute the available capital
fairly, it is necessary to compare the return and risk ratios of different asset classes.
When allocating capital, market expectations should be quantified.

3.Decidewhichasset classeswill be included in the portfolio. Themost important
decision in portfolio management is to decide which asset classes to invest in. This
even includes deciding what proportions to invest, such as 70% to shares and 30%
to bonds. It depends on the investor’s personal risk tolerance.

4. Portfolio strategy formation. Once it has been decided in which asset classes
to invest, then the right portfolio management strategy must be chosen. There are
two different main portfolio management strategies—active and passive. An active
portfolio strategy seeks to achieve higher returns by taking into account changes in
the asset class sector and by continuously adjusting the portfolio itself. While the
passive, meanwhile, offers a good distribution of the portfolio, minimizing risk as
often without changing the composition of the portfolio.
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5. Selection of securities. The investor should choose the securities by applying
wisdom and knowledge-based criteria. Funding is usually based on fundamental or
technical analysis.

6. Portfolio implementation. In this step of portfolio management, the investor,
having performed previous actions and analyses, must implement this by acquiring
selected securities and other financial instruments.

7. Portfolio revision. The value of a portfolio depends on its components, which
may fluctuate due to price movements in financial instruments. As preliminary anal-
yses may not work, it is necessary to review and rebalance the portfolio at certain
intervals.

8.Portfolio valuation. The activities performedwith the portfolio and its changing
content must be evaluated periodically. The key aspects of assessing the performance
of a portfolio are risk and return, and the main assessment criterion is whether the
return on the portfolio is proportionate to its risk.

It is useful to define the position of each investment instrument according to its
risk and possible reward (see Fig. 1).

The types of portfolio are characterized as conservative, moderate and aggressive
(Fig. 1).Due to the large number and diverse range of suggested investment strategies,
many researchers chose the approach to evaluate and categorize different financial
instruments according to the ratio of risk to return on investment.

There is no such thing as a risk-free investment. Risks affect both people and
businesses. The portfolio diversification effect is designed to manage the expected
risk. Individual risk reduction occurs by combining several assets and forming a

Fig. 1 Portfolio types by investment instruments
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portfolio. An investor becomes exposed to general asset risk when his portfolio
consists of a single asset. It is important to understand the individual risk of the asset
in order to understand how the risk is distributed in the portfolio. According to [24],
diversifying a naive portfolio without using any mathematical optimization model
and buying stocks in equal parts, is a simple and powerful way to effectively reduce
portfolio risk without losing the expected rate of return. The results of the study
showed that for an infinite set of assets, a portfolio of a maximum of 20 assets would
be sufficient to eliminate 95% of the assets non-systemic risks.

When the list of stocks at a stock exchange is large, the investors face problems of
selecting the profitable stocks for the portfolio. However, when stock exchanges are
small, the portfolio may consist of all listed shares. Either way, there can be many
different portfolio combinations. Therefore, the use of active selection methodology
is mandatory [10, 25].

Investing in a portfolio rather than a separate asset is gaining people’s attention
more andmore because of its ability to reduce risk and optimize reward. The decisions
which the investors make for designing an exceptionally good portfolio may be
based on various methods and models and significantly affect the performance of the
portfolio.

In the Sect. 2, we will introduce the Mean–Variance (M-V) based portfolio
selection problematics.

2 Mean-Variance (M-V) Based Portfolio Selection

When making financial decisions, investors tend to maximize returns and minimize
the risk. The risk level is always higher for higher expected profits. A good investment
portfolio is required to have a balance between risk and return. Usually portfolio
selection is based on different Risk-Return ratios.

Diversification of the investment portfolio was described by H. M. Markowitz
[15]. The usual diversification strategy is based on including the securities from
different sectors, companies or countries [4]. H. Markowitz combined probability
and optimization theories to model the investors’ behaviour. He stated that the return
on investment should depend on the investor’s expected earnings, taking into account
possible price volatility. The Mean–Variance (M-V) based portfolio selection means
the sensible balance between portfolio risk and return. The M-V model solves the
problem of portfolio selection in order to find the best securities suitable for inclusion
in the portfolio. By selecting the weights for portfolio assets it’s possible to form the
portfolio with the lowest risk and maximum return values [14].

The Mean-Variance (M-V) portfolio optimization theory of H. Markowitz [15]
helps to set a portfolio weights that provide the optimal tradeoff between the mean
(as a measure of profit) and the variance (as a measure of risk). The standard M-V
optimization problem can be expressed as an optimization model where the solution
timely maximizes expected return and minimizes portfolio variance.
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Suppose an investment portfolio consists of n assets with expected return R =
{ri }n(i=1), and covariance matrix K = {

σi j
}n

(i, j=1) Let X = {xi }ni=1 stands for initial

investment proportion (weights) of corresponding asset, such as
∑n

i=1 xi = 1. The
portfolio return is equal R(x) = XT · R and variance V (x) = XT · K · X .

Given a fixed target value of portfolio return R̂, Markowitz characterizes an effi-
cient portfolio by the weights vector X̂ , that minimizes the risk V (x) subject to return
R(x) = R̂.

When looking for the optimal portfolio under the M-V method, the average cost
of each asset and the covariance between each pair of assets are included in the
calculations. These calculations are always based on historical data. However, the
M-V method can lead to an inaccurate forecast because of:

1. Multi-period investment—the M-V method can show an inaccurate forecast
based on a long-term, multi-cycle investment where premiums are periodic, e.g.
pension accumulation, long-term investment funds [17].

2. Small data sample—using too small sample of historical data may disregard
the economic cycle and lead to statistically significant deviations in the mean and
covariance calculations, which may result in only a few assets whose volatility was
reflected in the portfolio [21].

3.Extremes—assetswith very large deviations from the average in theM-Vmodel
are automatically discarded and not given any weight in the portfolio. However,
such premature rejection is applicable not only to highly unprofitable but also highly
profitable assets, which causes investors to lose their ability to earnmaximum returns
[21].

For these reasons, the M-V model was upgraded to S-V model (Semi-Variance).
This newmodel is more focused on stock returns, which may fall short of the normal
distribution by including a skewness ratio [4].

Other researchers suggested to measure a risk not by covariance matrix, but to
use the Variance at Risk (VaR) or Conditional Value at Risk (CVaR) [13]. These
improvements of the model allow investors to create more reliable stock portfolio.

An alternative to the Mean−Variance (M-V) model is the Mean-Absolute Devi-
ation (MAD) model, proposed by [9]. The M-V model assumes normality of stock
returns, which is not always the case. The MAD model does not make this assump-
tion. TheMADmodel minimizes a measure of risk—mean absolute deviation. MAD
is easier to compute than Markowitz because it eliminates the need for calculating
a covariance matrix. MAD portfolios typically have fewer shares—this reduces the
transaction costs of changing the portfolio.

Markowitz andMADmethods are often criticized for equally treating the positive
and negative deviations of mean, while investors desire for large positive deviations,
but not negative.

These disadvantages do not have the MiniMax model [26]. Portfolio selection of
MiniMax model is done by minimizing the maximal loss of historical observations.
MiniMax model is appropriate for investors that seek to evade downside-risk. The
author identifiesMinimaxmodel as not appropriate if the investors lack for historical
return data.
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Table 1 Suggested steps of portfolio screening

No Steps Description

1 The initial selection of equities from stock
exchanges

Keeping in mind investors portfolio return
preferences we use some restrictions on
fundamental economic, financial or technical
indicators letting us to get a set of not more
than 100 shares

2 The final stock portfolio equities screening This step can be made from selected equities
using Kohonen’s Self-Organizing Map
(SOM) algorithm. It allows all equities
distribute along the clusters depending on the
chosen price and trade-related data factors.
To form an investment portfolio, we suggest
to select the shares from most adequate
cluster we got using SOM. Usually not more
than 20 shares

3 Allocation of investment capital to
portfolio shares

For this task we suggest to employ the Grey
Wolf Optimization algorithm, which let us
find the optimal weights assignment along
the portfolio shares based on Variance/Mean
portfolio minimization condition

An analysis of the most popular traditional portfolio selection models shows that
they give investors a theoretical probable result, but they do not always work well in
practice. Because of the shortages in the models, scientists and investors continue to
try to improve traditional models, or look for alternatives. The way we propose, is
to combine them with increasingly popular method of screening the equities by the
Self-Organizing Maps (SOM) and genetic optimization algorithms.

In this research we rely on screening the shares in the investment portfolio by
the Self-Organizing Maps (SOM) and design the genetic optimization algorithm for
determining optimal weights of the equities, allowing to get the highest return with
minimal risk. The framework of this proposal can by split into 3 steps (Table 1).

The next section will discuss the selection of shares using well known Kohonen’s
Self-Organizing Map. The SOM algorithm [8] is a machine-learning approach
that is generally used to classify the data according to the similarity between the
data. In Sect. 4 we describe the Grey Wolf Optimization (GWO) algorithm and
its application for finding the optimal weights along the portfolio shares based
on Mean−Variance portfolio optimization condition. The verification of proposed
method with real investment portfolio selection is outlined in Sect. 5. The paper
finishes with Conclusions and Main Results section.
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3 Self-Organizing Map

SOMdenotesmodel of self-organizingmaps that belongs to a common class of neural
networks. They are used for organizing the data, revealing patterns or structures of
data that are initially unknown.

SOM’s seeks the representation of data, which is easy for human’s analysis.
Usually this representation is 2dimensional, can be plotted, and suitable for analysis.
SOM has a very wide application area: image analysis [12], financial investments
[11], speech recognition [2] etcetera. The results of research [7, 23] show that SOM
can become a tool for classifying large amounts of stock exchange trading data.

According to the SOMalgorithm the high dimensional input vectors Xmaps to bi-
dimensional neuron space (map) depending on their characteristic features. It helps
to understand high-dimensional data by grouping similar data together. A simple
SOM consists of two layers—input and output space. A representation of SOMwith
output nodes in a two-dimensional grid view is provided in Fig. 2.

Each neuron I(X) has a prototype vector WI(X), which corresponds to a point in
the input space. An input vector X will select the neuron with closest WI(X) to it.
Adjustment of the weight vector for the winning output neuron and its neighbours is
done through selecting the quantity of ΔWI(X) [22].

This method is widely applied, many software tools have been developed for its
implementation. Some of the most popular products that can perform self-organizing
map (SOM) analysis are as follows:

• SAS neural network application;
• NeuralWorks Professional II + developed by NeuralWare;

Fig. 2 SOM training
algorithm
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• MATLAB neural network tool;
• NeuroLab, which is adapted for Python programming language;
• havFmNet + + , which is adapted to JAVA programming language;
• Neural Connection;
• Trajan 2.1 Neural Network Simulator;
• Viscovery SOMine.

In our research we will take advantage of Viscovery SOMine (www.viscovery.
net/somine/) software.

Silva and Marques [23] have also used SOM to construct an investment portfolio.
For their analysis, they selected 1998 to 2009historical price data for forty-nine stocks
and calculated correlations between them and gold. SOM analysis was performed
with netSOM software, normalized data was used and ten clusters were determined.
Their analysis showed that self-organizing maps categorize securities according to
their historical similarities. For example, all insurance companies fall into one cluster
and financial companies fall into two clusters. In this case, SOM put together very
similar and correlating companies in one cluster, so the authors decided to take one
best share from each cluster when making their investment portfolio.

Khan et al. [7] used technical analysis indicators and self-organizing maps to
identify profitable shares by putting them in one of the best clusters. Data was taken
from the National Stock Exchange (NSE) over a two-month period using technical
indicators such asMACD,Williams%R, RSI and others. The results were compared
with the price of the NSE index over the same period. During this test, it was found
that the shares of the best cluster selected gave 9.53%. higher yields compared to the
NSE index.

In this research SOM algorithm was applied for stock portfolio equities screening
across the clusters depending on the financial stock trading data. The investment
portfolio is formed from the shares within most adequate cluster identified by SOM
algorithm. The best practice-based advice may suggest to select no more than 20
shares.

4 Grey Wolf Optimization Algorithm

The GWO algorithm let us solve the optimisation problems by simulating the leader-
ship hierarchy and hunting mechanism of grey wolves in nature. In 2014 developed
GWO algorithm is one of the most popular and promising optimisation methods
[1, 10, 18, 20, 27].

Grey wolves tend to live in groups. The average group size is from five to twelve
wolves. The leadership hierarchy are implemented by four types of grey wolves:
alpha (α), beta (β), delta (δ) and omega (ω).

The wolves herd leaders are male and female, who are called alpha. Alphas are
primarily responsible for making decisions related to hunting, sleeping location,

http://www.viscovery.net/somine/
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lifting time, and so on. Alpha solutions are mandatory for herd. Alpha is also called
the dominant wolf because the herd has to listen to his / her instructions.

The second level in the grey wolf hierarchy is beta. These wolves are subordinate
alpha and help him make decisions or perform other activities. Beta can be male or
female, which are the best candidates for alpha ranks. The beta wolf has to respect
alpha, but he also leads the lower level wolves. The grey beta wolf is an advisor to
the alphas and a disciplinarian to the lower levels.

The third level of grey wolves is the delta. They obey alpha and betas, but lead
to the lowest level—omega. This category includes wolves such as scouts, guards,
hunters. Scouts are responsible for overseeing the area and alerting the herd to danger.
The guards protect and guarantee the safety of the hard. Hunters help alpha and betas
hunt prey and are responsible for feeding the herd [18].

The fourth level of grey wolves is omega. This is the lowest level of the herd of
wolves. Omega must always conform all wolves at higher levels and they are the last
to get a chance to eat. It may appear that omega wolves are not very important to the
whole group, but the whole group suffering after losing them, as omega support is
very important for all leading wolves. This helps satisfy the entire herd and maintain
a dominant structure of alpha, beta and delta wolves [5].

Grey wolves are always in herd, as well as in hunting. However, for the hunt to
run smoothly, this phenomenon has its own phases. It is shown that two simple rules
controlling the movement of each wolf are enough to reproduce the main features
of the wolf-herd hunting behaviour: tracking the prey, carrying out the pursuit, and
encircling the prey until it stops moving. The rules are [19]:

1. move towards the prey until a minimum safe distance to the prey is reached
2. when close enough to the prey, move away from the other wolves that are close

to the safe distance to the prey.

Some scientists say grey wolves demonstrate the ability to be in ambush and
predict future events. They also understand complex relationships and, using this
ability of their own, are able to plan and consciously and consistently follow it to
achieve a goal. In hunting sessions, such mental processes are manifested in the
ability to supposedly pass information to another wolf squatting in ambush, and to
realize while waiting in ambush that this improves his chances of approaching the
prey [16].

Themathematicalmodel of hunting strategy also turns on the optimisation steps—
searching the prey, encircling prey, attacking prey.

In order to use GWO and perform optimisation the hunting strategy and social
hierarchy of grey wolves are mathematically modelled.

Social hierarchy of wolves mathematically indicate the most fitted optimisation
solutions. The best solution is α, second and third suitable solutions are marked
β and δ respectively, the rest solutions are denoted by ω. So, the GWO algorithm
(optimisation) is under control by alpha, beta and delta solutions and the omega
solution changes according the most optimal solutions α, β and δ [6].

During the hunting grey wolves try to encircle the prey. Let’s denote the grey wolf

position vector in time t as
−−→
X(t) and let

−−−→
X p(t) stands for a pray position. The grey
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wolves position changes on time t + 1 can be calculated using the equation:

−−−−−→
X(t + 1) = −−−→

X p(t) − �A · �D (1)

where �D =
∣∣∣ �C · −−−→

X p(t) − −−→
X(t)

∣∣∣-distance to prey, and �A = 2a ·−→r1 −a – is a coefficient

vector. Here �C = 2−→r2 and−→r1 ,
−→r2 denotes random vectors in [0, 1]. The a coefficient

is linearly decreasing from 2 to 0 at each iteration step and can be calculated by the
formula a = 2 − t

(
2
T

)
, where T stands for expected maximal iterations number.

Initially the wolves randomly arrange themselves around the pray, as the exact
position of the prey is unknown. According to the GWO algorithm, initial solutions
are chosen randomly. Then, we fix the 3 most accurate solutions α, β and δ and
recalculate the other solutions according to the values of the leaders:

−−−−−→
X(t + 1) =

−−−→
X1(t) + −−−→

X2(t) + −−−→
X3(t)

3
(2)

where
−−−→
X1(t) = −−−→

Xα(t)−−→
A1 ·−→Dα;

−−−→
X2(t) = −−−→

Xβ(t)−−→
A2 ·−→Dβ;

−−−→
X3(t) = −−−→

Xδ(t)−−→
A3 ·−→Dδ,

are calculated depending on leaders
−−−→
Xα(t),

−−−→
Xβ(t),

−−−→
Xδ(t) positions, �A and �C as in

(1),−→
Dα =

∣∣∣
−→
C1 · −−−→

Xα(t) − −−→
X(t)

∣∣∣; −→
Dβ =

∣∣∣
−→
C2 · −−−→

Xβ(t) − −−→
X(t)

∣∣∣; −→
Dδ =

∣∣∣
−→
C3 · −−−→

Xδ(t) − −−→
X(t)

∣∣∣ So, only the α, β and δ wolves-solutions estimates the

optimal pray-solution.
For our model, we use the risk and return ratio of assets as a fitness function for

the grey wolf algorithm and constrain the initialized wolf pack vector with number
of dimensions equal to number of assets in portfolio.

Our approach to use the GWO for setting the proportion of capital to assets of
chosen portfolio can be highlighted by pseudo code in Fig. 3.

To finalize the GWO method description for evaluation of assets weights, we
need to define the Mean−Variance fitness function. This can be done according the
Mean−Variance (M-V) portfolio optimization theory of Harry Markowitz explained
in Sect. 2. It is worth to recall that the portfolio returnmeanwe defined R(x) = XT ·R
and variance as V (x) = XT · K · X , where X stands for initial investment proportion
(weights) to corresponding asset, such as

∑n
i=1 xi = 1.

The proposed fitness function for GWO algorithm can be expressed as follows:

⎧
⎨

⎩

Find theweights{xi }ni=1which minimizes F(x) = V (x)
R(x)

subjectto
n∑

i=1
xi = 1, 0 ≤ xi ≤ 1

(3)

It is worth noting that the efficiency of the GWO algorithm highly depends on the
parameters of themethod: the number of shares selected, the number of iterations and
the capital limit per share. The limitation of the maximum capital allocated to one
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Initialise the grey wolf population vectors (dimension is equal to number of assets in portfolio)
Initialise the a, A, and C parameters
Calculate the Mean-Variance fitness function for each search agent (wolf)
Assign three best search agent values to  respectively
While ( t < T - Max number of iterations)

For each search agent
Update the position of the current search agent by formula (2)

End for
Update a, A, and C
Calculate the Mean-Variance fitness function for all search agents
Update the vectors  to the best search agent values
t=t+1

end while
return

Fig. 3 Pseudo code of GWO algorithm application

share is necessary as otherwise the investment will be distributed to a small number
of the most profitable shares with high risk level. The numeric example presented
in the next section investigate the influence of these parameters on optimal weights
selection.

We have tested GWO performance for 3, 6, 12, 30, 50, 100 wolves herd, by
using the 10, 20, 30, 50, 100 iterations and verify the equities weight limits (capital
allocation) to 0.2, 0.3, 0.4, 0.5.

Our investigation highlighted the optimal values of the parameters allowing to
create a profitable portfolio in the presence of adequate risk level.

5 Simulation (Numerical) Experiment

This section will conduct an experimental study for selecting stocks from S&P500
index using the SOMine software package and introduce a weight-optimized
investment portfolio by finding the proportion of capital allocation to shares.

The selection of candidates to our research portfolio we will perform in two steps.
Firstly, we will filter out a small number of stocks from the S&P500 index taking
into account the initial public offering (IPO) date (no earlier than 5 years ago); P/E
(not higher than 20) and BETA value (between 1 and 2). Surely, in this step, also
other restrictions can be applied to filter the stocks.

After application this procedure, we have selected 54 shares. Because so many
shares are still too much for the portfolio, we suggest to apply Viscovery SOMine
(www.viscovery.net/somine/) software to cluster the shares screened in step 1. This
step allows not only to reduce the number of stocks in the portfolio, but also ensures
the similarity of the selected stocks according to certain criteria as we select stocks
from the same cluster. We suggest clustering shares by the similarity of factors: P/E,

http://www.viscovery.net/somine/
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Fig. 4 SOM clusters

ROA, P/B, BETA, market capitalization, Earnings Per Share (EPS), ROI, liquidity
ratio and profit margin.

By applying Viscovery SOMine we got seven clusters (Fig. 4). The selected
S&P500 companies stock symbols are seen directly on the figure (see https://en.wik
ipedia.org/wiki/List_of_S%26P_500_companies).

As we can see, the clusters differ not only in size but also in the factors values of
the shares represented. Our goal is to select such a cluster in which the number of
stocks is sufficient for the portfolio and the values of the clustering factors are the
best.

It is known that the lower P/E ratio indicate more profitable shares. Also other
factors like ROI, liquidity ratio, EPS, profit margin and especially beta value
determines cluster selection priorities.

In order to simplify cluster selection, we have calculated the cluster averages of
all used factors (Table 2).

As we can see from Table 2, most promising clusters are C1 and C2. They have
the lowest P/E values, one of the highest beta, and sufficiently good other indicators.
As C2 cluster has adequate shares number of 14 and the lowest P/E value, we have
selected it for further study.

When we have selected the stocks for the portfolio, we need to find the
optimal investment capital distribution along the portfolio shares based on the
Mean−Variance portfolio minimization conditions described in Sect. 2.

To apply the GWO algorithm for setting a portfolio share weights, we need a
return data of C2 cluster shares. The fourteen quarterly return data are extracted
from Yahoo Finance (https://finance.yahoo.com/) website to calculate returns and
risk (see Table 3).

We will write quarterly calculated expected return as 14 dimensional vector:
R = (3.1, 3.5, 0.5, 2.0, 3.1, −2.7, −1.9, 1.9, 0.2, −0.6, 3.1,2. 5, 0.3, 10.1).
By using MS Excel we have calculated the covariance matrix of stocks returns

(Table 4).
As we have a return and covariance date, we can apply GWO algorithm using

formulas (1) and (2), estimate the portfolio shares weights and calculate the fitness

https://en.wikipedia.org/wiki/List_of_S%26P_500_companies
https://finance.yahoo.com/


Stock Portfolio Risk-Return Ratio Optimisation Using Grey Wolf Model 223

Ta
bl
e
2

M
ea
n
va
lu
es

of
fa
ct
or
s
us
ed

in
cl
us
te
ri
sa
tio

n

C
lu
st
er

P/
E

B
et
a

M
ar
ke
tC

ap
ita

liz
at
io
n
B
ill
io
n
U
SD

A
nn
ua
lR

et
ur
n,

in
%

R
O
A
in

%
R
O
I
in

%
P/
B

L
iq
ui
di
ty

ra
tio

E
PS

C
1

14
.5
8

1.
30
2

40
.4

9.
56

7.
04

12
.0
9

3.
06

1.
45
5

6.
68

C
2

10
.6
2

1.
45
1

23
.1

13
.6
0

10
.2
9

16
.3
8

2.
43

2.
30
7

7.
08

C
3

16
.6
0

1.
44
9

22
.6

12
.9
6

13
.7
9

28
.7
4

6.
11

1.
88
0

6.
24

C
4

16
.6
0

1.
10
8

13
0.
8

27
.0
0

14
.3
3

24
.9
0

7.
03

2.
01
7

10
.0
3

C
5

19
.5
3

1.
22
0

16
.0

30
.1
0

19
.1
0

25
.2
0

6.
23

6.
55
0

3.
89

C
6

14
.5
3

1.
57
0

13
.4

17
.2
0

12
.2
0

38
.9
0

25
.6
9

1.
30
0

4.
03

C
7

19
.2
7

1.
09
0

78
.8

29
.0
0

19
.7
0

25
.5
0

13
.3
9

1.
80
0

97
.5
6



224 V. Sakalauskas et al.

Ta
bl
e
3

Q
ua
rt
er
ly

R
et
ur
n
da
ta
of

C
2
cl
us
te
r
sh
ar
es

D
at
e

C
O
P

PC
A
R

SN
A

C
T
SH

C
M
I

C
B
S

V
IA

B
LY

B
N
U
E

A
L
B

PK
G

B
W
A

T
xT

M
U

Fe
b-
17

−0
.1

10
.1

2.
3

10
.8

7.
0

13
.7

16
.5

3.
5

0.
0

23
.9

8.
4

19
.6

1.
2

36
.1

M
ay
-1
7

−6
.9

−7
.6

−4
.1

12
.9

4.
8

−9
.9

−1
6.
3

−1
2.
4

−5
.7

9.
2

11
.9

3.
4

−0
.6

22
.1

A
ug
-1
7

0.
6

4.
7

−9
.9

5.
2

1.
5

5.
3

−1
8.
6

14
.0

−4
.8

4.
3

9.
5

5.
8

3.
1

4.
5

N
ov
-1
7

17
.6

6.
1

15
.8

0.
9

4.
2

−1
1.
0

0.
3

16
.5

3.
9

11
.7

4.
0

18
.3

11
.5

28
.8

Fe
b-
18

5.
0

−1
.5

−8
.7

14
.2

−3
.0

−6
.3

20
.9

3.
9

19
.2

−2
7.
9

0.
5

−1
2.
5

5.
1

17
.0

M
ay
-1
8

26
.8

−5
.9

−0
.8

−4
.9

−9
.0

−5
.9

−2
1.
2

6.
5

−2
.4

−0
.5

2.
9

4.
4

16
.6

19
.6

A
ug
-1
8

8.
0

9.
1

17
.8

2.
3

−0
.5

6.
5

10
.4

0.
5

−4
.4

1.
7

−7
.8

−1
2.
1

2.
8

−1
0.
6

N
ov
-1
8

−9
.5

−8
.6

−5
.4

−8
.9

7.
4

2.
5

6.
1

−1
6.
5

-2
.8

1.
2

−1
0.
4

-9
.2

−1
8.
6

−2
6.
6

Fe
b-
19

4.
6

13
.3

−3
.8

1.
5

3.
0

−5
.9

−3
.9

−7
.8

0.
7

-5
.4

−0
.8

3.
8

−3
.0

7.
8

M
ay
-1
9

−1
4.
0

−2
.4

−1
.3

−1
3.
9

−1
.7

−4
.6

−0
.7

−1
1.
7

−1
9.
9

−3
0.
0

−6
.7

−1
2.
9

−1
6.
7

−2
1.
6

A
ug
-1
9

−1
1.
0

0.
1

-4
.0

−0
.5

−0
.1

−1
2.
6

−1
3.
4

5.
6

2.
8

−2
.0

13
.9

−7
.6

−0
.6

38
.8

N
ov
-1
9

15
.7

24
.6

8.
6

4.
8

23
.4

−3
.6

−2
.9

21
.2

16
.0

6.
5

12
.1

29
.5

2.
8

4.
9

A
ve
ra
ge

3.
1

3.
5

0.
5

2.
0

3.
1

−2
.7

−1
.9

1.
9

0.
2

−0
.6

3.
1

2.
5

0.
3

10
.1



Stock Portfolio Risk-Return Ratio Optimisation Using Grey Wolf Model 225

Ta
bl
e
4

C
ov
ar
ia
nc
e
m
at
ri
x
K
(e
ac
h
va
lu
e
is
m
ul
tip

lie
d
by

10
0)

C
lu
m
n1

C
O
P

PC
A
R

SN
A

C
T
SH

C
M
I

C
B
S

V
IA

B
LY

B
N
U
E

A
L
B

PK
G

B
W
A

T
xT

M
U

C
O
P

1.
44

0.
42

0.
49

0.
15

0.
00

−0
.0
6

−0
.1
4

0.
89

0.
52

0.
44

0.
10

0.
83

0.
95

0.
62

PC
A
R

0.
42

0.
88

0.
39

0.
19

0.
46

0.
17

0.
25

0.
64

0.
38

0.
42

0.
20

0.
81

0.
20

0.
20

SN
A

0.
49

0.
39

0.
75

−0
.0
4

0.
17

0.
06

0.
28

0.
36

0.
04

0.
46

−0
.0
9

0.
39

0.
26

0.
01

C
T
SH

0.
15

0.
19

−0
.0
4

0.
66

0.
12

0.
07

0.
24

0.
28

0.
46

0.
39

0.
36

0.
35

0.
36

0.
96

C
M
I

0.
00

0.
46

0.
17

0.
12

0.
57

0.
09

0.
14

0.
24

0.
27

0.
48

0.
18

0.
67

−0
.1
4

−0
.1
1

C
B
S

−0
.0
6

0.
17

0.
06

0.
07

0.
09

0.
58

0.
42

−0
.0
2

−0
.1
3

0.
40

−0
.1
5

0.
10

−0
.1
2

−0
.4
2

V
IA

B
−0

.1
4

0.
25

0.
28

0.
24

0.
14

0.
42

1.
73

−0
.1
7

0.
42

−0
.2
9

−0
.4
7

−0
.2
5

−0
.2
7

−0
.4
1

LY
B

0.
89

0.
64

0.
36

0.
28

0.
24

−0
.0
2

−0
.1
7

1.
33

0.
94

0.
10

0.
27

0.
46

0.
42

0.
80

N
U
E

0.
52

0.
38

0.
04

0.
46

0.
27

−0
.1
3

0.
42

0.
62

0.
94

2.
14

0.
53

1.
37

0.
45

1.
27

A
L
B

0.
44

0.
42

0.
46

0.
39

0.
48

0.
40

-0
.2
9

0.
52

0.
10

2.
14

0.
64

0.
64

0.
36

1.
26

PK
G

0.
10

0.
20

−0
.0
9

0.
36

0.
18

−0
.1
5

−0
.4
7

0.
51

0.
27

0.
53

0.
64

1.
84

0.
57

1.
19

B
W
A

0.
83

0.
81

0.
39

0.
35

0.
67

0.
10

−0
.2
5

0.
98

0.
46

1.
37

0.
64

1.
84

0.
91

1.
29

T
xT

0.
95

0.
20

0.
26

0.
36

−0
.1
4

−0
.1
2

−0
.2
7

0.
79

0.
42

0.
45

0.
36

0.
57

0.
91

1.
29

M
U

0.
62

0.
20

0.
01

0.
96

−0
.1
1

−0
.4
2

−0
.4
1

1.
08

0.
80

1.
27

1.
26

1.
19

1.
29

4.
15



226 V. Sakalauskas et al.

Fig. 5 Fitness function dependence from number of wolves and iterations

function according the formula (3). For this case we write a program code in
MATLAB (see Annex 1). Using this program, we can change various program
parameters and determine when the fitness function takes a best value.

We have performed the 45 experiments with different number of iterations, wolf
herd size and max capital allocation for share.

Firstly, we investigate the sensitivity of fitness function to changes ofwolves heard
size and iterations. For this case we fixed the max amount of capital per share less
than 30%. The results of research were presented in Fig. 5 (the lowest fitness value
means better result).

The figure let us see the lowest fitness value after 50 iterations with 12 wolves
herd. The wolves herd of 3 or 6 wolves is not enough quickly find the optimal value.
Only after about 100 trials 6 wolves can achieve enough low fitness value.

The next question that arises is whether the weight limit for share of 30% is
optimal. A different capital allocation percentages and its influence on fitness is
presented in Fig. 6. For this case we fix 12 wolves herd.

The research results disclose that for 100 iterations max stock weight has no
affect-the fitness function value is stable, although the optimal size of the fitness
function is reached at max 40% capital allocation for shares and 50 iterations.

So, finally, we found the best values for our parameters: 12 wolves, 50 iterations
and max 40% capital allocation for shares. By using these parameters with GWO
algorithm by utilising Quarterly Return (years 2017−2019) data of portfolio shares
we estimated the optimal capital allocation percentage for every share in portfolio
(Table 5).
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Fig. 6 Fitness function dependence from share weight limits and number of iterations

Table 5 Proportion of capital distributed across the portfolio shares

COP PCAR SNA CTSH CMI CBS VIAB LYB NUE ALB PKG BWA TxT MU

18% 18% 3% 2% 18% 2% 1% 0% 0% 0% 18% 0% 0% 18%

As we can see, we have selected to invest in only 9 of 14 stocks, excluding LYB,
NUE, ALB, BWA and TXT stocks. Five shares (COP, PCAR, CMI, PKG, MU) got
the 18% of capital each, and a very small percentage of capital is offered to invest in
SNA, CSTH, CBS, VIAB shares.

With this capital allocation, the expected return and variance are 4.103 and
0.533%, respectively, and the value of the fitness function is 0.1299. Table 6
presents the highest Return, lowest Risk and Fitness portfolios comparison to the
characteristics of the naive portfolio (when capital is distributed equally to all
equities).

So the investors can choose the portfolio according their preferences—to hope
for max return, experience min risk or got the optimal balance for Risk-Return
Ratio. Our study confirmed the assumption that it is inefficient to consider a naive

Table 6 Comparison of different portfolios

Iterations Wolves Max weight Return (%) Variance (%) Fitness

Best fitness 50 12 40% 4.103 0.533 0.1299

Max return 100 3 30% 4.620 0.640 0.1385

Min variance 10 12 30% 2.746 0.438 0.1595

Naïve portfolio with equal capital allocation for
shares

1.803 0.444 0.2463
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investment portfolio. The application of the GWOalgorithm let us increase the return
and minimize the investment risk.

Another way to check the usefulness of proposed portfolio management method
is to check whether the weights of capital from Table 5, let as hope for adequate
profit in the case of a real investment.

Our research was done on S&P500 index companies based on historical quarterly
data from February, 2017 to November, 2019. We have collected the adequate stocks
and set the optimal weight for portfolio shares. Let’s try to calculate our portfolio
return for other time window-from September 22, 2019 till December 20th, 2019.

Using the simple calculations, we got that our portfolio achieves a return of
10.67%, while the direct investing in the S&P500 index over the same period would
limited a 7.15% return. This demonstrates the advantages of our proposed portfolio
selection and capital allocation method.

It is understandable that the stock portfolio we have formed can be safely main-
tained for some time. However, when changing the investment time window, we
should double-check the allocation of invested capital to equities using the GWO
algorithm. Timely updating of historical data is of great importance in achieving the
optimal Risk-Return ratio of our investments. How often this should be done is the
task of the next our study.

6 Main Results and Conclusion

When forming an investment portfolio, it is very important to evaluate its optimality
using the Mean−Variance method. This allows us to achieve an optimal balance
between the expected profit and the level of possible risk.

In this article, we present an innovative method for selecting stocks for a portfolio
andoptimizing it according to theMean−Variance principle using the nature-inspired
Gray Wolf Optimization (GWO) algorithm.

The stocks screening from S&P500 index companies are done by help of Self-
Organizing Maps (SOM). This method allows us to construct share classes based
on their similarity in relation to some economic and financial factors. For this case
we advise to cluster shares by similarity of factors P/E, ROA, P/B, BETA, market
capitalization, Earnings Per Share (EPS), ROI, liquidity ratio and profit margin. The
cluster with the best P/E and Beta estimates is selected.

Once the stocks for the portfolio are identified, it remains to determine the optimal
percentage of capital allocation to them. For this task, we need the GWO algorithm,
which allows us to identify the weights of the shares, at which the optimal value of
the fitting function is obtained. The fitting function is defined as the ratio of risk and
return (see formula 3).

The performance of GWO algorithm depends on number of iterations, wolf-pack
size and weight limits of stocks. The relevant estimation of these parameters have a
high influence on investment outcomes.
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By using a numeric example, we found the best values of parameters, calculated
the stock weight distributions to obtain max return, effective risk level, and optimal
risk-return portfolio. It was shown that a naive portfolio, when capital is divided
equally among shares, does not meet the criteria of a profitable investment strategy.

The advantages of proposed method for portfolio formation was checked on real
data (S&P500, September 22, 2019 to December 20, 2019).We have noticed a 3.52%
higher profitability than in case of direct investment to the S&P500 index.

Appendix: GWO Algorithm in Matlab for the Set of Selected
Equities

1. function o = F1(x)
2. % covariation function of 14 securities, just as example
3. B = [1.439 0.418 0.491 0.149 0.003–0.057–0.142 0.888 0.519 0.445 0.102

0.831 0.948 0.625;…
4. 0.418 0.878 0.393 0.193 0.455 0.173 0.248 0.636 0.380 0.415 0.198 0.810 0.198

0.202;…
5. 0.491 0.393 0.746 −0.045 0.171 0.061 0.281 0.360 0.044 0.462 −0.091 0.394

0.255 0.012;…
6. 0.149 0.193 −0.045 0.658 0.124 0.066 0.237 0.283 0.460 0.388 0.360 0.355

0.357 0.960;…
7. 0.003 0.455 0.171 0.124 0.569 0.085 0.143 0.236 0.274 0.477 0.185 0.671 −

0.143 −0.112;…
8. −0.057 0.173 0.061 0.066 0.085 0.584 0.422 −0.019 −0.127 0.396 −0.148

0.102 −0.120–0.424;…
9. −0.142 0.248 0.281 0.237 0.143 0.422 1.730 −0.167 0.421 −0.286 −0.474–

0.252–0.270–0.410;…
10. 0.888 0.636 0.360 0.283 0.236 −0.019 −0.167 1.331 0.943 0.100 0.271 0.463

0.420 0.801;…
11. 0.519 0.380 0.044 0.460 0.274 −0.127 0.421 0.624 0.943 2.138 0.530 1.371

0.451 1.268;…
12. 0.445 0.415 0.462 0.388 0.477 0.396 −0.286 0.521 0.100 2.138 0.637 0.641

0.358 1.257;…
13. 0.102 0.198 -0.091 0.360 0.185 −0.148 −0.474 0.513 0.271 0.530 0.637 1.835

0.565 1.195;…
14. 0.831 0.810 0.394 0.355 0.671 0.102 −0.252 0.983 0.463 1.371 0.641 1.835

0.912 1.287;…
15. 0.948 0.198 0.255 0.357−0.143−0.120−0.270 0.791 0.420 0.451 0.358 0.565

0.912 1.287;…
16. 0.625 0.202 0.012 0.960−0.112−0.424−0.410 1.080 0.801 1.268 1.257 1.195

1.287 4.146];
17. % Mean
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18. r = [3.1;3 .5; 0.5; 2.0; 3.1; −2.7; −1.9; 1.9; 0.2; −0.6; 3.1; 2.5; 0.3; 10.1];
19. % Loss function
20. o = (x*B*x’)/(x*r);
21. end
22. %Main program
23. clc
24. clear
25. % -*- coding: utf-8 -*-
26. %"""
27. %Created on Sun March 15 12:47:20 2020
28. .
29. %@author: Virgilijus Sakalauskas
30. %"""
31. T = 10; %Number of Rounds
32. W = 12; %Number of wolfs
33. for i = 1:W %12 wolfs
34. R = unifrnd(0, 1, 1, 14); %initial random values
35. A(i, 1:14) = R./sum(R); % standardized vector of random values
36. A(i, 15)= F1(A(i, 1:14)); % calculated loss function values added to 15 column
37. end
38. .
39. A = sortrows(A, 15); % matrix sor4ted according the column 15
40. disp(’ Weights for all 14 securities and Loss function values ‘);
41. A = sortrows(A, 3);
42. for v = 1:T
43. aa = (2–2*v/T);
44. for i = 1:W % for Da, Db and Dg calculation
45. r1 = unifrnd(0, 1, 1, 14);
46. r2 = unifrnd(0, 1, 1, 14);
47. Da(i, 1:14) = abs(2*r1.*A(1, 1:14)-A(i, 1:14));
48. X1(i, 1:14) = (A(1, 1:14)-aa.*(2.*r2-1).*Da(i, 1:14));
49. r1 = unifrnd(0, 1, 1, 14);
50. r2 = unifrnd(0, 1, 1, 14);
51. Db(i, 1:14) = abs(2*r1.*A(2, 1:14)-A(i, 1:14));
52. X2(i,1:14) = (A(2,1:14)-aa.*(2.*r2-1).*Db(i,1:14));
53. r1 = unifrnd(0, 1, 1, 14);
54. r2 = unifrnd(0, 1, 1, 14);
55. Dg(i, 1:14) = abs(2*r1.*A(3, 1:14)-A(i, 1:14));
56. X3(i, 1:14) = (A(3, 1:14)-aa.*(2.*r2-1).*Dg(i, 1:14));
57. Vid(i, 1:14) = abs((X1(i, 1:14) + X2(i, 1:14) + X3(I, 1:14))/3);
58. Vid(i, 1:14) = (Vid(i, 1:14)./sum(Vid(i, 1:14)));
59. Vid(i, 15) = F1(Vid(i, 1:14)); % calculating new value of loss function
60. end
61. B = sortrows(Vid,15); %sorting in ascending order of loss function
62. for k = 1:3
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63. if A(k, 15) < B(k, 15)
64. B(k, 1:15) = A(k, 1:15);
65. end
66. end
67. A = B; fprintf(’Round = ’); disp(v);
68. disp([’ Weight1 Weight2 Weight3 Weight4 Weight5 Weight6 Weight7’ …
69. ’ Weight8 Weight9 Weight10 Weight11 Weight12 Weight13 Weight14 Loss

func’]);
70. disp(A);
71. end
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Towards Seamless Execution of Deep
Learning Application on Heterogeneous
HPC Systems

Li Zhong, Oleksandr Shcherbakov, Dennis Hoppe, Michael Resch,
and Bastian Koller

Abstract Deep learning has been already successfully applied in many areas of
science and industry. Since we are dealing often with extremely large data or very
complexneural network architectures, parallelization of deep learning algorithms and
frameworks is becoming more and more important. These solutions can no longer
be processed on commodity hardware with the high requirement of data security;
this is where HPC comes in. When going from classical artificial intelligence (AI)
to high-performance AI, we need to ensure that HPC is ready for this endeavour.
Thus, today’s HPC centers need to provide seamless workflows to enable analytics
and deep learning solutions, so that data scientists can fully exploit the performance
of HPC systems. In this paper, we demonstrate methodologies for applying deep
learning on HPC, and how AI techniques can successfully be integrated with clas-
sical simulation codes (e.g. to achieve better accuracy). Furthermore, we present an
overview about training neural networks on HPCwhile successfully leveraging data,
model, pipeline and hybrid parallelism. Finally, we adopt these techniques for two
use cases: (i) novel hybrid workflow to combine a multi-task neural network with a
typical FEM simulation to determine material characteristics, and (ii) segmentation
of high-resolution satellite images to identify rice paddies without manual labelling.
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1 Introduction

High-performance computing (HPC) has long been crucial to running the large-scale
simulation and analytic workloads that foster scientific progress, product innova-
tion, and companies’ competitiveness. With the growing numbers of artificial intel-
ligence (AI), high-performance data analytics (HPDA), and modelling/simulation
workflows, there is a need to leverage high-performance computing infrastructure to
address the increasing need for computing power of these workflows. For example,
the required computing power for the largest AI training runs has increased exponen-
tially, with a doubling time of around 3.5-months, as reported by OpenAI [8]. These
emerging needs are expanding the scope of HPC and making HPC infrastructures
more necessary than ever to tackle the eruption of Artificial Intelligence.

Two main drivers are responsible for expanding the reach of HPC for AI. On the
one hand, the amount of digital data output that is expected to exceed 163 zettabytes
by 2025 [9] and the need to analyze them for meaningful information will increase
the need for high-performance infrastructure. On the other hand, the other impor-
tant factor is the increase in computing power at affordable costs for HPC centers.
HPC resources power the integration of AI and HPDA combined with simulation to
deliver the computational performance and throughput to scale resource-intensive AI
workloads, process real-time data streams, and train complex deep learning models.
Nonetheless, it requires an additional research and practical experience to exploit its
maximum potential through the convergence of AI with HPC.

1.1 Related Work

A lot of research has been carried out to drive the convergence of HPC and Deep
learning. Mozaffari et al. [36] developed an HPC-oriented canonical workflow for
climate and weather prediction using machine learning. Lee et al. [37] examined
how coupling DL approaches with MD simulations can lead to effective approaches
to fold small proteins on supercomputers, it is demonstrated that demonstrate that the
DL-coupled MD workflow on HPC is able to effectively learn latent representations
and drive adaptive simulations. Archibald et al. [38] present some of the current chal-
lenges in designing deep learning and integrating itwith traditional high-performance
computing (HPC) simulations.

In this work, we advance the convergence of HPC and deep learning towards
effective parallel execution of deep learning codes on massively parallel machines
having hundreds of graphical processing units (GPUs) and thousands of CPUs. We
study the execution of our parallel deep learning code on the ourHPC system “Hawk”
and on a Cray CS-Storm, which are both highly-qualified to run AI workloads while
utilizing accelerators. In order to achieve the best performance on HPC systems, we
introduce parallelization methodologies that can be applied to deep neural networks
(DNN) training. This includes data, model and pipeline parallelism. Furthermore, we
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will discuss communication techniques that are used to optimize the performance on
Infiniband. In addition, because I/O is often the performance bottleneck with large
training datasets, we will describe how an efficient input pipeline can be designed.
The performance of our systems is demonstrated by conducting two use case stud-
ies, which are performed by designing and training DNN through TensorFlow in a
distributed manner.

1.2 Scope

This paper is organized as follows. Section 2 provides the required background
information to better understand the requirements of deep learning workloads on
HPC architectures, and the current technology gap that needs to be tackled in the
next few years. Section 3 then introduces best practices of deep learning to leverage
the performance of HPC systems including an overview of suitable frameworks for
parallelization of AI workloads, and an introduction to hybrid HPC/AI workflows.
Section 4 then continues to apply the introduced methodologies and best practices
to two case studies from engineering and food safety. Finally, Sect. 5 present the
conclusion with a brief outlook towards further merging AI and HPC workloads in
the near future.

2 Background

In this section, we present the background of Deep Learning, HPC and the gaps
between them, which are the key concepts to understand the remainder of this work.

2.1 Deep Learning

In the past years, deep learning (DL) has shown its success in various fields, such
as natural language processing (NLP) [2], computer vision (CV) [3], robotics, etc.
DL, now often regarded as a new research area, is a subset of machine learning
(ML) algorithms that uses neural networks with multiple layers, namely DNNs, to
achieve the goal of ML. A DNN is composed of neurons and links among neurons,
where each neuron in the network learns a simple function and the overall function
is created by combining the all these simple functions. Therefore, DL is particularly
suited for contexts where the correlations among features are complex and where
there are large dataset available. The same as machine learning, deep learning can
also be divided into several major categories, i.e., supervised learning, unsupervised
learning, reinforcement learning, et cetera.
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2.2 HPC Architectures

HPC is a well-established domain, in which everything from hardware to software is
optimized for performance. The hardware is often composed of server-based compo-
nents and interconnects that provide high-throughput and low-latency. For example,
the Hawk system at HLRS [21], which is composed of 5,632 CPU nodes and 24 GPU
nodes (Apollo 6500 nodes with 8 NVIDIA A100 GPUs per node), deploys an Infini-
band HDR based interconnect with a 9-dimensional enhanced hypercube topology.
Infiniband HDR has a bandwidth of 200 Gbit/s and a MPI latency of 1.3us per link.
Hawk has a peak performance of 26 Petaflops and its GPU accelerator extension has a
peak performance of 120 Petaflops for DL training. In addition, Cray CS-Storm [22]
(part of Vulcan cluster) is also provided to users. It is composed of 8 NVIDIA Tesla
V100GPUnodes forDLworkloads and 8 IntelXeonGold 6230CPUnodes (CS-500)
for big data workloads. To address the demand for processing-intensive applications
in the realms of ML and DL, the Vulcan and Hawk-AI partitions support a wide
variety of well-known and established AI frameworks and tools, such as Apache
Spark, Python-based data science libraries like scitkit-learn, and frameworks steered
toward DL like TensorFlow and PyTorch. The detailed configuration of Hawk and
Vulcan are listed in Table 1.

The storage of HPC systems is available globally through distributed parallel file
systems like Lustre or Network File System (NFS). The Lustre at HLRS, which
provides about 25 PB of storage to its users, is accelerated with DDN IME to achieve
highest performance especially when dealing with large amount of small files. And
the ability of providing high performance solution for small files is utmost important
for DL applications.

The detailed environment setup and framework deployment for DL on Hawk and
Vulcan can be found in Sect. 3.

Table 1 Technical specification of Hawk and Vulcan

System HPE Apollo (Hawk) Apollo 6500 Cray CS-Storm

Number of compute
nodes

5632 24 8

Peak performance 26 Pflops 120 Pflops (AI) 8 Pflops (AI)

CPU type AMD EPYC 7742 AMD EPYC 7702 Intel CLX 6240

GPU type – Nvidia A100 Nvidia Tesla V100

Number of cores 720,896 (CPU) 1,327,104 (CUDA) 327,680 (CUDA)

CPU frequency 2.25 GHz 2.0 GHz 2.6 GHz

Interconnect InfiniBand HDR200 InfiniBand HDR200 InfiniBand HDR100
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2.3 Gaps Between HPC and Deep Learning

Developing for HPC requires a deep understanding and good knowledge about
the underlying architectures, network topologies, programming environments and
libraries [4]. For instance, MPI-based applications require knowledge in communi-
cation concepts (e.g. point-to-point, one sided, collective, blocking vs non-blocking,
etc). declarative concepts (groups and topologies), and process management. Such
optimization and parallelization is often a big challenge to DL experts, who are often
not HPC experts. Therefore, to scale DL model training on HPC is often a non-
trivial task, due to the fact that there exist several gaps between the two workflows.
For example, DL frameworks are often updated at a much faster pace than libraries
deployed cluster-wide on HPC platforms. Furthermore, producing and training DL
models usually requires a unique and dynamic set of package dependencies. There-
fore, the traditional use of modules on HPC has limited effectiveness since software
dependencies change between projects and sometimes evolve even during a single
project [15]. A detailed description of the difference between HPC and DL is shown
in Table 2.

Table 2 Comparison of HPC and DL stack

Type HPC Deep learning

Frameworks OpenMP, MPI, OpenFoam, .. Tensorflow, Pytorch, ...

Programming language C/C++, Fortran Python, C++, Java

Network Infiniband Ethernet

Storage Storage & I/O nodes, NAS Local storage, NAS/SAN

Processors CPUs, GPUs, FPGAs CPUs, GPUs, TPUs, FPGAs

2.4 Frameworks

The software stack in HPC is in general limited, but very optimized to perform
embarrassingly-parallel tasks. The operating environment is often based on cus-
tomized Linux derivatives (e.g. CentOS), and for development, languages such as
FORTRAN, C, and C++ are supported. In order to allow for parallel programming,
modules such asMPI and SHMEMare available. Accessing the system is done solely
via the command line through remote access.

However, most DL frameworks are not built with HPC in mind, which are usually
not able to leverage the full power of HPC. Over the years, numerous DL frame-
works have been developed to support training and deployment of DL applications.
Almost all major DL frameworks provide some support for distributed training of
DNNs. Among them, Tensorflow and Pytorch are the two most popular frameworks.
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TensorFlow [16], developed by Google and community contributors, is one of the
most widely used ML/DL frameworks. It natively supports distributed and parallel
training through bothmodel parallelism and data parallelism. And it shows high scal-
ability of computation acrossmachines on huge data sets through its highly optimized
data pipeline. PyTorch[17], developed by Facebook and community contributors, is
another popular DL framework. In PyTorch, distributed, data-parallel training aswell
as model-parallel training are supported out-of-the-box.

Although the frameworks mentioned above offer native support for distributed
computation, most of them are not suited for HPC architectures. For example, Math-
uriya et al. [11] proved that native support of distributed training from TensorFlow
was accompanied by a decrease in the efficiency on the worker when it is scaled up to
128 nodes. To overcome this obstacle and achieve better performance, several frame-
works that can be regarded as distributed training middleware sitting between the
DL framework and the communication runtime have been developed. Horovod [10],
developed at Uber, is seamlessly integrated into TensorFlow and PyTorch program-
ming. It uses MPI as a mechanism for communication to allow multi-node training,
enabling benefits from optimizations made in the underlying MPI library, such as
allgather and allreduce during handling of cross-replicas communication andweight
updates. This is different from the TensorFlow hierarchical architecture in which a
centralized parameter server is utilized to pass parameter updates.

2.5 Distributed Training

The success of DL models replies on creating highly complex interrelationships
between the raw data input and the output data, which often requires several million
or even billion parameters that have to be dynamically changed during the training
process. Because of the large number of parameters in DL models, training a single
network could take several days or even months on single GPU or single machine.
For example, the GPT3 [1] model which is used for NLP has 175 billion weight
parameters, and requires roughly 350 GB memory and 355 years on single Nvidia
V100 GPU and 90 years on single AMD A100 GPU for training. Therefore, making
these algorithms highly scalable by leveraging the high computational power and
massive parallelism offered by HPC systems is highly desirable.

To efficiently scale DL training on distributed devices, three predominant par-
allelization methods are developed, namely data parallelism [33], model paral-
lelism [32] and pipeline parallelism [34].

• Data parallelism: When the training dataset is too large to fit into the memory and
storage of single device or machine, the whole dataset is split into non-overlapping
chunks. Meanwhile, an identical copy of the DL model is created and assigned
to each device in the cluster and each model replica is trained on the data chunks
assigned to this device. The model parameters from different devices are synchro-
nized after each step.
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• Model parallelism:When the DLmodel is very huge and has too many parameters
to fit into device memory, the whole model is partitioned and each device in the
cluster only loads a part of the model. Each subset of parameters on each worker
is updated in parallel, and the updates from each subset are highly compatible and
dependent in order to ensure correctness

• Pipeline parallelism:Combines both data parallelismandmodel parallelism,where
not only themodel is split into different devices, but also the dataset is fractured into
chunks. In particular, when training of DL model, data are processed through the
network in parallel (data parallelism) and the length of the pipeline is determined
by the DNN structure (model parallelism) [31].

3 Adopting Deep Learning for HPC

In this section, we introduce best practices of deep learning to leverage the per-
formance of HPC systems including an overview about suitable frameworks for
parallelization of AI workloads and the environment setups. We also describe two
main usage scenarios of DL onHPC, i.e., scaling DL applications onHPC and hybrid
HPC/DL workflows.

3.1 Environment Setup

A variety of frameworks, libraries and their versions make the setup and mainte-
nance of software environments in multi-tenant environments–like HPC Systems–
quite challenging. There are different possible approaches to address these issues.
HPC Systems and HPC simulations are very performance oriented and hardware
optimized, thus software and libraries must be compiled for the architecture of the
system. On the other hand side most of AI computations are done on GPUs and using
builds for a generic CPU can also be reasonable.

Cray Urika-CS software illustrates a mixture of both approaches: software is
shipped in a Singularity container, some of the libraries are platform-optimized.
Other containerized solutions or the ‘bring-your-own-container’ approach will also
in most cases consist of a mixture of platform-dependent and generic libraries. The
libraries usingGPUs or other specific hardware are platform- or hardware-dependent,
as they must be built for corresponding version of the drivers.

Another implementations of environments for AI workflows are pip and Ana-
conda environments, the latter of which is used for most simulation runs. Anaconda
packages are compiled for a generic CPU, but the GPU versions of the libraries have
builds for multiple CUDA version (for NVIDIA GPUs) and missing packages can
also be installed from the pip repositories. As pip packages can be built on the system
during their installation, they are even more platform optimized.



240 L. Zhong et al.

3.2 Hybrid Workflow

While DL has demonstrated strong abilities at extracting high-level representations
of complex processes, the lack of sufficient ground truth data is often a critical issue
faced in various areas. In fact, it is almost impossible to generate enough data in
real life for supervised learning in many real-world problems, which are limited
by scientific instrument, physical phenomenon itself, or the complexity of modeling.
Nowadays, differentmethods have been developed to solve this problem, e.g. transfer
learning, data augmentation, usage of synthetic data, generation of new data through
Generative Neural Networks (GANs) [35], etc. Recently, scientists and engineers
have begun experimenting with a relatively new approach to understand complex
systems usingDeepNeural Networks (DNNs), trained by the virtually unlimited data
sets produced by simulations [5]. Studies have proven that these “synthesis models,”
combining DL and traditional simulation, can improve accuracy, accelerate time to
solution and significantly reduce costs [6].

Apart from the benefits that DL applications can gain from the simulations, sim-
ulations as typical HPC tasks can also benefit from the DL processes. For example,
to perform simulations, input parameters have to be determined and validated by a
large number of tests to produce accurate simulation results [7]. Furthermore, the
evaluation and validation of such input parameters for the simulation often requires a
deep understanding of domain specific knowledge, software and programming skills.
Thus, how to efficiently define and validate the input parameters for the simulation
becomes the key factor in the development and design of numerical models. While

Fig. 1 General workflowwhich integrates workloadmanagement, simulation, andML/DL analysis
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simulation can solve the data sparsity problem for DNN models, DL based methods
can in turn solve the difficulty in determining and validating the input parameters for
simulation by training DNNmodels. Both training of DNNmodel and the running of
simulations are compute-intensive tasks, in which the supercomputers can manifest
their computation efficiency.

Therefore, hybridworkflows combing simulation andDLapplications/training are
becomingmore andmore attractive in both research and industry. Fig. 1 demonstrates
a typical workflow on HPC, whose target is to provide a flexible, easy to use method
for interacting at runtime between the DL and simulation. So that the online DL
analysis is utilized to improve the result of simulation while simulation output is
continuously fed to the DL model as training dataset and the progression of this
integration can be visualized.

4 Case Study

In this section, we will demonstrate the integration of DL applications on HPC
with two distinctive use cases: material characteristic identification and unsuper-
vised image segmentation for remote sensing images. The use case 1 detailed in
Sect. 4.1 exhibits a hybrid workflow of simulation and DL training (implemented
with Tensorflow) on HPC while the second use case described in Sect. 4.2 showed
how a compute intensive DL training (implemented with Pytorch) is scaled on HPC,
so that the two use scenarios in Sect. 3 are covered.

4.1 Case Study I: Material Characteristic Identification

In industry, it is significant that the production of material (e.g. sheet metal com-
ponents) must be done in relatively high quantities and via cost-efficient process
development, due to the low margins and high equipment costs. Thus, manufactur-
ing companies are required to do a comprehensive process design and determine the
most accurate correct input parameters. Therefore, they are always under constant
time, cost and quality pressure. . Additionally, particular attention must be paid to
avoiding surface defects during the sheet metal forming process. For this reason,
current research activities focus on predicting such surface defects as precisely as
possible in the early development stages of sheet metal components by using FEM
simulation.

Therefore, defining and validating the material parameters for the selected FE
model becomes the key factor in development anddesign of robust formingprocesses.
However, the material parameters have to be determined and validated by a large
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Fig. 2 Hybrid workflow of simulation and distributed deep learning for material characteristic
identification on HPC

number of tests to expect accurate simulation results [19], which not only requires
deep knowledge and expertise of the theory of plasticity, material characterization,
cost-intensive simulation software and programming skills, but also huge time and
financial cost.

Due to the fast development and success ofML especially DL in various areas, DL
aided modeling is becoming more and more popular in identification of material’s
characteristics. However, the lack of sufficient ground truth data is often a critical
issue, due to the fact that identification of material characteristics requires huge cost
of time and manual power getting observational data from real life.

Therefore, a method which combines the DL methods and the FE simulation was
proposed. As is depicted in Fig. 2, the proposed workflow consists of two phases:
a data generation phase and a training phase. In the data generation phase, a set of
material characterization tests were simulated using a variety of material parameters
and the deformation field of the samples was recorded. Material parameters are used
as simulation inputs to calculate the strain distributions, which are outputs of the
simulation. In the second phase, a DNNmodel is trained with the strain distributions
as inputs and the material parameters as outputs. Therefore, the FEM simulation
can address the problem of data sparsity and the introduction of ML methods can
reduce the high demand of expertise. The FEMsimulationwas carried out on theHPC
systemHawk (HPEApollo), and the DNNmodel was trained in a distributed manner
on the GPU HPC system Vulcan (CS-Storm), which is one of HLRS’ machines to
accelerate artificial intelligence (AI)workloads. The twoHPC systems use a common
file system via a workspace mechanism [20], so that data can be freely exchanged
between the two phases of the workflow.
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4.1.1 Dataset and Pre-processing

In the data generation phase, the FEM simulation was carried based on the Barlat-3
parameter model [18], where the input parameters are optimized to make sure that
generated dataset is sufficient while retaining a manageable computation effort. The
whole dataset is roughly 3TB, composed of 4,941,258 records, where each record
denotes a vector of 1080 strain values obtained per FEM simulation. Each vector
can be divided into two halves: the first half represents the values of x-strains and
the second half represents the values of y-strains. And each half can be divided into
three parts, where each part denotes a specimen which is composed of 18 elements.
Since for each finite element simulation, the longitudinal and transverse strains were
exported for 10-time steps, 10 consecutive strain values of each element are recorded
at 10-time steps, where the elements at the edges were excluded. The train and test
dataset are split from with a ratio (0.9, 0.1).

Since 3TB is too big to fit into the memory of single GPU or node, a data paral-
lelism strategy is adopted, where the whole dataset is split into different batches and
assigned to different GPUs. In addition, an efficient data pipeline is implemented
by overlapping the input pipeline with the computation pipeline to achieve the best
performance on HPC systems. Input files are read and pre-processed individually
with individual outputs as an embarrassingly parallel process. In addition, data are
’prefetched’ to ensure that there is always a specified number of batches ready for
the consumption. Moreover, we cached the data in memory to save some of the oper-
ations like file opening and reading data from being executed during training. By
applying the cache method, the transformations before the cached one are executed
only during the first epoch, the following epochs will reuse the cached data.

4.1.2 Methodology

In the training phase, a multi-task neural network is implemented. The overall struc-
ture of the model is depicted in Fig. 3. The whole network is composed of two main
parts: the shared network and individual network for each parameter output. In the
shared network, 1D CNN layer and max-pooling layers are used to extract the global
features. When designing the parts of the network for each output, we found that for
the outputs (MP1, MP2 and MP4), one CNN layer and one max-pooling layer fol-
lowed by two fully connected layers would produce the best prediction performance,
while for individual network of the outputs (MP3, MP5, MP6, MP7 and MP8), a
more complicated network which has more CNN and max-pooling layers should be
designed to better learn the features. In addition, Batch Normalization is employed
here to stabilize the learning process and Dropout layers are used to avoid overfitting.
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Fig. 3 Architecture of the multi-task learning model

Meanwhile, as stated above, the data parallelism strategy is adopted to accelerate
the training. The whole dataset is split into multiple batches and assigned to dif-
ferent GPUs. Furthermore, the model is replicated and allocated to each GPU and
each variable in the model is mirrored across all the replicas. All variables of the
trained model are synchronized through identical updates. Furthermore, the efficient
all-reduce algorithms implemented in NVIDIA Collective Communication Library
(NCCL) are used to do the communication across all GPUs which can reduce the
overhead of the synchronization significantly.

4.1.3 Performance Optimization

In order tomake full use of the great computation power provided by supercomputers,
different optimization methods are adopted to improve the training performance, e.g.
learning rate schedule, data I/O optimization, etc.

The comparison of execution time between the training before optimization and
after optimization is shown in Fig. 4.



Towards Seamless Execution of Deep Learning … 245

Fig. 4 Scaling DNN on multiple nodes, Training time versus number of GPUs

4.1.4 Result and Analysis

The performance of the proposed model is evaluated by inspection of the changes
during the training and testing processes. The loss function is the weighted average
of errors of all the outputs, which can be described as:

L =
N∑

1

I∑

i=1

1

I
(yi − ŷi )

2 (1)

where N denotes the number of outputs to be predicted. At the end of the training of
500 epochs, the the total training loss is around 0.0343 and the total validation loss
is around 0.0386.

Finally, we measured the model performance by comparing the differences
between the real parameters and the predicted parameters. The error histogram that
depicts the normalized maximum error of the values is shown in Fig. 5, where 90%
of the errors are below 0.1 and the normalized maximum error of the values (R45,
Enorm, Sratio, c_mult, n_pow) are about 0.2. For parameters (M, R00, R90), it is
noted that the maximum error is only 0.03 and 90% of the errors are below 0.02.
Therefore, we can conclude that the experiments conducted successfully prove that
parameterswhich reflect thematerial characteristics can be predicted by the proposed
DNN model with a very high accuracy.
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Fig. 5 Error histogram of the result on the test dataset

4.2 Case Study II: Satellite Image Segmentation

Over the next few decades, the continuous increase in global population and need
for nutrition, in combination with the impact of climate change on food production,
is expected to affect the food sector significantly [28]. Therefore, the agriculture
productivity is required to be timely and accurately monitored at a large scale in
order to provide the necessary knowledge for evidence-based decision making on
food security management at a national and continental level [29]. In South Korea,
rice is widely planted and the most important food staple, and there is pressing need
for timely and accurate knowledge of rice’s spatial distribution and its expected yield
at national scales. This, in turn, requires continuous area monitoring and large-scale
mapping, at the parcel level, through the processing of big satellite data of high
spatial resolution.

However, the current monitoring and estimation strongly rely on costly and time-
consuming traditional methods, i.e., field visits and the collection of field data at
sample points, which is then spatially interpolated through statistical techniques in
order to extract the required nationwide rice production assessments. Due to the great
success ofDL in the past years,more andmore research has been performed on apply-
ing DLmodels to automatic or semi-automatic processing of high-resolution remote
sensing images. Among these solutions, DL based image segmentation technology
has been widely employed to extract the important part of an image and to identify
the rice paddies. However, such DL based methods are supervised classifiers, which
require a significant amount of ground truth data, especially labeled data, to train the
prediction models. The labelled data are mostly manually collected and annotated,
which in most cases is scarce and of poor quality. The issue of getting access to reli-
able ground truth data becomes even more challenging when dealing with large scale
applications that cover vast areas at a national or continental level [30]. To overcome
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such challenges, unsupervised image segmentation methods in combination with
data augmentation techniques are attracting more and more attention. In this regard,
a large scale fully unsupervised image segmentation pipeline on HPC for high spatial
resolution rice paddy classification that is independent of the hard-to-attain ground
truth information is implemented.

4.2.1 Dataset and Pre-processing

Sentinel-2 [23], which freely and systematically supplies images of high spatial and
temporal resolution at a global scale, is ideal for the monitoring of agriculture. The
coverage of large areas, the short revisit times and the high spatial resolution of SAR
and optical imagery has made Sentinel-1 and Sentinel-2 missions the main sources
of EO data for numerous studies that address the monitoring of food security and the
control of agricultural policies [24]. In this study, a time-series of Sentinel-2 MSI
scenes were acquired through the Umbrella Sentinel Access Point for the period June
to October 2018. The images obtained from Sentinel-2 consist of 13 spectral bands
at 10, 20 and 60 m of spatial resolution. The study area mainly focuses on the region
around the cities of Seosan andDangjin that are located at the northwestern end of the
South Chungcheong province in South Korea, which are located in separate climatic
and agro-climatic zones and are described as having diverse rice paddy cultivation
characteristics.

However, the remote sensing images provided by Sentinel-2 often suffer the noise
introduced by different weather conditions, especially clouds. Therefore, actions
have been taken to remove the noise to recover the cloudless feature information
from satellite images contaminated by clouds. In addition, atmospheric correction
processing was performed to eliminate the errors caused by atmospheric scattering,
absorption, and reflection. Furthermore, data augmentation methods, e.g. random
image rotation, image mirroring, image blurring, adding noise, etc. are utilized to
increase the number of available training samples.

Although this study focuses on unsupervised image segmentation and rice paddy
identification, a small amount of labeled dataset has been both acquired and generated
to serve as the ground truth data, which can be used to do comparative study of the
correctness of the designed unsupervised method.

4.2.2 Methodology

W-net proposed by Xia et al. [25] is implemented to perform unsupervised segmen-
tation of the remote sensing image. The architecture of W-net is illustrated in Fig. 6,
which adopts the encoder-decoder structure. The encoder part maps the input to a
compact feature representation, and then the decoder part reproduces the input from
its lower-dimensional representation. Both the encoder and the decoder part are com-
posed of typical U-shaped architecture of a U-Net [26] network, and further form
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Fig. 6 W-net network structure

a W-shaped architecture such that it reconstructs original input images as well as
predicts the segmentation maps without any labeling information.

In the encoder part of the network, at first a contracting path is built to capture
context and a corresponding expansive path is built to enable precise localization. The
contracting path starts with an initial module which performs convolution on input
images and consists of several repeating network modules. Each repeating network
module has two convolution layers followed by a rectified linear unit andmax pooling
operation for downsampling. The number of feature channels are doubled in each
downsampling operation. In the expansive path, the opposite of contractive path, each
repeating module uses a deconvolution that halves the number of feature channels
and then stitches the result of the deconvolution with the corresponding feature map
in the contracting path. The final convolutional layer of the encoder is a 1 × 1
convolution followed by a softmax layer, so that the feature vector can be mapped
to the desired number of classes and the softmax layer rescales them to make sure
the elements of outputs can be summed to 1. The architecture of the decoder part is
similar to the encoder part.

In summary, each image fed into W-net is first downsampled by convolution and
pooling, then upsampled by deconvolution, and then downsampled by convolution
and pooling, and finally upsampled by deconvolution. The segmentation method
based on W-net extracts the feature map obtained by convolution and the feature
map obtained by deconvolution when the feature map is processed and connected by
jump, so that the ability to capture image edge information can be improved [27].

4.2.3 Results and Analysis

The result of segmentation for high-resolution remote sensing images obtained from
Sentinel-2 based on W-net is visualized in Fig. 7, where different segments (which
represent different landscape types) are annotatedwith different colors. Cloudswhich
are not completely removed in the data pre-processing which can be seen in region B
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Fig. 7 Results of the W-net method tested on Seosan/Dangjin area, where different segments are
shown in different colors

Table 3 Matrics of W-net’s performance on the remote sensing images of four sub-regions in
Seosan/Dangjin area

Region A Region B Region C Region D

Precision 93.02% 86.76% 90.95% 90.77%

Recall 89.36% 83.01% 87.51% 86.19%

are mis-segmented and thus downgrade the performance, which is also reflected in
Table 3. It can also be shown that, for areas which has contra-distinctive landscapes,
like region A has sea, snow, mountain, et cetera, W-net demonstrates the best per-
formance, while for areas that are landscapes which are not in sharp contrast like
region D, the result is not so promising. Further, due to the fact that a rice paddy is a
distinctive crop type, mainly due to its inundation period, it constitutes a particularly
easy target to discriminate. Therefore, W-net method did an excellent job identifying
the rice paddies.

It is worthwhile to note that such fully unsupervised segmentation and identifica-
tion of elements of high-resolution remote sensing images has great advantages in
very large areas, compared to the traditional method which generates ground truth
data from field visits, which are limited in number, fragmented in space and thus
potentially less representative. Therefore, the method can be extended from a single
city region to the whole country, where HPC can play an even more vital role.

5 Conclusion

Today’s HPC centers are in need to lower the hurdle for users to fully leverage the
potential of AI on HPC resources by providing methods and tools to seamlessly
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execute DL workloads. The demand, especially from the AI domain, is growing
steadily due to the ongoing increase in training data and architecture complexity,
so that HPC is the obvious choice when results are expected in a timely manner. In
this report, we therefore have presented methodologies and best practices to execute
machine learning and deep learning workloads on HPC (cf. Sect. 3). This requires
expert knowledge about both HPC and AI architectures, since there is today still a
technological gap between HPC and deep learning (cf. Sect. 2).

Of most interest for HPC users are so-called hybrid HPC/AI workflows. These
workflows combine classical simulations with AI, e.g. simulations that can be
exploited to create vast amounts of synthetic data that then can be used to train
DL models. In this context, we presented our first case study on the prediction of
material characteristics (cf. Sect. 4.1). Experiments showed that such a hybrid work-
flow successfully improves typical simulation-only workflows; reducing the overall
runtimes while still achieving a high accuracy of parameter predictions; 90% of
errors are, across all experiments, significantly below 0.1.

Furthermore, the second case study on satellite image segmentation successfully
demonstrated leveraging HPC for typical AI workloads, such as unsupervised image
segmentation, where large regions need to be analyzed (cf. Sect. 4.2). The experi-
ment showed that the implemented W-net method is fully dynamic and independent
of labeled data while retaining a precision accuracy of around 90%. Such fully
unsupervised segmentation and identification of elements in high-resolution remote
sensing images onHPC has great advantages in very large areas since it can eliminate
most of the cost and time introduced by manual work.

Looking into the future, we see several bottlenecks that currently restrain the
adoption ofAI onHPC, and thus impede the breakthroughofAIworldwide.Although
some DL frameworks, e.g. Horovod have enabled scaling of AI applications on HPC
clusters, more essential works still need to be performed in order to improve their
feasibility, portability and compatibility.In addtion, techniques applied in scaling
distributed DL on HPC are converging to the point where a standard programming
interface (or framework) can be designed, which canmake the definition of a training
scheme easier and hide most of the low-level layers omnipresent in HPC. Ideally,
automated AI services must be offered to all stakeholders ranging from AI experts
over SMEs to non-experts to lower the hurdle of using HPC to solve AI challenges.
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