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GKM-theory for torus actions on
cyclic quiver Grassmannians

Martina Lanini and Alexander Pütz

We define and investigate algebraic torus actions on quiver Grassmannians for nilpotent representations of
the equioriented cycle. Examples of such varieties are type A flag varieties, their linear degenerations and
finite-dimensional approximations of both the affine flag variety and affine Grassmannian for GLn . We
show that these quiver Grassmannians equipped with our specific torus action are GKM-varieties and that
their moment graph admits a combinatorial description in terms of the coefficient quiver of the underlying
quiver representations. By adapting to our setting results by Gonzales, we are able to prove that moment
graph techniques can be applied to construct module bases for the equivariant cohomology of the quiver
Grassmannians listed above.

Introduction

GKM-theory is named after the seminal paper by Goresky, Kottwitz and MacPherson [Goresky et al.
1998], where the authors establish several localisation results in the derived category setting. In the
present article, we do not make use of the full strength of [Goresky et al. 1998], as we only deal with
equivariant cohomology.

Let X be a complex projective algebraic variety equipped with an action of an algebraic torus T . For
instance, consider the projective plane X = P2(C) equipped with the following action of T = C∗

×C∗
×C∗:

(γ1, γ2, γ3) · [x1 : x2 : x3] = [γ1x1 : γ2x2 : γ3x3],

for [x1 : x2 : x3] ∈ X and (γ1, γ2, γ3) ∈ T .
GKM-theory aims to identify the equivariant cohomology ring with the image of the pullback

H•

T (X) → H•

T (X
T ) and to describe this image in terms of the corresponding moment graph. This

is the one-skeleton of the T-action on X (that is, the set of fixed points and one-dimensional orbits) plus
some extra information coming from the torus action on the one-dimensional orbits. In the case of the
projective plane equipped with the 3-dimensional torus action above, the T-fixed points are

P1 = [1 : 0 : 0], P2 = [0 : 1 : 0] and P3 = [0 : 0 : 1],

and there are three one-dimensional T-orbits, say Oi , for i = 1, 2, 3, each given by the vanishing of the
i-th coordinate, and each containing in its closure the pair of fixed points Pj , Pk , with i ̸= j, k. The
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one-skeleton of this torus action is hence a triangle. This is not the desired moment graph yet, since we
need to keep track of the torus action on the one-dimensional orbits. For the moment, let us say that
this is equivalent to put on any edge a degree one homogeneous polynomial from S = Q[ϵ1, ϵ2, ϵ3] by
following a specific recipe (see Section 1C). In fact, it will be useful to equip the above graph with an
orientation, but for now we can ignore this. All in all, the (unoriented) moment graph of our example is

1

3

2

ϵ1−
ϵ3

ϵ1 −
ϵ2

ϵ2 − ϵ3

Once the above moment graph is obtained, GKM-theory reduces the determination of the equivariant
cohomology to a problem of commutative algebra. In our example, H•

T (X) can be identified with the
following module over S:{

( f1, f2, f3) ∈ S ⊕ S ⊕ S | fi − f j ≡ 0 mod ϵi − ϵ j
}
,

which can be read off from the graph: an element of H•

T (X) can be realised as a tuple of polynomials,
one for any vertex of the moment graph, chosen in such a way that if two vertices are related by an edge,
then the corresponding polynomials have to agree modulo the label of such an edge. Observe that the
module we have described is free over S, and that the following is an S-basis:

(1, 1, 1), (0, ϵ1 − ϵ2, ϵ1 − ϵ3),
(
0, 0, (ϵ1 − ϵ3)(ϵ2 − ϵ3)

)
.

Goresky, Kottwitz and MacPherson studied a big class of varieties acted upon by a torus whose
equivariant cohomology can be read off from the corresponding moment graph, as in our example. We
refer to them as GKM-varieties (see Definition 1.4). Examples of GKM-varieties are flag varieties
and their Schubert varieties (see, for example, [Carrell 2002]), as well as rationally smooth standard
embeddings of reductive groups [Gonzales 2011].

The aim of this paper is to apply GKM-theory to certain varieties coming from quiver representation
theory.

A quiver Q is a finite oriented graph, for instance

13 = 1

2

3
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We refer to this as the equioriented cycle of length three. A representation M of a quiver Q is a configuration
of finite-dimensional vector spaces M (i) (one for each vertex) and linear maps Mi→ j : M (i)

→ M ( j)

among them (one for each arrow). For example,

M := M (1)
= C3

M (2)
= C3

M (3)
= C3

M1→
2

M
3→1

M2→3

where for the standard basis of C3, the linear maps have the following matrix presentation:

M1→2 = M2→3 = M3→1 =

0 0 0
1 0 0
0 1 0

.
Note that if we keep composing the linear maps of the above representation following the orientation of
the edges, we always end up with the zero homomorphism:

M3→1 ◦ M2→3 ◦ M1→2 = M1→2 ◦ M3→1 ◦ M2→3 = M2→3 ◦ M1→2 ◦ M3→1 = 0.

This is an example of a nilpotent representation. For a collection e of nonnegative integers ei ≤ dim M (i),
the quiver Grassmannian Gr e(M) is the variety of configurations of vector spaces U (i) of dimensions
prescribed by e which are compatible with the maps Mi→ j . For the collection e = (1, 1, 1) and M as
above, the quiver Grassmannian Gr e(M) contains the point U , with

U (1)
:= span(e1), U (2)

:= span(e2) and U (3)
:= span(e3),

where {e1, e2, e3} denotes the standard basis of C3. Note that if the quiver is just the graph with one
vertex and no arrows, a representation is just a finite-dimensional vector space, and quiver Grassmannians
are classical Grassmann varieties.

In this work, we will focus on the special case in which Q is the equioriented cycle of length n and M
is a nilpotent representation. Our primary goal is to equip these class of quiver Grassmannians with a
torus action which provides them with a GKM-variety structure.

This is not the first time that GKM-theory meets representation theory of quivers: in [Cerulli Irelli et al.
2013a], the moment graph of a torus action on a quiver Grassmannian for a very special representation
of the equioriented quiver of type A is described (see Section 7A2 for more details). In [Weist 2013],
a torus action on quiver moduli is introduced with localisation results in mind. Observe that quiver
Grassmannians for a fixed quiver are quiver moduli for the one-point extension of the same quiver. Both
articles work with one explicit torus depending on the representation. The results in [Cerulli Irelli et al.
2013a] are limited to this special torus, whereas the results from [Weist 2013] can be generalised as
described in [Boos and Franzen 2022, Remark 3.2]. Also, the action as introduced in [Weist 2013] has
been applied recently, for example, in [Franzen 2020; Boos and Franzen 2022].
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Unluckily, Weist’s torus action does not equip the corresponding quiver moduli with the structure of a
GKM-variety in general (some of the obstructions are explained in the introduction of [Franzen 2020]).
A known class where this works requires strong restrictions, among them acyclicity of the quiver. Our
torus action, instead, turns every quiver Grassmannian for a nilpotent representation of the equioriented
cycle into a GKM-variety, with no further restrictions.

We hope that this paper will motivate both the reader familiar with GKM-theory, as well as the reader
familiar with quiver representations, to (further) apply moment graph techniques to quiver Grassmannians.

In order to reach both communities, we have decided to spend some time recalling the basic definitions
and results of both theories. To help the reader navigate the paper, we now describe the content of the
various sections.

In Section 1, we deal with varieties equipped with a torus action, and describe the properties we want
them to satisfy (equivariant formality, T-skeletality, BB-filterability). We also state the GKM-version of
the localisation theorem for equivariant cohomology in Theorem 1.20.

The primary goal of Section 2 is to produce a cohomology module basis (under GKM-localisation).
We adapt Gonzales’ work [2014] and show that the normality assumption in his article can be dropped if
the variety is BB-filterable. This is needed since quiver Grassmannians are not normal in general. The
main result of this section is Theorem 2.12, which provides existence and uniqueness of an equivariant
basis with certain suitable properties. The basis we propose generalises the equivariant Schubert cycle
basis for the cohomology of the flag variety. Following Gonzales’ recipe, the definition of the basis relies
on the concept of local indices and equivariant Euler classes (see Section 1C).

In Section 3, we provide some background material on quiver representations and quiver Grassmannians.
In particular, we recall the definition of the coefficient quiver of a quiver representation in Definition 3.8,
a combinatorial gadget encoding all information about the given representation and one particular chosen
basis for the representation. This object will play a central role in the rest of paper.

From Section 4 on, we restrict our attention to the equioriented cycle with n vertices (denoted by 1n).
We show that in this case, any nilpotent representation admits a basis, whose corresponding coefficient
quiver behaves in a particularly convenient way (see Section 4A).

In Section 5, we use this good combinatorial behaviour to define torus actions on quiver Grassman-
nians for nilpotent representations of 1n . We start by defining a C∗-action, which induces a cellular
decomposition of the variety (see Theorem 5.7). Then, in Section 5B, we define an action of a larger-rank
torus T and show that the previously defined C∗-action corresponds to a generic cocharacter of the larger
torus. We conclude the section by showing that the quiver Grassmannian equipped with the T-action is a
BB-filterable variety in Corollary 5.15.

Finally, we describe the moment graph for the T-action on the quiver Grassmannian in Section 6.
More precisely, we show that this oriented graph with labelled edges has a combinatorial description:
the vertices of the graph are given by successor closed subquivers (see Definition 6.7) of the coefficient
quiver and the edges by fundamental mutations (see Definition 6.9). The precise statement, which also
explains how to label the edges of the graph via torus characters, is Theorem 6.15.
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Section 7 deals with some special cases. We start by focusing on quiver Grassmannians for the equiori-
ented type An Dynkin quiver. Our results apply, since any of its representations can be trivially extended to a
nilpotent representation of1n . We, hence, show that in the case of the variety of complete flags and Feigin’s
degeneration of it, Theorem 6.15 allows us to recover known moment graphs: the Bruhat graph and the
graph described in [Cerulli Irelli et al. 2013a], respectively. Our constructions also apply to certain finite-
dimensional approximations of the affine flag variety and affine Grassmannian for GLn , as defined in [Pütz
2022] (see Lemma 7.6). For one example of such degenerations, we draw its moment graph, determine
the module basis from Theorem 2.12 and describe the ring structure of the equivariant cohomology.

In the Appendix, we explain how to construct equivariant resolutions of singularities in the explicit
example from Section 7. This allows us to compute the equivariant Euler classes of T-varieties (at
singular points).

1. Torus actions, cellular decompositions and GKM-theory

1A. GKM-varieties. Throughout this section, X will denote a complex projective algebraic variety. We
say that X is a T-variety if it is acted upon by an algebraic torus T ∼= (C∗)r . If X is a T-variety, we denote
by H•

T (X) the T-equivariant cohomology of X with rational coefficients.
We are interested in a class of T-varieties with a particularly nice T-action.

Definition 1.1. A T-variety X is equivariantly formal if one of the following equivalent conditions is
satisfied:

(1) the Serre spectral sequence degenerates at E2,

(2) the ordinary rational cohomology can be recovered by extension of scalars:

H•
(X)∼= H•

T (X)⊗H•
T (pt) Q,

(3) H•

T (X) is a free H•

T (pt)-module.

Condition (1) of the above definition is discussed in detail in [Borel 1960, Section XII]. A proof that
the other conditions are equivalent can be found in [Goresky et al. 1998, Theorem 1.6.2] or [Brion 2000,
Lemma 1.2], where the following lemma is also proven:

Lemma 1.2. The T-variety X is equivariantly formal if the rational cohomology of X vanishes in odd
degrees. Both conditions are equivalent if X has finitely many T-fixed points.

Since the variety X is equivariantly formal with respect to the T-action, we will often denote an
equivariantly formal variety by (X, T ). In order to apply localisation techniques, we require more than
equivariant formality.

Definition 1.3. We say that the T-action on X is

(1) skeletal if the number of T-fixed points and one-dimensional T-orbits in X is finite,

(2) locally linearisable if for each one-dimensional orbit E in X there is a linear action of T on CP1

and a T-equivariant isomorphism h : E → CP1.
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Definition 1.4. We say that X , or (X, T ), is a GKM-variety if it is equivariantly formal and the T-action
is skeletal.

Remark 1.5. Recall that, for us, X is always a projective variety. Then, by [Goresky et al. 1998,
Equation (1.2)], the T-action is locally linearisable, as soon as (X, T ) is a GKM-variety.

Remark 1.6. Our definition of GKM-variety differs from the definition by Gonzales [2011, Defini-
tion 1.4.13], as we do not assume normality. This is central for us, since the varieties we want to deal
with fail to be normal in general [Cerulli Irelli et al. 2017, Theorem 13]. By [Sumihiro 1974, Corollary 2],
the T-action on normal varieties is locally linearisable.

The above definition of GKM-variety is based on the assumptions by Goresky, Kottwitz and MacPherson
[Goresky et al. 1998, Section 7.1].

Example 1.7. Examples of GKM-varieties are (finite-dimensional) Schubert varieties (of flag varieties
for a Kac–Moody group) [Carrell 2002], toric varieties [Brion 1998] and rationally smooth embeddings
of reductive groups [Gonzales 2011].

1B. BB-filterable varieties. Assume that X is equipped with a C∗-action, and denote by X1, . . . , Xm the
connected components of the fixed point set of X , which we denote by XC∗

. This induces a decomposition

X =

⋃
i∈[m]

Wi , with Wi := {x ∈ X | lim
z→0

z.x ∈ X i }, (1-8)

for [m] := {1, . . . ,m}. We call this a BB-decomposition since decompositions of this type were first
studied by Białynicki-Birula [1973].

Definition 1.9. We say that Wi from (1-8) is a rational cell if it is rationally smooth at all w ∈ Wi . This
in turn holds if

H 2 dimC(Wi )(Wi ,Wi \ {w})≃ Q and H m(Wi ,Wi \ {w})= 0

for any m ̸= 2 dimC(Wi ) (see [Gonzales 2014, p. 292, Definition 3.4]).

Remark 1.10. These Wi are called attractive sets and are isomorphic to affine spaces in the original
BB-decomposition. Requiring the attractive sets to be affine spaces is a strong restriction, so that usually
the BB-decomposition does not have to be a cellular decomposition. Nevertheless, the notion of rational
cells provides a reasonable replacement of this condition for the study of topological properties in the
case of singular varieties, see [Gonzales 2014].

Remark 1.11. We will show in Theorem 5.7 that it is possible to obtain attractive sets which are in fact
affine spaces for the class of varieties we are interested in. We decided, nevertheless, to deal with rational
cells in this section, as the results we achieved are intended to.

Let X∗(T ) be the cocharacter lattice of an algebraic torus T . If X is a T-variety, then every χ ∈X∗(T )
determines a C∗-action on X .



GKM-theory for torus actions on cyclic quiver Grassmannians 2061

Definition 1.12. A cocharacter χ is generic (for T acting on X ) if Xχ(C∗)
= X T .

Remark 1.13. Recall that X always denotes a complex projective variety. Under such an assumption,
it is enough to have |Xχ(C∗)

| <∞ to conclude that the cocharacter χ is generic. Indeed, since χ(C∗)

is a subgroup of T , then X T
⊆ Xχ(C∗). It is a known fact that the Euler characteristic of X agrees with

the number of fixed points of any algebraic torus action on X , as soon as the latter number is finite. It
follows that the two fixed point sets have the same cardinality and, hence, have to coincide.

Definition 1.14. A projective T-variety X is BB-filterable if:

(BB1) the fixed point set X T is finite,

(BB2) there exists a generic cocharacter χ : C∗
→ T , i.e., Xχ(C∗)

= X T , such that the associated
BB-decomposition consists of rational cells.

The above definition is very much inspired by Gonzales’ definition [2014, Definition 4.6] of Q-filterable
variety. Here we relax the assumptions in [Gonzales 2014] and do not require that X is normal. The
following theorem extends [Gonzales 2014, Theorem 4.7] to the class of BB-filterable varieties. Its proof
is based on Gonzales’ idea, but has to be adapted to the setting of BB-filterable varieties.

Theorem 1.15. Let X be a BB-filterable projective T-variety. Then:

(1) X admits a filtration into T-stable closed subvarieties Zi such that

∅ = Z0 ⊂ Z1 ⊂ · · · ⊂ Zm−1 ⊂ Zm = X.

(2) Each Wi = Zi \ Zi−1 is a rational cell, for all i ∈ [m].

(3) The singular rational cohomology of Zi vanishes in odd degrees, for i ∈ [m]. In other words, each Zi

is equivariantly formal.

(4) If, additionally, the T-action on X is skeletal, each Zi is a GKM-variety.

Proof. X is BB-filterable, which by Definition 1.14 implies that the attractive loci of the BB-decomposition
are rational cells. These cells are T-stable since C∗ acts via some generic cocharacter χ ∈ X∗(T ). By
[Carrell 2002, Lemma 4.12], there exists a total order of the fixed points such that, if we define the
subvarieties Zi inductively by removing the rational cell Wi+1, they are nested and closed in X .

We apply [Gonzales 2014, Lemma 4.4] inductively to the filtered BB-decomposition and get that the Zi

have no odd cohomology. Lemma 1.2 implies that they are equivariantly formal. Hence, a T-skeletal
action implies that the Zi are GKM-varieties. □

Remark 1.16. In particular, we obtain that the Zi are GKM-varieties, as soon as we have finitely many
one-dimensional T-orbits. This suffices since |X T

|<∞ holds by the definition of BB-filterable varieties.

Remark 1.17. By Remark 1.5, Theorem 1.15 implies that the T-action on BB-filterable projective
T-varieties is locally linearisable.

Remark 1.18. If {Z0, Z1, . . . , Zm} and {W1, . . . ,Wm} are as in Theorem 1.15, then for any i , we have
that Wi is open in Zi and Zi \ Wi is a (closed) T-stable subvariety of Zi .
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1C. Equivariant localisation after Goresky, Kottwitz, and MacPherson. The equivariant cohomology
of a GKM-variety (X, T ) can be described by looking at the one-skeleton of the T-action. The idea of
extracting all needed data from the zero- and one-dimensional T-orbits is actually due to Chang and Skjel-
bred [1974], but such an approach is nowadays known as GKM-theory after the paper [Goresky et al. 1998].

Functoriality of equivariant cohomology implies that there is a N-graded algebra homomorphism

ψ : H•

T (X)→ H•

T

( m⋃
i=1

X i

)
≃

⊕
i∈[m]

H•

T (X i ),

where X1, . . . , Xm are the connected components of the fixed point set as in (1-8). In particular, if X has
a finite number of (isolated) T-fixed points, we can identify H•

T (X
T ) with

⊕
x∈X T H•

T (pt). From now on,
we use S := H•

T (pt) as shorthand notation. Then S can be identified with the symmetric algebra of the
Q-vector space over the torus character lattice X∗(T )⊗Z Q.

If the T-action on X is locally linearisable, any one-dimensional orbit E contains exactly two fixed
points in its closure, say xE and yE . Clearly, the torus acts on E via a character (uniquely defined up
to a sign, depending on the isomorphism E ≃ P1). Since the sign choice does not play any role in the
following theorem, we just pick a torus character, denoted by αE , for each one-dimensional orbit E .

The above data concerning T-fixed points, one-dimensional orbits and their closure is encoded in an
oriented graph whose edges are labelled by torus characters.

Definition 1.19. Let (G, T ) be a GKM-variety, and let χ ∈ X∗(T ) be a generic cocharacter. The
corresponding moment graph G = G(X, T, χ) of a GKM-variety is given by the following data:

(MG0) the T-fixed points as vertices, i.e., G0 = X T ,

(MG1) the closures of one-dimensional T-orbits E = E ∪ {x, y} as edges in G1, oriented from x to y if
limλ→0 χ(λ).p = x for p ∈ E ,

(MG2) every E is labelled by a character αE ∈ X∗(T ) describing the T-action on E .

If the choice of the cocharacter χ is clear from the context or the orientation is not relevant, we
sometimes drop it from the notation for the moment graph.

Theorem 1.20 [Goresky et al. 1998, Theorem 1.2.2]. Let (X, T ) be a GKM-variety. Then ψ is injective
and its image is

Im(ψ)=

{
( fx) ∈

⊕
x∈G(X,T )0

S
∣∣ fxE − fyE ∈ αE S for any E = E ∪ {xE , yE } ∈ G(X, T )1

}
.

Remark 1.21. Since the appearance of [Goresky et al. 1998], moment graph techniques have been
extensively — and successfully — applied to the study of equivariant cohomology of Schubert varieties
(in Kac–Moody flag varieties) [Carrell 2002], Hessenberg varieties, standard group embeddings, and
more. For more examples see the excellent survey article [Tymoczko 2005]. The aim of our paper is to
further expand the class of varieties whose equivariant cohomology ring can be investigated by looking at
their moment graphs.
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2. Construction of cohomology module bases

By definition, the equivariant cohomology of an equivariantly formal space X is a free module over S.
It is, hence, natural to look for an S-basis of H•

T (X). In this section, we address this question in the
generality of GKM-varieties.

2A. Equivariant Euler classes. To construct our basis, we will use the same recipe as Gonzales [2014],
and hence need equivariant Euler classes and local indices. For a T-variety Y and a fixed point y ∈ Y T , we
denote by EuT (y, Y ) the equivariant Euler class of y in Y . This is an element of the fraction field Q of S,
whose inverse (up to a sign) is obtained by localising the fundamental class in Borel–Moore homology.
We refer the reader to [Arabia 1998, Section 2.2.1] for the precise definition, and limit ourselves to three
properties, which very often are enough to determine the equivariant Euler classes.

Lemma 2.1 (cf. [Brion 1998, Corollary 15, Lemma 16, Theorem 18]). Let Y be a T-variety and y ∈ Y T .

(1) If Y is smooth at y, then EuT (y, Y ) = (−1)dim(Y ) det TyY , where det TyY is the product of the
characters by which T acts on the tangent space TyY .

(2) If Y is rationally smooth at y, then EuT (y, Y )= z · det TyY , for some z ∈ Q \ {0}.

(3) If π : Y → X is a T-equivariant resolution of singularities and |Y T
|<∞, then

EuT (x, X)−1
=

∑
y∈Y T

π(y)=x

EuT (y, Y )−1.

Remark 2.2. Actually, Brion [1998] studied equivariant multiplicities rather than Euler classes; they are
inverse to each other (up to some sign which has been taken care of in the statement of Lemma 2.1).

Remark 2.3. By using the properties in the previous lemma, Arabia [1998, Section 2.7 (27)] determined
(the inverse) equivariant Euler classes of Schubert varieties by looking at Bott–Samelson resolutions. The
above lemma also allows us to determine equivariant Euler classes, and hence the desired module basis
for the equivariant cohomology, by constructing desingularisations of the quiver Grassmannians, we are
looking at (see the Appendix).

In the following, thanks to Theorem 1.20, we identify H•
(X) with Im(ψ), so that f ∈ H•

T (X) will
be given by a collection ( fx) ∈

⊕
S, satisfying the conditions given by the edge labels of the moment

graph G(X, T ).

Lemma 2.4. Let (X, T ) be a BB-filterable GKM-variety with filtration

∅ = Z0 ⊂ Z1 ⊂ · · · ⊂ Zm = X,

as in Theorem 1.15. Let X T
= {x1, . . . , xm}, with xi ∈ Wi = Zi \ Zi−1. For i ∈ [m], define

τ (i)x j
:=

{
0 if j ̸= i,
EuT (xi , Zi ) if j = i,

where j ∈ [m].

Then, τ (i) := (τ
(i)
x j ) j∈[m] ∈ H•

T (Zi ).
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Proof. By Theorem 1.15 (4), (Zi , T ) is itself a GKM-variety for any i ∈ [m]. Therefore, by Theorem 1.20,
τ (i) ∈ H•

T (Zi ) if and only if all relations coming from the edges are verified. Since all but one entry
of τ (i) vanish, we only have to check that

EuT (xi , Zi )≡ 0 mod αE

for any E ∈ G(Zi , T )1 adjacent to xi . To obtain this, we just notice that the proof of [Gonzales 2014,
Lemma 6.4] also works under our assumptions. Indeed, by [Gonzales 2014, Corollary 5.6], there exists a
nonzero z ∈ Q such that

EuT (xi ,Wi )= z ·αE1 · · ·αEr ,

where E1 . . . , Er are the 1-dimensional T-orbits lying in Wi and whose closure contains xi . Recall that
Wi is open in Zi and its complement is T-stable. Hence, thanks to local linearisability, we can apply
the proof of [Gonzales 2014, Lemma 6.3] to deduce that all one-dimensional T-orbits, lying in Zi and
containing xi in their closures, are actually contained in Wi . We conclude that the edges in G(Zi , T )1
that are adjacent to xi are exactly {E1, . . . , Er } and the product of their labels is a nonzero multiple
of EuT (xi , Zi ). □

The following theorem is due to Gonzales, and our only contribution is to notice that, once again, his
proof works also under our hypotheses:

Theorem 2.5. Let (X, T ) be a BB-filterable GKM-variety with filtration

∅ = Z0 ⊂ Z1 ⊂ · · · ⊂ Zm = X,

as in Theorem 1.15. Let X T
= {x1, . . . , xm} with xi ∈ Wi = Zi \ Zi−1. There exists a basis {ϕ(i)}i∈[m]

of H•

T (X) as a free S-module satisfying the following two properties:

(1) ϕ(i)x j = 0 for any j < i ,

(2) ϕ(i)xi = EuT (xi , Zi ).

Proof. The proof is by induction on the length m of the filtration. If m = 1, then X is a point and the
statement is trivial. Since (Zm−1, T ) is a BB-filterable GKM-variety, we get cohomology generators {ϕ̃(i)}

of H•

T (Zm−1) satisfying (1) and (2). These elements, can be lifted to H•

T (Zm)= H•

T (X), in a way which is
compatible with the localisation map ψ , thanks to the commutative diagram [Gonzales 2014, Equation (1)].
At this point, we have m − 1 elements ϕ(1), . . . , ϕ(m−1) satisfying the desired properties (1) and (2). For
the missing generator, we set ϕ(m) := τ (m), where τ (m) is the one from Lemma 2.4.

Standard arguments imply that a set of elements satisfying properties (1) and (2) is linearly independent
and generates H•

T (X) (cf. [Gonzales 2014, Lemma 6.2]). □

Remark 2.6. Notice that Theorem 2.5 gives existence, but not uniqueness, of the basis. Indeed, the
induction step of the proof consists in lifting classes from H•

T (Zm−1) to H•

T (X), and in general, this lift
does not need to be unique. It is, hence, natural to ask whether there is a preferred basis, among the ones
which satisfy properties (1) and (2) of Theorem 2.5, and if so, how to choose it.



GKM-theory for torus actions on cyclic quiver Grassmannians 2065

Remark 2.7. Observe that τ (i) is a special element of the T-equivariant cohomology of the i-th piece
in the filtration of X , whereas ϕ(i) denotes the i-th element in the ordered basis for the T-equivariant
cohomology of X . For the running example from the introduction we have τ (2) = (0, ϵ1 − ϵ2, 0) and
ϕ(2) = (0, ϵ1 − ϵ2, ϵ1 − ϵ3).

2B. Local indices and a special module basis. Before constructing the desired basis, we need to introduce
another ingredient: the local index of a cohomology class at a fixed point. We then show that Theorem 2.5
produces only one basis that also satisfies a particular condition with respect to the local index.

The local index of f ∈ H•

T (X) at xi ∈ X T is defined in terms of what is called integration map
introduced in [Arabia 1998, Section 1.4]. Instead of the original definition, we will define it via an explicit
formula (under the localisation map ψ):

Definition 2.8 (see [Gonzales 2014, Lemma 6.7]). Let X T
= {x1, . . . , xm}. For i ∈ [m], the local index

of f ∈ H•

T (X) at xi ∈ X T is

Ii ( f )=

∑
j∈[m]

x j ∈Zi

fx j

EuT (x j , Zi )
. (2-9)

Example 2.10. Consider the action of T = (C∗)3 on X = P2(C) as studied in the introduction. The local
index of f = (0, ϵ1 − ϵ2, ϵ1 − ϵ3) at 2 is

I2( f )=
f1

EuT (x1, Z2)
+

f2

EuT (x2, Z2)
= 0 +

ϵ1 − ϵ2

ϵ1 − ϵ2
= 1.

Remark 2.11. The above definition is useful for computations, but has the disadvantage that by the
formula one cannot tell that Ii ( f ) is actually polynomial. Luckily, this is the case, and it is immediate by
the definition in terms of the integration map.

The following theorem provides us with a preferred choice among the bases from Theorem 2.5. Since
everything depends on the order of enumeration of the fixed points (and hence of the filtration), which is
not unique, we refrain from referring to this basis as canonical.

Theorem 2.12. Let (X, T ) be a BB-filterable GKM-variety with filtration

∅ = Z0 ⊂ Z1 ⊂ · · · ⊂ Zm = X,

as in Theorem 1.15. Let X T
={x1, . . . , xm}, with xi ∈ Wi = Zi \Zi−1. There exists a unique basis {θ (i)}i∈[m]

of H•

T (X) as an S-free module, such that for any i ∈ [m] the following properties hold:

(1) Ii (θ
(i))= 1,

(2) I j (θ
(i))= 0 for all j ̸= i ,

(3) θ (i)x j = 0 for all j < i ,

(4) θ (i)xi = EuT (xi , Zi ).
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Proof. As for previous results, Gonzales’ proof [2014] of Theorem 6.9 goes through, and hence we limit
ourselves to give only a sketch.

Firstly, we show existence. Let i ∈ [m], and consider θ̃ (i) := z−1
· ϕ(i), where ϕ(i) is any element of

H•

T (X) satisfying (1) and (2) from Theorem 2.5, and z ∈ Q is such that ϕ(i)xi = z · EuT (xi , Zi ). Thanks
to (2-9), it is easy to check that (1), (3) and (4) hold. If (2) holds too, we are done; otherwise, we inductively
modify θ̃ (i) as follows: let k0 := min

{
j > i | I j (θ̃ (i)) ̸= 0

}
and replace θ̃ (i) by θ̃ (i) − Ik0(θ̃

(i))θ̃ (k0). It is
again an easy check to see that the local index of this new element vanishes at any point x j , with j ≤ k0

and j ̸= i , and that (1), (3) and (4) still hold. At the end of this process, we get an element of H•

T (X) that
we denote by θ (i) and that satisfies (1), (2), (3) and (4).

Secondly, they freely generate H•

T (X) by standard arguments (cf. proof of [Gonzales 2014, Lemma 6.2]).
Finally, the uniqueness is shown by contradiction. Assume that we can find θ (i) and ψ (i) both

satisfying (1)–(4) and such that θ (i) ̸=ψ (i). As they are distinct, we can find k0 := min
{

j | θ
(i)
x j −ψ

(i)
x j ̸= 0

}
.

Since they both satisfy (4), k0 ̸= i , and we have that Ik0(θ
(i)

−ψ (i))= 0. But from (2-9), we get

0 ̸= θ (i)xk0
−ψ (i)xk0

= Ik0(θ
(i)

−ψ (i))︸ ︷︷ ︸
=0

· EuT (xk0, Zk0),

which gives us the desired contradiction. □

Remark 2.13. If G ⊃ P ⊃ T are, respectively, a complex linear reductive algebraic group, a parabolic
subgroup and a maximal torus, then the above basis of H•

T (G/P) coincides with the one given by
equivariant Schubert classes.

The rest of this article is devoted to providing a class of applications for this result. Namely, we want
to introduce certain quiver Grassmannians and show that they are projective BB-filterable GKM-varieties.

3. Generalities on quiver Grassmannians

We recall here some definitions concerning quivers, their representations and quiver Grassmannians which
are required later. For more details we refer the reader to the articles by Cerulli Irelli [2011; 2016] and
the book by Schiffler [2014].

Definition 3.1. A (finite) quiver Q = (Q0, Q1) is an ordered pair, where

• Q0 is a finite set of vertices,

• Q1 is a finite set of oriented edges.

For an edge a ∈ Q1, we denote the source of a by sa and the target by ta .

Definition 3.2. Let Q be a quiver.

(1) A (finite-dimensional) Q-representation M over the field k is given by ((M (i))i∈Q0, (Ma)a∈Q1),
where

• M (i) is a (finite-dimensional) k-vector space for any i ∈ Q0,
• Ma : M (sa) → M (ta) is a k-linear map for any a ∈ Q1.
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(2) The dimension vector of a finite-dimensional Q-representation M is

dim M := (dimk M (i))i∈Q0 ∈ Z
Q0
≥0.

(3) A morphism between two Q-representations M and N is a collection (ψi : M (i)
→ N (i))i∈Q0 of

k-linear maps such that the following diagram commutes:

M (sa)

M (ta)

N (sa)

N (ta)

Ma

ψsa

Na

ψta

≡

Observe that parts (1) and (3) of the above definition work with finite and infinite-dimensional vector
spaces. The above-defined Q-representations together with the morphisms among them form a category,
which is denoted by Repk(Q). By repk(Q), we denote the full subcategory whose objects are the
finite-dimensional Q-representations. The following theorem tells us that repk(Q) is Krull–Schmidt:

Theorem 3.3 (see [Kirillov 2016, Theorem 1.11]). Every object of repk(Q) is isomorphic to a direct sum
of indecomposable objects, and this decomposition is unique up to reordering.

Definition 3.4. Let Q be a quiver and M an object of repk(Q).

(1) A subobject of M is called a subrepresentation.

(2) For any e ∈ Z
Q0
≥0, the quiver Grassmannian Gr e(M) is the variety that parametrises all e-dimensional

subrepresentations of M .

Remark 3.5. It is immediate to see that if there is an i ∈ Q0 such that ei > dimk M (i), then Gr e(M) is
empty. We will, therefore, only consider e such that ei ≤ dimk M (i) for all i ∈ Q0. We will denote this
relation between dimension vectors by e ≤ dim M .

Remark 3.6. The algebraic variety structure of the quiver Grassmannian is obtained by embedding it
into the classical Grassmannian of

∑
i ei -dimensional subspaces of V =

⊕
i∈Q0

M (i), therefore it does
not depend on the choice of bases for the M (i)’s.

Example 3.7. Let Q be the type An equioriented Dynkin quiver, that is, the quiver with Q0 ={1, 2, . . . , n}

and Q1 = {i → i + 1 | i = 1 . . . n − 1}.
Consider the complex Q-representation M given by M (i)

= Cn+1, for any i ∈ Q0, and Ma = idCn+1 ,
for any a ∈ Q1. Then Gr (1,2,...,n)(M) is isomorphic to the variety Fln+1 of complete flags in Cn+1.

If we relax the map conditions, that is, if we consider any complex Q-representation N with N (i)
=Cn+1

for any i ∈ Q0, then Gr (1,2,...,n)(N ) is a linear degeneration of Fln+1, see [Cerulli Irelli et al. 2017].

For any Q-representation M and any collection of bases for the vector spaces M (i), with i ∈ Q0, it
is possible to define a new quiver. This will help to provide a combinatorial description of the moment
graph of a torus action on the class of quiver Grassmannians, which we will be interested in later.
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Definition 3.8. Let Q be a quiver, and let M be an object of repk(Q). For i ∈ Q0, let B(i) := {v
(i)
k } be a

basis of M (i), and let B :=
⋃

i∈Q0
B(i). The coefficient quiver Q(M, B) is given by

• Q(M, B)0 := B,

• v
(i)
k → v

( j)
ℓ ∈ Q(M, B)1 if and only if there exists an a ∈ Q1 such that sa = i , ta = j and the

coefficient of v( j)
ℓ in Ma(v

(i)
k ) is nonzero.

Remark 3.9. By [Kirillov 2016, Theorem 1.11], see Theorem 3.3, every quiver representation is isomor-
phic to a direct sum of indecomposable quiver representations, which is unique up to the order of the
summands. This isomorphism translates to a base change of the representation M and implies that there
exists a basis B such that the connected components of the coefficient quiver Q(M, B) are in bijection
with the indecomposable summands in the decomposition of M . From now on, we always work with
bases satisfying this property.

We conclude this subsection by introducing the notion of attractive grading on the vertex set of the
coefficient quiver. This is a crucial tool to study cellular decompositions of quiver Grassmannians.

Definition 3.10. Let M and B be as in Definition 3.8, and let Q(M, B) be the corresponding coefficient
quiver.

(1) A grading on Q(M, B)0 is a tuple wt = (wt(v(i)k )) ∈ ZB .

(2) A grading wt on Q(M, B)0 is attractive if

(AG1) for any i ∈ Q0, it holds that wt(v(i)k ) > wt(v(i)ℓ ) whenever k > ℓ,

(AG2) for any a ∈ Q1, there exists a weight d(a) ∈ Z such that

wt(v(ta)ℓ )= wt(v(sa)
k )+ d(a)

whenever v(sa)
k → v

(ta)
ℓ ∈ Q(M, B)1.

Remark 3.11. For a special class of quiver representations, we describe an approach to construct attractive
gradings of their coefficient quivers in Proposition 5.1.

Remark 3.12. The above definition is inspired by [Cerulli Irelli 2011, Theorem 1], where a grading
on Q(M, B)0 with property (AG2) and (AG1) with “ ̸=” instead of “>” is used to define a C∗-action
on Gr e(M) [Cerulli Irelli 2011, Lemma 1.1] via

z · b := zwt(b)b for z ∈ C∗, b ∈ B. (3-13)

Looking at the fixed point set of such an action allowed Cerulli Irelli [2011, Theorem 1] to compute the
Euler characteristic of Gr e(M). His construction was generalised by Haupt [2012, Theorem 1.2].

Remark 3.14. A different approach to compute cellular decompositions of quiver Grassmannians, which
does not rely on a C∗-action, is presented in [Cerulli Irelli et al. 2021]. Since we are interested in cellular
decompositions which are stable under the action of some larger-rank torus, it is convenient for us to start
from a C∗-action on our varieties.
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4. Nilpotent representations of the equioriented cycle

Let 1n denote the equioriented cycle on n vertices with arrows i → i + 1 for i ∈ 1, . . . , n − 1 and n → 1.
The set of vertices and the set of arrows in 1n are in bijection with Zn := Z/nZ.

Definition 4.1. An object M of repk(1n) is called nilpotent if there exists an N ∈ Z≥0 such that
Ma+N ◦ Ma+N−1 ◦ · · · ◦ Ma = 0, for any a ∈ Q1 = Z/nZ. The minimal N such that this is satisfied is
called the nilpotence parameter of M .

Remark 4.2. Notice that a representation M = ((M (i))i∈Z/nZ, (Ma)a∈Z/nZ) of 1n , is the same as a
Z/nZ-graded k-vector space V =

⊕
i∈Z/nZ M (i), together with a k-linear operator A ∈ End(V ) such that

AM (i)
= Ma(M (i))⊆ M (i+1), for any i ∈Z/nZ with a ∈ Q1 such that i = sa . Then M is nilpotent if and only

if A is a nilpotent endomorphism. From now on, we write Mi for the map along the arrow a with i = sa .

Example 4.3. Let i ∈ Z/nZ, and let ℓ∈ Z≥1. Consider the k-vector space V with basis W ={w1, . . . , wℓ}

equipped with the Z/nZ-grading given by deg(wk)= i + k −ℓ ∈ Z/nZ. Consider, moreover, the operator
A ∈ End(V ) uniquely determined by setting Awk =wk+1 for any k < ℓ and Awℓ = 0. The corresponding
1n-representation is immediately seen to be nilpotent. We denote this representation by U (i; ℓ). For
n = 4, we draw 14 and the coefficient quivers of U (1; 4) and U (2; 3):

14 =

1

23

4

Q(U (1; 4),W )= Q(U (2; 3),W )=

The following theorem tells us that any indecomposable nilpotent representation of the cycle is
isomorphic to some U (i; ℓ):

Theorem 4.4 (see [Kirillov 2016, Theorem 7.6]). (1) The representation U (i; ℓ) defined in Example 4.3
is indecomposable.

(2) Let M be an indecomposable nilpotent representation of 1n . Then there exist i ∈ Z/nZ and ℓ ∈ Z>0

such that M ≃ U (i; ℓ).

By the above theorem, together with Theorem 3.3, we deduce that if M is a nilpotent representation
of 1n , then there exists a nilpotence parameter N ∈ N such that

M ∼= U (d) :=

⊕
i∈Zn

N⊕
ℓ=1

U (i; ℓ)⊗ Cdi,ℓ, (4-5)

with di,ℓ ∈ Z≥0. The investigation of torus actions on quiver Grassmannians for nilpotent representations
of 1n is the main purpose of the rest of this paper.
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4A. Coefficient quivers for nilpotent representations of 1n. Observe that in Example 4.3 we defined
the representation U (i; ℓ) by choosing a basis B = {w1, . . . , wℓ} of the underlying Z/nZ-graded vector
space. This can be obviously rearranged into the union of ordered bases B( j), for j ∈ Z/nZ. We fix these
bases once and for all, and therefore, we write Q(U (i; ℓ)) for Q(U (i; ℓ), B). Notice that Q(U (i; ℓ)) is
a segment on ℓ points, which starts at vertex v( j)

1 (for j = i − ℓ+ 1 mod n) and ends at the vertex v(i)k

(for k = 1 + ⌊(ℓ− 1)/n⌋).

Example 4.6. With basis as above, the coefficient quiver of U (i; ℓ) has the form

v
( j)
1

v
(i)
k

Let M be a nilpotent representation of 1n . By the above discussion, Remark 3.9 and Theorem 4.4,
we deduce that there exists a basis B such that the connected components of the coefficient quiver are
segments, parametrised by a terminal vertex i and a length parameter ℓ. Now, we want to rearrange
these segments in a particular way, which allows us to prove the existence of attractive gradings on the
coefficient quiver (see Proposition 5.1). We use these gradings to compute a cellular decomposition
of Gr e(M) as in [Pütz 2022, Theorem 4.13]. This new arrangement corresponds to a base change for the
representation M , and hence does not affect the geometry of the quiver Grassmannian (see Remark 3.6).

Definition 4.7. A nilpotent 1n-representation M is alignable if there exists a basis B, such that for
Q(M, B) the following holds over each i ∈ Zn:

(QM0) B is the union of standard basis of the indecomposable direct summands of M .

(QM1) The end points of segments have larger indices than every point with outgoing arrows: if
Miv

(i)
j = 0 and Miv

(i)
k ̸= 0, then j > k.

(QM2) The outgoing arrows are order preserving: if Miv
(i)
j = v

(i+1)
j ′ and Miv

(i)
k = v

(i+1)
k′ with j > k,

then j ′ > k ′.

Proposition 4.8. Every nilpotent 1n-representation M is alignable.
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Proof. All nilpotent 1n-representations decompose as in (4-5). For i ∈ Z/nZ, set

di :=

N∑
ℓ=1

di,ℓ, ri := di − di,1, qi := dimk M (i)
− di ,

so that in the coefficient quiver of M there will be di segments ending in vertices corresponding to basis
elements in B(i). We construct the coefficient quiver inductively, by truncating and then extending the
various segments step-by-step.

In Step 1, we draw the coefficient quiver of

M1
=

⊕
i∈Zn

N⊕
ℓ=1

U (i; 1)⊗ Cdi,ℓ,

which has no edges, and the vertices are {v
(1)
q1+1, . . . , v

(1)
q1+d1

, . . . , v
(n)
qn+1, . . . , v

(n)
qn+dn

}.
In Step 2, we extend the segments of the U (i; ℓ) with ℓ≥ 2, to get the coefficient quiver of

M2
=

⊕
i∈Zn

(
U (i; 1)⊗ Cdi,1 ⊕

N⊕
ℓ=2

U (i; 2)⊗ Cdi,ℓ
)
,

so we do not touch the vertices {v
(i)
qi +ri +1, . . . , v

(i)
qi +di

| i ∈ Zn} corresponding to the U (i; 1)-segments.
For i ∈ Zn and ki ∈ [ri ], each of the v(i)qi +ki

is connected via an edge to v(i−1)
qi−1+ki −ri

in B(i−1). This
procedure is continued until all segments are fully rearranged. In the k-th step we modify segments
corresponding to U (i; ℓ) with ℓ≥ k, while the shorter ones are already complete and remain unchanged.
Hence, the procedure ends after N steps. □

Remark 4.9. Given a nilpotent representation M as before, the aligned coefficient quiver we have obtained
is uniquely determined by the decomposition (4-5) of M , up to the order of segments of the same length,
but this does not change the isomorphism type of the graph. Without any ambiguity, we denote it by Q(M).

Remark 4.10. Observe that this is not the only way to obtain an aligned coefficient quiver of M . For
example,

and

are aligned coefficient quivers of the12-representation U (2; 2)⊕U (2; 1). The role of different alignments
will be discussed in Example 6.14. The explicit alignment as in Proposition 4.8 allows us to prove the
existence of attractive gradings by constructing one specific attractive grading of Q(M).

We hope that an example will make the above construction clear.

Example 4.11. Let n = 4 and

M = U (1; 4)⊕ U (1; 2)⊕ U (2; 3)⊕ U (2; 2)⊕ U (2; 1)⊕ U (4; 6).

We compute d1 = 2, d2 = 3, d3 = 0 and d4 = 1. Following the procedure described above, the coefficient
quiver Q(M) is constructed as shown in Figure 1.
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7−→ 7−→ 7−→

7−→ 7−→ with labels
v
(1)
5

v
(1)
4

v
(1)
3

v
(1)
2

v
(1)
1

v
(2)
5
v
(2)
4
v
(2)
3
v
(2)
2
v
(2)
1

v
(3)
3

v
(3)
2

v
(3)
1

v
(4)
5

v
(4)
4

v
(4)
3

v
(4)
2

v
(4)
1

Figure 1. Construction of the coefficient quiver Q(M).

5. Torus actions

5A. C∗-action and cellular decomposition. Now, we describe one explicit attractive grading of the
coefficient quiver of any nilpotent representation of the cycle.

Proposition 5.1. Let M be a nilpotent representation of 1n with decomposition as in (4-5). There exists
an attractive grading of Q(M) with (constant) weight function on the edges given by

d(a) := D := max{di − di,1 | i ∈ Zn} for all edges a ∈ Z/nZ.

Proof. Take i0 ∈ Zn so that di0,N ≥ di,N for all i ∈ Zn . This is equivalent to picking a vertex of 1n such
that the number of segments of length N ending on that vertex is maximal. This choice is not unique and,
indeed, the grading depends on it.

Set j0 := i0 − N + 1 mod n, and define wt(v( j0)
1 ) := 1. Condition (AG2), with d(a) as in the statement

of the proposition, uniquely determines the weights on any vertex belonging to the (length N ) segment
starting in v( j0)

1 . Notice that such a segment ends in v(i0)
qi0+1 (see (QM1)). Observe that (AG2) implies in

particular w := wt(v(i0)
qi0+1)= 1 + D(N − 1). Next, we let k := w+ di0 − di0,1 and, for any i ∈ Z/nZ, set

wt(v(i)qi +p) := k + p − 1 + di,1 − di , for all p ∈ [di ].

Observe that if i = i0 and p =1, we obtain the already defined weight of v(i0)
qi0+1. This formula allows to com-

pute the weight of the end point of any segment. The remaining weights are determined by imposing (AG2).
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To conclude, we have to show the attractiveness of the above defined grading. Observe that by definition
of the grading, (AG2) is automatically satisfied. Therefore, we only have to make sure that also (AG1)
holds, that is wt(v(i)h+1) > wt(v(i)h ) for any i ∈ Z/nZ and any h < dimk M (i). We prove this by induction
on the length s of the segments in Q(M), just as we did in the construction of Q(M). If we restrict to
the vertices belonging to B(i) for some i ∈ Z/nZ, it is clear for the end points that all weights are distinct
and strictly increasing with the indices of the basis vectors. We, hence, assume that if we consider the
truncated representation M s−1 for s > 1 and restrict the grading to its coefficient quiver Q(M s−1), we
obtain an attractive grading.

Recall that to get Q(M s), we have to add an arrow and its starting point to all segments corresponding
to isotypical components U (i; ℓ) with ℓ≥ s. Consider v(i)h+1, v

(i)
h ∈ B(i) such that they both are vertices

of Q(M s) and v(i)h ̸∈ Q(M s−1)0 (otherwise, the claim follows immediately by induction). If v(i)h+1 is not
an end point, then v(i)h and v(i)h+1 are sources of two arrows, say a1 and a2, respectively, whose targets lie
in B(i+1) and by induction wt(ta1) < wt(ta2). Thus, by (AG2),

wt(v(i)h+1)= wt(ta2)− D > wt(ta1)− D = wt(v(i)h ).

Assume now that v(i)h+1 is an end point. In this case, as v(i)h is not an end point, we have h = qi , and hence,
wt(v(i)h+1)= k +di,1 −di . Now recall that v(i)h belongs to a segment whose end point is v( j)

q j +p ∈ B( j), with
j = i + s − 1 mod n and p ∈ [d j − d j,1], so that

wt(v(i)h )= wt(v( j)
q j +p)− D(s − 1)= k + p − 1 + d j,1 − d j − D(s − 1)≤ k − 1 − D(s − 1).

The claim now follows from the fact that D ≥ di − di,1 and s − 1 ≥ 1. □

Example 5.2. We compute the weights for the vertices in the coefficient quiver Q(M) of the representa-
tion M from Example 4.11. The edge weight is D = 2. We now determine the attractive grading, following
the procedure described in the proof of Proposition 5.1. There is a unique segment of length N = 6,
which corresponds to the subrepresentation U (4; 6), and hence we take i0 = 4 and compute di0 −di0,1 = 1.
This procedure is shown in Figure 2.

Let M be a nilpotent representation of 1n , and let (wt(b))b∈B be an attractive grading on an aligned
Q(M, B). Define a C∗-action on M by (3-13). It is immediate to check that all hypotheses of [Cerulli Irelli
2011, Lemma 1.1] are satisfied, hence the C∗-action extends to the quiver Grassmannian.

Lemma 5.3. Let M be a nilpotent representation of 1n , and let (wt(b))b∈B be an attractive grading on
Q(M, B)0. Then for any U ∈ Gr e(M) and any z ∈ C∗, also z · U ∈ Gr e(M).

It is also possible to describe the fixed points of the introduced C∗-action. As usual,

B(i) = {v
(i)
k | k ∈ [mi ]}

denotes the basis of M (i), which we use to construct the aligned Q(M, B). The following lemma is just a
special case of [Cerulli Irelli 2011, Theorem 1]:
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Figure 2. Determination of the attractive grading.

Lemma 5.4. Let M be a nilpotent 1n-representation, and let (wt(b))b∈B be an attractive grading
on Q(M, B). Then, the fixed point set of the above defined C∗-action is{

L ∈ Gr e(M)
∣∣ for all i ∈ Zn there are Ki ∈

(
[mi ]

ei

)
such that L(i) = ⟨v

(i)
k |k ∈ Ki ⟩

}
.

Example 5.5. Let M = U (2; 2)⊗ C2
⊕ U (2; 1)⊗ C2 be a representation of 12, and set e := (1, 2).

Following the construction in the proof of Proposition 4.8, the aligned coefficient quiver of M together
with the corresponding basis vectors is given as

v
(1)
1

v
(1)
2

v
(2)
1

v
(2)
2

v
(2)
3

v
(2)
4
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The pair of vector spaces

U =
(
U (1)

= ⟨v
(1)
1 + av(1)2 ⟩,U (2)

= ⟨v
(2)
1 + av(2)2 , v

(2)
3 + bv(2)4 ⟩

)
,

with a, b ∈ C describes a point in the quiver Grassmannian Gr e(M), since

M1U (1)
= ⟨v

(2)
1 + av(2)2 ⟩ ⊂ U (2),

dimC U (1)
= 1 and dimC U (2)

= 2. The grading wt(v(i)j ) is attractive and for the induced C∗-action, we
compute

z.U =
(
U (1)

= ⟨z1v
(1)
1 + az2v

(1)
2 ⟩,U (2)

= ⟨z1v
(2)
1 + az2v

(2)
2 , z3v

(2)
3 + bz4v

(2)
4 ⟩

)
=

(
U (1)

= ⟨v
(1)
1 + azv(1)2 ⟩,U (2)

= ⟨v
(2)
1 + azv(2)2 , v

(2)
3 + bzv(2)4 ⟩

)
,

which is contained in Gr e(M) by Lemma 5.3.
Following Lemma 5.4, the fixed points of the C∗-action, as defined above, are

L1 =
(
L(1)1 = ⟨v

(1)
1 ⟩, L(2)1 = ⟨v

(2)
1 , v

(2)
2 ⟩

)
,

L2 =
(
L(1)2 = ⟨v

(1)
1 ⟩, L(2)2 = ⟨v

(2)
1 , v

(2)
3 ⟩

)
,

L3 =
(
L(1)3 = ⟨v

(1)
1 ⟩, L(2)3 = ⟨v

(2)
1 , v

(2)
4 ⟩

)
,

L4 =
(
L(1)4 = ⟨v

(1)
2 ⟩, L(2)4 = ⟨v

(2)
1 , v

(2)
2 ⟩

)
,

L5 =
(
L(1)5 = ⟨v

(1)
2 ⟩, L(2)5 = ⟨v

(2)
2 , v

(2)
3 ⟩

)
,

L6 =
(
L(1)6 = ⟨v

(1)
2 ⟩, L(2)6 = ⟨v

(2)
2 , v

(2)
4 ⟩

)
.

By Lemma 5.4, we have a finite number of fixed points, and thus, we can consider the corresponding
attractive loci to get the decomposition (1-8). Since we have not fixed an order on the fixed point set, we
will use the notation

WL :=
{

V ∈ Gr e(M) | lim
z→0

z.V = L
}
, where L ∈ Gr e(M)C

∗

. (5-6)

Theorem 5.7. Let M be a nilpotent representation of 1n , and consider the C∗-action on Gr e(M)
corresponding to an attractive grading on an aligned Q(M, B). Then, for every L ∈ Gr e(M)C

∗

, the subset
WL is an affine space, and hence, the quiver Grassmannian admits a cellular decomposition

Gr e(M)=

∐
L∈Gr e(M)C

∗

WL .

Proof. In the case of the specific attractive grading of the aligned coefficient quiver as described in the
proof of Proposition 4.8, the statement is [Pütz 2022, Theorem 4.13]. It is immediate to see that the proof
can be extended, because it only relies on the attractiveness of the grading if the underlying coefficient
quiver is aligned. For the convenience of the reader we summarise the main steps from the proof of [Pütz
2022, Theorem 4.13] and highlight the where the generalisation takes place.
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The proof has two main steps. First we show that the BB-decomposition is an α-partition, i.e.,
there exists a total order of the fixed points Gr1n

e (M)C
∗

= {L1, . . . , Lr } such that
⊔s

j=1 C(L j ) is closed
in Gr e(M) for all s ∈ [r ]. This follows from [Carrell 2002, Lemma 4.12] and does not depend on the
attractive grading.

It remains to show that the C(L) are isomorphic to affine spaces. From the definition of quiver
Grassmannians we know that

Gr e(M)=

{
(V (i))i∈Zn ∈

∏
i∈Zn

Gr ei (mi )
∣∣ Mi V (i)

⊆ V (i+1) for all i ∈ Zn

}
,

where Gr e(m) is the Grassmannian of e-dimensional subspaces in Cm . We start by showing that the
attractive sets C(L(i)) := C(L)∩ Gr ei (mi ) are isomorphic to affine spaces.

By Lemma 5.4 there exists an index set Ki ∈
(
[mi ]

ei

)
such that L(i) is the span of the v(i)k for k ∈ Ki . To

apply this result, we only need ̸= in (AG1) of Definition 3.10 (see Remark 3.12). From properties (AG1)
and (AG2), we deduce that a point V (i) in the attracting set C(L(i)) has generators

w
(i)
k = v

(i)
k +

∑
j∈[mi ]\[k]

j /∈Ki

u(i)j,kv
(i)
j , with u(i)j,k ∈ C, (5-8)

for k ∈ Ki and µ(i)ℓ,k ∈ C. Hence, C(L(i)) is an affine space. It is the key observation of this proof that the
above description of the generators is not only valid for the specific attractive grading from the proof of
Proposition 4.8, but also for all other attractive gradings. The following computation is exactly the same
as in the proof of [Pütz 2022, Theorem 4.13].

Observe that for a representation V in an attracting set of a C∗-fixed point L , it holds that

V ∈ C(L)⇐⇒ V ∈ Gr1n
e (M)∩

∏
i∈Zn

C(L(i)).

Now we describe the equations arising from the condition Mi V (i)
⊆ V (i+1). By the arrangement of

the segments in Q(M), it follows that Miw
(i)
k = 0 if Miv

(i)
k = 0. In this case, there are no relations.

Assume Miv
(i)
k ̸= 0 and let k ′

∈ Ki+1 be such that Miv
(i)
k = v

(i+1)
k′ . Analogously, we define the index set

K ′

i ⊆ [mi+1]. If Miv
(i)
k ̸= 0, the coefficients are subject to the conditions

u(i)j,k = u(i+1)
j ′,k′ +

∑
ℓ∈[ j−1]\[k]

Miv
(i)
ℓ ̸=0

ℓ′∈Ki+1\K ′

i

u(i)ℓ,k u(i+1)
j ′,ℓ′ if j ∈ [mi ] \ [k] with Miv

(i)
j ̸= 0, j ′ /∈ Ki+1, (5-9)

0 = u(i+1)
h,k′ +

∑
ℓ∈[mi ]\[k]

Miv
(i)
ℓ ̸=0, ℓ′<h

ℓ′∈Ki+1\K ′

i

u(i)ℓ,k u(i+1)
h,ℓ′ if h ∈ [mi+1] \ [k ′

] with h /∈ Ki+1 and
Miv

(i)
ℓ ̸= v

(i+1)
h for all ℓ ∈ [mi ] \ [k]. (5-10)

Finally, it is shown as in [Pütz 2022, Theorem 4.13] that these equations parametrise an affine subspace
in the product of Grassmannians Gr ei (mi ). □
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Example 5.11. For the fixed point L2 from Example 5.5, the vector spaces of the points in the cell C(L2)

have the generators

w
(1)
1 = v

(1)
1 + u(1)2,1v

(1)
2 , w

(2)
1 = v

(2)
1 + u(2)2,1v

(2)
2 + u(2)4,1v

(2)
4 and w

(2)
3 = v

(2)
3 + u(2)4,3v

(2)
4

by (5-8) in the proof of the above theorem. Following (5-9) and (5-10) these generators are subject to

u(1)2,1 = u(2)2,1 and u(2)4,1 = 0.

Hence, we obtain that the cell C(L2) is two-dimensional.

5B. Action of a bigger torus. In this section we introduce an action of a bigger torus T on Gr e(M) and
we show that the C∗-action, coming from an attractive grading as in Proposition 5.1, corresponds to a
(generic) cocharacter of T .

Let d0 :=
∑

i∈Z0
di be the number of indecomposable summands of M . We fix once and for all an

enumeration U (i1; ℓ1), . . . ,U (id0; ℓd0) of the segments of Q(M, B). Each point in the coefficient quiver
and, hence, each basis vector b ∈ B is uniquely determined by the index j ∈ [d0] of the segment it belongs
to, and its position p ∈ {0, . . . , ℓ j − 1} on the segment itself. Here, we declare that the position of a
starting point is p = 0. We will denote by bj,p such a basis vector.

Let T := (C∗)d0+1. For any γ := (γ0, (γ j ) j∈[d0]) ∈ T , we set

γ.bj,p := γ
p

0 γ j · bj,p.

With T ′, we denote the subtorus obtained from T by setting γ0 = 1. By extending linearly, we get an
action on the graded vector space

⊕
i∈Z/nZ Mi , which preserves each graded piece.

Lemma 5.12. Let M be a representation of 1n , and let T act on
⊕

M (i) as above. Then for any
U ∈ Gr e(M) and any γ ∈ T , we have γ · U ∈ Gr e(U ).

Proof. Let M =
(⊕

i∈Z/nZ M (i), A
)

as in Remark 4.2. For γ ∈ T , we denote by γ also the corresponding
automorphism of

⊕
i∈Z/nZ M (i). It is easy to verify that, up to a nonzero scalar, γ commutes with A.

Indeed, it is enough to check this statement on the basis vectors. For bj,p ∈ B with p = ℓ j − 1, we have
that Abj,p = 0 holds and the statement is trivial. If p ̸= ℓ j − 1, then Abj,p = b j,p+1 and hence,

(A ◦ γ )(bj,p)= γ
p

0 γ j (A(bj,p))= γ
p

0 γ j b j,p+1 = γ−1
0

(
γ.(b j,p+1)

)
= γ−1

0 (γ ◦ A)(bj,p).

Let U =
(⊕

i∈Z/nZ U (i), A
)
∈ Gr e(M), where A = A|

⊕
U (i) . Since γ is an automorphism of

⊕
M (i),

which preserves the Z/nZ-grading, it preserves inclusions and dimensions of graded subspaces, i.e.,
dimk U (i)

= dimk γ.U (i). Moreover, by the previous computation, we obtain

A(γ.Ui )= γ−1
0 (γ.A(U (i)))⊆ γ−1

0 (γ.U (i+1))= γ.U (i+1) for any i ∈ Z/nZ. □

Remark 5.13. In particular, we obtain that T ′ commutes with A. Hence, T ′ is a subgroup in the
automorphism group Aut1n (M) of the1n-representation M , whereas T has no embedding into Aut1n (M).
If the support of M is acyclic (i.e., at least one of the maps Ma is zero), it is possible to show that it is
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sufficient to work with the T ′-action, in order to obtain the structure of a GKM-variety. For the special
case of the Feigin degeneration of the flag variety of type A, the T ′-action is studied in [Cerulli Irelli et al.
2013a]. The following computations for T can be specialised to the T ′-action on M with acyclic support:

Theorem 5.14. Let M be a nilpotent representation of 1n , and let (wt(b))b∈B be an attractive grading
on Q(M, B) with d(a)= D for all a ∈ Zn . Then

χ : C∗
→ T = (C∗)d0+1, z 7→

(
zD, (zwt (b j,1)) j∈[d0]

)
,

is a generic cocharacter for the above described T-action on Gr e(M).

Proof. For any z ∈ C∗ and any bj,p ∈ B, we have

χ(z).bj,p = (χ(z)p
0χ(z) j ) · bj,p = zDp+wt(b j,1)bj,p = zwt(bj,p)bj,p.

Thus the C∗-action on Gr e(M), induced by the cocharacter χ , coincides with the C∗-action in (3-13),
coming from the attractive grading, and we can apply Lemma 5.4 to deduce that |Gr e(M)χ(C

∗)
| <∞.

The proof is concluded by Remark 1.13. □

Corollary 5.15. Let M be a nilpotent representation of 1n . Then, the T-variety Gr e(M) is BB-filterable.

Proof. From the proof of the previous theorem,

|Gr e(M)T | = |Gr e(M)χ(C
∗)
|<∞,

which implies Property (BB1) of Definition 1.14.
Let us take the generic cocharacter χ ∈ X∗(T ) as in Theorem 5.14. From the proof of the latter result,

we know that the C∗-action induced by χ coincides with the one coming from the attractive grading. We
can then apply Theorem 5.7, to deduce that WL is an affine space for any L ∈ Gr e(M). So it is smooth
(and hence, rationally smooth). This gives us (BB2). □

Recall that any point of WL , corresponding to the collection (Ki )i∈[n] ∈
∏(

[mi ]
ei

)
, can be described by a

collection of tuples (
(u(i)j,k | k ∈ Ki , j ̸∈ Ki , j ∈ [mi ] \ [k])

)
i∈[n]

as in (5-8). In order to describe the T-action on WL , in terms of such a description, we introduce some
notation: for a basis vector v(i)k , we denote by s(i)k the segment on which it lies on, and by p(i)k its position.
Then it is immediate to see that

γ.
(
(u(i)j,k

)
)=

((
u(i)j,kγ

p(i)j −p(i)k
0 γs(i)j

γ−1
s(i)k

))
. (5-16)

Example 5.17. The points in the cell C(L2) from Example 5.11 are described by the following collection:(
(u(1)2,1), (u

(2)
2,1, u(2)4,1, u(2)4,3)

)
,
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with relations as computed in that example. The coefficient quiver of the representation M of this
running example is shown in Example 5.5 and has four segments. Hence, T = (C∗)4+1 acts on the quiver
Grassmannian Gr e(M). It follows from the position of the vertices in the coefficient quiver that

γ.u(1)2,1 = u(1)2,1γ
0
0 γ2γ

−1
1 ,

γ .u(2)2,1 = u(2)2,1γ
0
0 γ2γ

−1
1 ,

γ .u(2)4,1 = u(2)4,1γ
1
0 γ4γ

−1
1 ,

γ .u(2)4,3 = u(2)4,3γ
0
0 γ4γ

−1
3 ,

because

s(i)k = k, p(1)1 = p(1)2 = 1, p(2)1 = p(2)2 = 2 and p(2)3 = p(2)4 = 1

hold in our running example.

6. GKM-variety structure

6A. One-dimensional torus orbits. We deal now with the one-dimensional torus orbits on Gr e(M),
where, as in the previous sections, M is a nilpotent representation of 1n . We recall that for a basis
vector v(i)j ∈ B(i) such that Miv

(i)
j ̸= 0, we have denoted by j ′ the unique element in [mi+1] such that

Miv
(i)
j = v

(i+1)
j ′ .

Before proving that T acts with finitely many one-dimensional orbits, we give a definition.

Definition 6.1. Let WL be the cell corresponding to the collection (Ki )i∈[n] ∈
∏ (

[mi ]
ei

)
. The triple (i, j, k),

with i ∈ [n], k ∈ Ki and j ∈ [mi ] \ ([k] ∪ Ki ), is said to be terminal for WL if either Miv
(i)
j = 0 or

j ′
∈ Ki+1 and for all v(i

′)
ℓ with s(i

′)
ℓ = s(i)k , p(i

′)
ℓ < p(i)k and ℓ ∈ Ki ′ there exists a v(i

′)
q with s(i

′)
q = s(i)j and

p(i)k − p(i
′)

ℓ = p(i)j − p(i
′)

q .

Here, we used the same notation as in the proof of Corollary 5.15.

Remark 6.2. Notice that, once the collection (Ki )i∈[n] is fixed, for any k ∈ Ki , there is at most one
vertex v(i)j on each segment such that (i, j, k) is terminal. The only case in which a segment has no such
vertex is when the starting point of the segment is contained in one of the K j ’s (and hence, the whole
segment is contained in

⋃
i∈[n]

Ki ).

Example 6.3. The terminal triples for the cell of L2 from Example 5.5 are (2, 2, 1) and (2, 4, 3). The
corresponding terminal vertices are v(2)2 and v(2)4 .

Proposition 6.4. Let M be a nilpotent representation of 1n with d0 indecomposable direct summands,
and let e ≤ dim M be such that Gr e(M) is nonempty. Let T = (C∗)d0+1 act as in Section 5B. Then,

(1) the number of one-dimensional T-orbits on Gr e(M) is finite,

(2) the one-dimensional orbits contained in the cell WL are parametrised by the terminal triples for WL .
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Proof. Since any cell WL is T-stable, any T-orbit is contained in a unique cell, and we can therefore apply
the coordinate description from (5-8), to analyse the T-orbit of a point. Assume to have a point in the cell
corresponding to the collection (Ki )i∈[n] and consider its coordinate description ((u(i)j,k)).

By (5-16),

T .
((

u(i)j,k

))
=

{((
u(i)j,kγ

p(i)j −p(i)k
0 γs(i)j

γ−1
s(i)k

)
j,k

)
i

∣∣ γ0, γ1, . . . , γd0 ∈ C∗

}
.

Observe that ((u(i)j,k)) consists of all 0’s if and only if the corresponding point is the fixed point of WL .
Since we are interested in one-dimensional orbits, we can assume that there is at least one nonzero entry,
say u(i)j,k . We see immediately that if u(i)j,k ̸= 0, then the orbit is one-dimensional only if u(r)h,ℓ = 0 unless
s(r)h = s(i)j , s(r)ℓ = s(i)k , and p(r)h − p(r)ℓ = p(i)j − p(i)k .

Since we have assumed that u(i)j,k ̸= 0, there exists a terminal triple (r, h, ℓ) such that s(r)ℓ = s(i)k ,
s(r)h = s(i)j and p(r)h − p(i)j ≥ 0. We show now by induction on p(r)h − p(i)j that u(i)j,k = u(r)h,ℓ. If p(r)h − p(i)j = 0,
then (i, j, k)= (r, h, ℓ) and the statement is trivial. Otherwise, Miv

(i)
j ̸= 0, and by induction, u(i+1)

j ′,k′ = u(r)h,ℓ.
Observe that if q ∈ Ki+1 \ K ′

i , then s(i+1)
q ̸= s(i)k , and hence, u(i+1)

j ′,q = 0. Therefore, by (5-9), we conclude
that u(i)j,k = u(r)h,ℓ as desired. This also implies p(r)h − p(r)ℓ = p(i)j − p(i)k .

From what we have just discussed, we conclude that there is at most one orbit of dimension one for
any terminal triple. Since there are only finitely many terminal triples, we deduce that T acts on Gr e(M)
with a finite number of one-dimensional orbits.

To prove that there is a one-dimensional orbit for any terminal triple (r, h, ℓ), we only have to observe
that the tuple (u(i)j,k) given by

µ
(i)
j,k =

{
1, if s(i)j = s(r)h , s(i)k = s(r)ℓ and p(r)h − p(i)j = p(r)ℓ − p(i)k ≥ 0,
0, otherwise,

satisfies both (5-9) and (5-10), and its orbit is one-dimensional by the above considerations. □

Corollary 6.5. Let M be a nilpotent representation of 1n with d0 indecomposable direct summands, and
let e ≤ dim M be such that Gr e(M) is nonempty. Then for any L ∈ Gr e(M)T ,

dim WL = #{(i, j, k) | (i, j, k) is a terminal triple for WL}.

Proof. By the previous result, all one-dimensional T-orbits in WL , which contain the fixed point L in their
closures, are parametrised by the set of terminal triples for WL . By [Brion 1999, Section 1.4, Corollary 2],
the number of closed curves through L (which is finite) coincides with the dimension of WL , since L is
the unique isolated fixed point of the rationally smooth T-variety WL . □

Theorem 6.6. Let M be a nilpotent representation of 1n with d0 indecomposable direct summands, and
let e ≤ dim M be such that Gr e(M) is nonempty. Let T := (C∗)d0+1 act on Gr e(M) as in Section 5B.
Then (Gr e(M), T ) is a projective BB-filterable GKM-variety.

Proof. By Corollary 5.15, Gr e(M) is a BB-filterable projective T-variety. By Proposition 6.4, the number
of one-dimensional T-orbits is finite. Hence, the T-action on Gr e(M) is skeletal, since the number of
one-dimensional T-orbits is finite by Theorem 5.14. Then Theorem 1.15 implies that (Gr e(M), T ) is also
a GKM-variety. □
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6B. Combinatorial description of the moment graph. We have just proven that any nonempty quiver
Grassmannian for a nilpotent representation of the quiver 1n , admits the structure of a GKM-variety.
In order to be able to apply the techniques presented in Section 1, first of all we need to describe the
moment graph arising from the torus action.

Definition 6.7. Let Q be a quiver, let M be an object of repk(Q) and let e ≤ dim M be such that Gr e(M)
is nonempty. A subquiver Q′ of Q(M, B) is said to be successor closed with dimension vector e if
# Q′

0 ∩ B(i) = ei for any i ∈ [n], and if for all a ∈ Q(M, B)1 with sa ∈ Q′

0, then also ta ∈ Q′

0.

Denote by SCQ
e (M) the set of successor closed subquivers of Q(M, B) with dimension vector e. Notice

that each S ∈ SCQ
e (M) is a collection of (successor closed) subsegments of the segments of Q(M, B). For

the rest of this section, we restrict to the case where Q =1n and a basis B such that Q(M, B) is aligned.

Definition 6.8. Let S ∈ SC1n
e (M). A connected subquiver of a segment of S is called a movable part

of S if it has the same starting point as the segment.

For S ∈ SC1n
e (M), we denote by MP(S) the set of movable parts of S. Notice that all the segments of

S are contained in MP(S).

Definition 6.9. For S, H ∈ SC1n
e (M), we say that H is obtained from S by a fundamental mutation if we

obtain H from S by moving down exactly one movable part of S.

The definition of successor closed subquiver is known and, for example, is used in [Cerulli Irelli 2011],
whereas movable parts and fundamental mutations are new to the current paper.

Remark 6.10. Whenever we speak about subquivers of Q(M, B), we mean, by abuse of terminology,
full subquivers, so that they are uniquely determined by their set of vertices. In the above definition, the
quiver H is the full subquiver of Q(M, B), whose set of vertices is obtained by removing from S0 the
set of vertices belonging to the movable part and adding the set of vertices corresponding to the target
vertices of the mutation.

Remark 6.11. In Definition 6.9, downwards means that the operation is index increasing in our preferred
basis B (such that Q(M, B) is aligned): if v(i)k is the starting point of the movable part of S, then it can
only be moved to some v(i)j with j > k (and v(i)j ̸∈ S0). The condition S, H ∈ SC1n

e (M) implies that the
target v(r)h of the end point v(r)ℓ of the moved part is

(1) either the end point of the segment s(r)h of Q(M, B) (i.e., Miv
(r)
h = 0),

(2) or the predecessor (in Q(M, B)) of the starting point of the segment s(r)h ∩ H (i.e., v(r+1)
h′ ∈ H0).

Notice that a fundamental mutation of S ∈ SC1n
e (M) is uniquely determined by the vertices v(r)ℓ and v(r)h

above. For convenience, we will denote such a fundamental mutation by µ
(s(r)ℓ ,p(r)ℓ ),(s

(r)
h ,p(r)h )

.

Example 6.12. Consider M and e as in Example 5.5. To describe an element S of SC12
e (M), we

take Q(M, B) and fill in white the vertices which are not contained in S0. The fixed points L1, L2 and L4
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have the following coefficient quivers:

S1 = S2 = S4 =

The mutation µ(2,1),(3,0) : S1 → S2 is subject to Condition (1) of Remark 6.11, whereas the mutation
µ(1,0),(2,0) : S1 → S4 is subject to Condition (2) of Remark 6.11.

Remark 6.13. There are no restrictions on the difference j − k in Remark 6.11, so that it can happen that
a fundamental mutation is the concatenation of two (or more) other fundamental mutations.

Example 6.14. Let Q =12, and take the 12-representation

M = U (1; 1)⊕ U (2; 2)⊕ U (2; 2)⊕ U (2; 1)

and e := (1, 2). We now apply the above constructions in this setting.
The quiver Grassmannian Gr e(M) is isomorphic to the Feigin degeneration of the classical flag

variety Fl3, as explained in [Cerulli Irelli et al. 2012, Proposition 2.7]. With the algorithm as described
in the proof of Proposition 4.8, we obtain the following coefficient quiver for M : The successor closed
subquivers in the set SC12

e (M) are

S1 = S2 = S3 = S4 = S5 = S6 = S7 =

Observe that the basis of M , as obtained with the algorithm from Proposition 4.8, is a permutation
of the basis described in [Cerulli Irelli et al. 2017, Section 6.4] and used in [Cerulli Irelli et al. 2013a,
Remark 3.14]. Here, we order the segments ending over a fixed vertex from long to short. For their
computations shorter segments are above the longer ones if they end over the same vertex, see [Cerulli Irelli
et al. 2017, Example 4]. For the Feigin-degenerate flag variety, their order of segments is described in
Section 7A2.

To determine which fundamental mutation we are applying, we enumerated the four segments
of Q(M, B), increasingly from the top to the bottom and from left to right. From S4, we can obtain S1 via
the mutation µ(1,1),(4,0), or by first applying µ(2,1),(4,0) which gives us S2 and then applying µ(1,1),(2,1).

The combinatorics of such moves on coefficient quivers can be used to describe the moment graph
associated to the T-action on Gr e(M).

For (γ0, . . . , γd0) ∈ T , we define

ϵi : T → C∗, (γ0, γ1, . . . , γd0) 7→ γi , where i ≥ 1,

and
δ : T → C∗, (γ0, γ1, . . . , γd0) 7→ γ0.
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Theorem 6.15. Let M be a nilpotent 1n-representation. The vertices of the moment graph Ge(M)
are in bijection with the set of successor closed subquivers SC1n

e (M). For S, H ∈ SC1n
e (M), there

exists an arrow from S to H in the moment graph if and only if there exists a fundamental mutation
µ(i,p),( j,q)(S)= H. If this is the case, the label of such an edge is given by ϵ j − ϵi + (q − p)δ.

Proof. The successor closed subquivers in the set SC1n
e (M) are in bijection with the C∗-fixed points

of Gr e(M) [Cerulli Irelli 2011, Proposition 1]. By Theorem 5.14, the C∗-fixed points are exactly the
T-fixed points and, hence, the vertices of the moment graph.

Let S ∈ SC1n
e (M). Under the bijection from [Cerulli Irelli 2011, Proposition 1], we have that the

corresponding collection (Ki )i∈[n] is given by Ki := S0 ∩ B(i). Let L be the corresponding quiver
representation. It follows from Remark 6.11 that there is a bijection{

(r, h, ℓ)
∣∣ (r, h, ℓ) is a terminal

triple for WL

}
↔

{
µ(i,p)( j,q)

∣∣ there exists H ∈ SC1n
e (M)

such that H = µ(i,p)( j,q)S

}
which sends (r, h, ℓ) to the fundamental mutationµ

(s(r)ℓ ,p(r)ℓ ),(s
(r)
h ,p(r)h )

. The edge label is a direct consequence
of the description of the T-action in the proof of Proposition 6.4. □

Remark 6.16. The orientation of the moment graph depends on the choice of the basis B for the
Q-representation M and on the attractive grading on Q(M, B)0, which determines the cocharacter
χ : C∗

→ T as in Theorem 5.14. But the vertices and unoriented edges only depend on the T-action,
which is independent of the order of the segments in the coefficient quiver. Hence, the unoriented graph
for Example 6.14 coincides with the one given in Section 7A2.

Remark 6.17. We can equip the set SC1n
e (M) with a partial order, given by the transitive closure of

the relation H ≤ S if H = µ(h,p),(ℓ,q)(S). It is then possible to refine this to a total order, which is
compatible with Theorem 1.15. This is used to determine the order of the fixed points in Example 6.14
and Example 7.7.

7. Special cases

7A. Quiver Grassmannians for equioriented quivers of type A. The constructions, as introduced in
Section 4 and Section 5, also apply to equioriented quivers of type A. The following result is a special
case of Theorem 6.6:

Corollary 7.1. Let Q be an equioriented quiver of type A on n vertices. Let M be a representation of Q
with d0 indecomposable direct summands. Take a dimension vector e ≤ dim M such that Gr e(M) is
nonempty. With respect to the action of the torus T := (C∗)d0+1, this quiver Grassmannian is a projective
BB-filterable GKM-variety.

Proof. All indecomposable representations of Q are indecomposable nilpotent representations of 1n . □

7A1. Recovering the Bruhat graph. Let Fln+1 denote the variety of complete flags of subspaces in Cn+1

as in Example 3.7. This variety can be obtained as Gr e(M) for M = U1,n ⊗ Cn+1 and e = (1, 2, . . . , n).
The coefficient quiver consists of n +1 segments, all of length n, starting in 1. A subquiver S of Q(M, B)
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Figure 3. For n = 4, the coefficient quiver of this representation (left) and after reordering
the segments (right).

is successor closed if and only if Ki := S0 ∩ B(i) ⊂ Ki+1 := S0 ∩ B(i+1) for any i ∈ [n − 1]. Therefore,
SC1n

e (M) is in bijection with the set Sn+1 of permutations of [n + 1]: if S ∈ SC1n
e (M), then the

corresponding permutation σS sends i ∈ [n + 1] to the unique element, contained in Ki \ Ki−1, where, by
convention, K0 = ∅ and Kn+1 = [n + 1].

Let v(i)k be the starting point of a segment in S ∈ SC1n
e (M), and assume that j > k is such that v(i)j ̸∈ Ki ,

then there is exactly one movable part of the i-th segment which can be moved to the segment j . We
observe that, in permutation terms, this is equivalent to left multiplying σS by (i, j). Since the end point
v
(r)
k of the movable part lies on the k-th segment in position r , and the vertex v(r)j lies on the j -th segment,

also in position r , we deduce that the corresponding edge is labelled by the torus character ϵ j − ϵi . Thus,
the 0-th coordinate of any element (γ0, γ1, . . . , γn+1) ∈ T = C∗

× (C∗)n+1
= C∗

× T ′ acts trivially, and
the action of T ′ on Fln+1 coincides with the action of the maximal torus of diagonal matrices in GLn+1

(induced by the natural action of GLn+1 on Cn+1).

Remark 7.2. The moment graph we have just described is the so-called Bruhat graph. The partial order,
obtained as in Remark 6.17, is in this case nothing but the (opposite) Bruhat order.

7A2. Feigin degeneration of Fln+1. Replacing the identity maps of the quiver representation M from
the previous subsection by arbitrary linear maps, we obtain the linear degenerations of the flag variety
introduced in [Cerulli Irelli et al. 2017]. It is, therefore, possible to apply Theorem 6.15 and Theorem 2.12
to this class of varieties.

In particular, we can recover the moment graph, for the Feigin degeneration of the flag variety (denoted
by Fla

n+1), as constructed in [Cerulli Irelli et al. 2013a, Section 3.2]. This is a special degeneration where
we replace the identity map along the i-th arrow by the projection pri+1.

For n = 4, the coefficient quiver of this representation is displayed on the left in Figure 3 and after
reordering the segments, we arrive at the right picture in Figure 3. The basis corresponding to the
right picture satisfies the assumptions of an aligned coefficient quiver and is the same as described in
[Cerulli Irelli et al. 2013a, Remark 3.14]. We obtain an attractive grading if we use the row indices as
weights for the corresponding basis vectors. Hence, we can apply the results from Section 6 in this setting.

By [Cerulli Irelli et al. 2013a, Equation (2.1), Remark 3.14], the admissible collections S, which
parametrise the vertices of the moment graph, are a special case of the tuple of index sets (Ki )i∈[n],
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as in Lemma 5.4. The one-dimensional orbits, starting at the vertex parametrised by S, are parametrised by
S-effective pairs [Cerulli Irelli et al. 2013a, Definition 3.5]. Their geometric interpretation in [Cerulli Irelli
et al. 2013a, Remark 3.6] coincides with the description of fundamental mutations of the coefficient
quiver, corresponding to the admissible collection S. Hence, the indices of the S-effective pairs and the
leading indices of the fundamental mutations coincide, if we use the same order of the indecomposable
summands of the quiver representation.

The structure of the unoriented moment graph is independent of the chosen basis, as long as the basis
yields an aligned coefficient quiver. But to recover the edge labels as in [Cerulli Irelli et al. 2013a, Theo-
rem 3.18], we have to use the basis described above instead of the one from Example 6.14. Nevertheless,
the edge labels are slightly different, since our torus has one additional parameter, which is required to
obtain finitely many one-dimensional orbits for general quiver Grassmannians for the cyclic quiver.

For the equioriented quiver of type A, the parameter γ0 is not necessary to obtain the structure of a
GKM-variety. Instead we can work with the subtorus T ′ as defined in Section 5B, where we set γ0 equal
to one. In the following example, we exhibit the different edge labels for n = 3:

Example 7.3. The T- (and T ′-)fixed points in Fla
3 are given by

p1 = p2 = p3 = p4 = p5 = p6 = p7 =

In Figure 4 (left), we have the moment graph for the T-action on Fla
3 and in Figure 4 (right), we have

the moment graph for the T ′-action, which coincides with the results in [Cerulli Irelli et al. 2013a,
Example 3.17, Theorem 3.18].

p7

ϵ3 −
ϵ1 +

δ ϵ4 − ϵ2ϵ3 − ϵ2

p6
ϵ4 −

ϵ3
ϵ 2

−
ϵ 1

+
δ

p5
ϵ3 −
ϵ2

ϵ4 −
ϵ2

p4

ϵ 3
−
ϵ 2

ϵ 3
−
ϵ 1

+
δp3

ϵ4 −
ϵ3

p2

ϵ 2
−
ϵ 1

+
δ

p1

p7

ϵ3 −
ϵ1 ϵ4 − ϵ2ϵ3 − ϵ2

p6
ϵ4 −

ϵ3ϵ 2
−
ϵ 1

p5
ϵ3 −
ϵ2

ϵ4 −
ϵ2

p4

ϵ 3
−
ϵ 2

ϵ 3
−
ϵ 1

p3
ϵ4 −
ϵ3

p2

ϵ 2
−
ϵ 1

p1

Figure 4. The moment graph for the T -action on Fla
3 (left), and the moment graph for

the T ′-action (right).
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7B. Linear degenerations of the affine Grassmannian and the affine flag variety of type A. We briefly
recall the definition of the affine Grassmannian, its linear degenerations and their finite-dimensional
approximations (see [Feigin et al. 2017] and [Pütz 2022, Section 3 and 6] for more details). Let P ⊂ ĝln
be the maximal parahoric subgroup. The affine Grassmannian of type gln is defined as Gr( ĝln) := ĝln/P .
For ℓ ∈ Z, define

Vℓ := span(vℓ, vℓ−1, vℓ−2, . . . )

as the subspace of the infinite-dimensional vector space V with basis vectors vi for all i ∈ Z. The Sato
Grassmannian SGrk for k ∈ Z is defined as

SGrk :=
{
U ⊂ V | there exists an ℓ < k s.t. Vℓ ⊂ U and dim U/Vℓ = k − ℓ

}
.

Proposition 7.4 (cf. [Feigin et al. 2017, Section 1.3]). The affine Grassmannian Gr( ĝln) as a subset in
the Sato Grassmannian is parametrised as

Gr( ĝln)∼= {U ∈ SGr0 | U ⊆ snU },

where sn : V → V maps vi to vi+n for all i ∈ Z.

It is possible to define linear degenerations in the same way as for the affine flag variety (see [Pütz
2022, Definition 6.2]). For a linear map f : V → V , the f-linear degenerate affine Grassmannian is
defined as

Gr f ( ĝln) := {U ∈ SGr0 | f U ⊆ U }.

The degeneration
Gr a(ĝln) := {U ∈ SGr0 | s−n ◦ pr1 ◦ pr2 ◦ · · · ◦ prn U ⊆ U }

was already studied in [Feigin et al. 2017]. For a positive integer N ∈ N, the finite approximation of the
f -linear degenerate affine Grassmannian is defined as

Gr f
N ( ĝln) := {U ∈ Gr f ( ĝln) | V−N ⊆ U ⊆ VN }.

Utilising the finite-dimensional vector space

V(N ) := span(vN , vN−1, . . . , v−N+2, v−N+1),

we can identify each finite-dimensional approximation with a quiver Grassmannian (see [Pütz 2022,
Theorem 6.3]):

Gr f
N ( ĝln)

∼= Gr N (M
f

N ),

where M f
N := (V(N ), f |V(N )). A linear degeneration is called nilpotent if f |V(N ) is nilpotent for every N ∈ N.

In this case, M f
N is a nilpotent representation of the loop quiver (see [Pütz 2022, Remark 6.5]). The iso-

morphism classes of nilpotent degenerations are parametrised by the corank of f [Pütz 2022, Section 6.4].
We call Gr f

N ( ĝln) a partial degeneration if the corank of f is between the corank of s−n and the corank
of s−n ◦ pr1 ◦ · · · ◦ prn . The corresponding isomorphism classes of nilpotent linear degenerations between
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Gr(ĝln) and Gr a(ĝln) are labelled by the integers k ∈ {0, 1, . . . , n}, where zero corresponds to the affine
Grassmannian and n to Gr a(ĝln). Each isomorphism class has the representative

Gr k(ĝln) := {U ∈ SGr0 | s−n ◦ pr1 ◦ pr2 ◦ · · · ◦ prk U ⊆ U }.

Proposition 7.5. For k ∈ {0, 1, . . . , n}, the finite approximations of nilpotent partial degenerations can be
realised as quiver Grassmannians in the following way:

Gr k
N ( ĝln)

∼= Gr nN (A2N ⊗ Cn−k
⊕ AN ⊗ C2k),

where AN ∼= C[t]/(t N ).

This is a special case of the construction in [Pütz 2022, Theorem 3.7, Lemma 4.14].

Lemma 7.6. The quiver Grassmannians providing finite approximations for nilpotent linear degenerations
of affine Grassmannians and affine flag varieties are BB-filterable GKM-varieties.

Proof. The quiver representations as in Proposition 7.5 and [Pütz 2022, Lemma 4.14], which are used to
define the approximations, satisfy the assumptions of Theorem 6.6. □

These quiver Grassmannians are, in general, not normal, which implies that it is not possible to apply
[Gonzales 2014, Theorem 6.9], in order to compute the S-module basis of the T-equivariant cohomology.
Nevertheless, by Theorem 2.12, Gonzales’ recipe also works in our setting.

Example 7.7. For n = 2, there are three isomorphism classes of linear degenerations of the affine
Grassmannian. We want to consider the representative Gr k( ĝln) for k = 1. This corresponds to the
intermediate degeneration between the (nondegenerate) affine Grassmannian and its degeneration Gr a(ĝl2).

For N = 1, its approximation is isomorphic to the quiver Grassmannian Gr 2(M) for the representation
M = A2 ⊕ A1 ⊕ A1. By Lemma 7.6, we know that this quiver Grassmannian admits a T-action such that
it becomes a BB-filterable GKM-variety. We can also apply Theorem 6.15 to compute its moment graph.
There are four torus fixed points, corresponding to the following successor closed subquivers:

p1 = p2 = p3 = p4 =

If we number the segments in the coefficient quiver from top to bottom, we obtain the moment graph

p4 p3

p2

p1

ϵ2 − ϵ1

ϵ3 −
ϵ1 ϵ 3

−
ϵ 2

ϵ 3
−
ϵ 1

−
δ

ϵ2 − ϵ1 − δ
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θ1 =

1 1
1
1

,
θ2 =

2ϵ1 − ϵ2 − ϵ3 + δ ϵ1 − ϵ3 + δ

ϵ1 − ϵ2 + δ

0

,
θ3 =

(ϵ3 − ϵ1)(ϵ3 − ϵ2 − δ) (ϵ3 − ϵ2)(ϵ3 − ϵ1 − δ)

0
0

,
θ4 =

(ϵ3 − ϵ1)(ϵ2 − ϵ1) 0
0
0


Figure 5. S-module basis of the T-equivariant cohomology

In particular, we can apply Theorem 2.12 in order to compute the S-module basis for the T-equivariant
cohomology. The results of this computation are presented in Figure 5. For the filtered T-stable subvarieties
corresponding to the fixed points, we use the same notation as in Theorem 1.15. Observe that Z4 is not
smooth in p2 and p3, We apply Lemma 2.1 (3) to compute the equivariant Euler classes EuT (p2, Z4) and
EuT (p3, Z4). These computations are described in the Appendix. For all other equivariant Euler classes
we can apply Lemma 2.1 (1).

We conclude this example by describing the ring structure of H•

T (Gr 2(M)). Under localisation, the
addition and multiplication laws, are defined componentwise. It is, hence, immediate to see that θ1 is the
unit of the ring. It is also easy to check that

θ2
2 = (ϵ1 − ϵ2 + δ)θ2 + θ3 + 2θ4,

θ2θ3 = θ3θ2 = (ϵ1 − ϵ3 + δ)θ3 + (ϵ2 − ϵ3 + δ)θ4,

θ2θ4 = θ4θ2 = (2ϵ1 − ϵ2 − ϵ3 + δ)θ4,

θ2
3 = (ϵ3 − ϵ2)(ϵ3 − ϵ1 − δ)θ3 + (ϵ1 − ϵ2)(ϵ3 − ϵ2 − δ)θ4,

θ3θ4 = θ4θ3 = (ϵ3 − ϵ1)(ϵ3 − ϵ2 − δ)θ4,

θ2
4 = (ϵ3 − ϵ1)(ϵ2 − ϵ1)θ4.

This completely determines the ring structure of H•

T (Gr 2(M)). We observe that the equivariant cohomol-
ogy is an S-algebra and that S acts diagonally under localisation. By looking at the above multiplication
table, we immediately see that there are two possible subsets of our module basis which generate
H•

T (Gr 2(M)) as an S-algebra: {θ2, θ3} and {θ2, θ4}. Recall that we have been focusing on cohomology
with rational coefficients. Actually, our basis {θ1, . . . , θ4} generates the equivariant cohomology with
coefficients in any field. On the other hand, if the field has characteristic 2, only {θ2, θ4} generates
H•

T (Gr 2(M)) as an algebra.
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8. Open problems and further research directions

Constructions and results presented in this paper are a first step towards the application of moment graph
techniques to the investigation of quiver Grassmannians, related combinatorics and representation theory.
We believe that this is only the tip of the iceberg. We list here some of the questions which remain to
be addressed.

8A. Explicit formulae for the θ-basis. In the classical setting of flag varieties, it is possible to give an
explicit formula for any entry of the GKM-presentation of an equivariant Schubert class. This formula
is known as the Billey formula because of the article [Billey 1999], but had already been noticed by
Andersen, Jantzen and Soergel [Andersen et al. 1994, Appendix D]. Explicit, positive Billey formulae for
varieties other than flag varieties were asked for by Tymoczko [2016, Question 15].

It would be hence interesting to provide such formulae at least for some special class of nilpotent
1n-representations.

Recall that the determination of the θ basis relies on the computation of equivariant Euler classes, so
that to get an analogue of Billey formula it is first necessary to have an explicit formula for such classes.
In the flag variety case this is achieved by Arabia [1998, Section 2.7, Equation (27)] by exploiting Bott–
Samelson resolutions. Therefore, a strategy to obtain the desired formulae is to first find an equivariant
desingularisation of the quiver Grassmannian of interest, then compute the equivariant Euler classes and
finally use them to determine the formula for the θ -basis, as we do in Example 7.7.

After this paper was written, (equivariant) resolutions for a (very special) class of nilpotent representa-
tions for the equioriented cycle have been constructed in [Feigin et al. 2023]. This construction has not
been applied to calculate equivariant Euler classes yet.

8B. Extension to a broader class of quiver Grassmannians. For string representations, C∗-actions on
quiver Grassmannians have been studied by Cerulli Irelli [2011]. These are representations such that
there exists a basis for which the coefficient quiver of the representation consists only of orientations of
Dynkin diagrams of type A. He gives a combinatorial description of the fixed points in terms of successor
closed subquivers in the coefficient quiver. In the case of nilpotent representations of the equioriented
cycle, the same description is valid for the fixed points of the higher rank torus as introduced above
(see Theorem 6.15). The results of Cerulli Irelli [2011] were generalised to the setting of tree and band
representations by Haupt [2012]. These are representations with coefficient quivers consisting of oriented
trees and bands.

The C∗-action, as introduced in [Cerulli Irelli 2011], is subject to slightly less restrictive conditions
than our assumptions in the definition of attractive gradings (see Definition 3.10). Hence, we believe
that it is possible to generalise our results (concerning the cellular decomposition, torus action and the
moment graph structure) from the present paper to the setting of string, band and tree representations
which admit an attractive grading and some sort of aligned coefficient quiver (see Remark 4.9). This
combination was important to prove existence of the cellular decomposition.
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Thus, the first step towards a generalisation would be to find the class of quiver representations which ad-
mit attractive gradings and aligned coefficient quivers. Then one has to check if these assumptions are suffi-
cient to obtain a cellular decomposition of the corresponding quiver Grassmannians. Next, one has to adapt
the construction for the action of the larger torus to this setting and check if it has the desired properties.

8C. Applications to geometric representation theory. Geometric representation theory exploits geometric
tools to investigate representations of groups or algebras. If on one hand the geometric realisation of
a representation allows one to apply geometric methods, on the other hand it is often not very explicit.
Tymoczko [2008b] studied Weyl group representations on cohomology rings of Schubert varieties via
GKM-theory, obtaining hence an explicit description of the space and at the same time the desired
geometric construction. In the survey paper [Tymoczko 2008a], she proposes the challenge to find other
spaces whose (equivariant) cohomology rings are endowed with group actions and which can be described
via GKM-theory.

After the first version of this paper was written, we managed in [Lanini and Pütz 2023] to extend
Tymoczko’s work [2008b] and equip, under some technical assumptions, the equivariant cohomology of
quiver Grassmannians for nilpotent representations of the equioriented cycle with the action of appropriate
products of symmetric groups. These representations were studied and decomposed into irreducible
representations in [Lanini and Pütz 2023]. Moreover, under the same technical assumptions, the action
of a certain Nil Hecke ring on the equivariant cohomology was obtained (see [Lanini and Pütz 2023,
Theorem 6.8]), but not investigated. While in the classical setting of the flag variety the equivariant
cohomology is a cyclic module for the action of the Nil Hecke ring, in the quiver Grassmannian case
this does not hold any more. Thus, it would be interesting to further investigate this Nil Hecke algebra
module structure. For instance, it would be fascinating to determine when the equivariant cohomology is
a cyclic module for the Nil Hecke algebra.

8D. Sheaves on moment graphs for quiver Grassmannians. Given an oriented graph without oriented
cycles whose edges are labelled by elements of a Z-module, it is possible to define the corresponding
category of sheaves on it (see, for example, [Fiebig 2008]).

If the graph is the moment graph of a torus action on a complex projective GKM-algebraic variety
equipped with a T-stable (Whitney) stratification, as in [Braden and MacPherson 2001, Section 1.1], then
an appropriate class of sheaves on this moment graph (the so-called BMP-sheaves) allows one to compute
T-equivariant intersection cohomology. In general, the cellularisations of the quiver Grassmannians that
we obtain in this article are not stratifications. Nevertheless, it would be interesting to find some classes
of quiver Grassmannians of nilpotent representations of the equioriented cycle such that we do get a
stratification. For example, in the special case treated in [Feigin et al. 2023], a stratification is obtained,
and it is, hence, possible to apply Braden–MacPherson theory to determine the equivariant intersection
cohomology. It would be interesting to see whether the Poincaré polynomials of the local intersection
cohomology groups have interesting combinatorial features, as it happens in the flag variety case, where
one gets Kazhdan–Lusztig polynomials.
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The study of categories of sheaves on moment graphs coming form the GKM-variety structure on
quiver Grassmannians for nilpotent quiver representations has not yet be initiated, but we expect it to be
fruitful.

If the moment graph is the Bruhat graph of some Coxeter group (or a parabolic analogue), the full
subcategory of BMP sheaves produces a (weak) categorification of the Hecke algebra (or a certain
parabolic module over it, see [Lanini 2014]) of the underlying Coxeter group. By [Fiebig 2008], it is in
fact a moment graph realisation of the famous category of Soergel bimodules. This fact led to interesting
categorical lifting of properties of Kazhdan–Lusztig polynomials (see, e.g., [Lanini 2012; 2015]).

We believe that the investigation of the category B of BMP-sheaves at the very least for the quiver
Grassmannians appearing in [Feigin et al. 2023] is worth to be pursued. In this case, the Grothendieck
group of B has a basis indexed by a combinatorially interesting set, that is the set of Grassmann necklaces,
or of juggling patterns.

8E. Combinatorics of moment graphs coming from quiver Grassmannians. A combinatorial study of
the moment graphs obtained by our construction might produce interesting algebro-combinatorial results,
as well as have geometrical consequences.

If the underlying GKM variety is coming from a (full) flag variety of an algebraic group (acted upon
by a maximal torus of such a group), the obtained moment graph is called Bruhat graph and was firstly
considered by Dyer [1991]. There is a vast literature on Bruhat graph combinatorics and applications,
and we would be surprised if the combinatorics of our moment graphs were not of some interest itself.
For example, in the case of the quiver Grassmannians studied in [Feigin et al. 2023], the resulting
moment graphs can be described in terms of Grassmann necklace combinatorics (see [Feigin et al. 2023,
Proposition 6.3]).

As for the geometric applications of a combinatorial study of the moment graphs, we only mention the
possibility of reading off from the graphs the rational smoothness of the variety at a given fixed point
(see, for example, [Brion 1999]). In the case of a Bruhat graph, this led to the so–called Carrel–Peterson
sufficient and necessary criterion for a KL-polynomial to be equal to 1. It would be certainly relevant to
have a purely combinatorial criterion for a successor closed subquiver to index a rationally smooth point
of a quiver Grassmannian for a nilpotent 1n-representation.

Appendix: Equivariant desingularisations of quiver Grassmannians

By Lemma 2.1 (3), equivariant desingularisations can be used to compute the equivariant Euler classes at
singular points. In [Cerulli Irelli et al. 2013a], desingularisations of quiver Grassmannians for Dynkin
quivers are provided. More general constructions for quiver Grassmannians can be found in [Keller and
Scherotzke 2014; Scherotzke 2017]. The explicit nature of [Cerulli Irelli et al. 2013a] seemed, to us, to
be better suited for our purposes and to the approach of the present article, allowing us to work with a
coordinate description, to define torus actions and hence to obtain the needed equivariant resolutions.
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We expect that the construction in [Cerulli Irelli et al. 2013a] can be generalised to the equioriented
cycle, where some of their key assumptions are not satisfied. For the rest of this appendix, we restrict us
to the special case of the quiver Grassmannian from Example 7.7. In this special case, we construct an
equivariant resolution of singularities, by adapting methods from [Cerulli Irelli et al. 2013b].

Following the procedure from [Cerulli Irelli et al. 2013b, Section 8.1], we obtain

Q̂ =

a

b

and M̂ = C4 C

M̂a

M̂b

with tM̂a =


1
0
0
0

 and M̂b =


0
1
0
0


Remark A.1. In the notation of the previous sections, we have Q̂ =12 and M̂ = U (1; 3)⊕U (1; 1)⊗C2.
Hence, M̂ is also a nilpotent representation of a quiver of affine type A. The shape of Q̂ depends on the
structure of M , and it is, in general, not of the same type as Q.

Observe that Q̂ and M̂ fail to satisfy the assumptions in [Cerulli Irelli et al. 2013b, Proposition 7.1].
Nevertheless, we obtain similar results about the desingularisation as in [Cerulli Irelli et al. 2013b,
Section 7].

Recall that each dot in the coefficient quiver Q(M̂) stands for one basis vector of the vector spaces
in the representation. We define a T-action on the vector space M̂1 ⊕ M̂2 by declaring that the element
(γ0, γ1, γ2, γ3) ∈ T acts on the basis vectors as follows:

γ1 γ1

γ0γ1

γ2

γ3

We also consider the C∗-action on M̂1 ⊕ M̂2 induced by the generic cocharacter C∗
→ T given by

z 7→ (z, z, z3, z4).

It is immediate to see that the above defined T- and C∗-actions on M̂1 ⊕ M̂2 extend to actions on the
(nonempty) quiver Grassmannians for M̂ . Since it corresponds to an attractive grading, the C∗-action
induces cellularisations of these quiver Grassmannians by Theorem 5.7.

For U ∈ Gr e(M), we denote by SU the subvariety of Gr e(M) which consists of subrepresentations
in Gr e(M), which are isomorphic to U (as quiver representations). In Gr 2(M), there are two isomor-
phism classes of subrepresentations with representatives U1 = A2 and U2 = A1 ⊕ A1. Thus, we have
Gr 2(M)= SU1 ⊔SU2 . For U1 and U2, we compute the Q̂-representations, in the same way as done for
M , and obtain Û1 = U (1; 3) and Û2 = U (1; 1)⊕ U (1; 1). Their dimension vectors are dim Û1 = (2, 1)
and dim Û2 = (2, 0), and it follows from the definition of M̂ that

Gr (2,1)(M̂)∼= Gr 1(C
3) and Gr (2,0)(M̂)∼= Gr 2(C

3). (A-2)

Therefore, Gr (2,1)(M̂) and Gr (2,0)(M̂) are irreducible and smooth.
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The top-dimensional cells in both Grassmannians are attractive loci of the fixed points q̂1 and q̂2, which
are isomorphic to Û1 ∈ Gr (2,1)(M̂) and Û2 ∈ Gr (2,0)(M̂), respectively, and correspond to the following
successor closed subquivers of Q(M̂):

q̂1 = and q̂2 =

The T-action equips both Grassmannians with the structure of a GKM-variety. Starting from these fixed
points, we compute the moment graphs of both Grassmannians analogously to Theorem 6.15. Observe
that the labels are different from the ones we would get from Theorem 6.15, as we do not use the T-action
as defined in Section 5B, but rather an action which is compatible with the T-action on Gr 2(M). More
precisely, the moment graph corresponding to (Gr (2,1)(M̂), T ), respectively to (Gr (2,0)(M̂), T ), is the
full (labelled) subgraph of the moment graph in Example 7.7 whose vertex set is {p2, p3, p4}, respectively
{p1, p2, p3}.

As in [Cerulli Irelli et al. 2013b, Section 7], for U ∈ {U1,U2}, we define the map

π[U ] : Gr dim Û (M̂)→ Gr 2(M).

In our case, it has the explicit form V = (V1, V2) 7→ V1, so that π[U1](q̂1)= p4 and π[U2](q̂2)= p3. As
before, p3 and p4 are the fixed points in Gr 2(M) as computed in Example 7.7.

For our example, the same conclusions as in [Cerulli Irelli et al. 2013b, Theorem 7.5] hold true.

Proposition A.3. With the same notation as before, for U ∈ {U1,U2}, we have

(1) Grdim Û (M̂) is smooth and irreducible,

(2) the map π[U ] is projective and T-equivariant,

(3) the image of π[U ] is closed in Gr 2(M) and contains SU ,

(4) the map π[U ] is one-to-one over SU .

Proof. Part (1) follows from (A-2), as already noticed. Since both Grassmannians of subspaces are
projective, the projectivity of π[U ] is clear.

The T-equivariance follows immediately from the coordinate description of the maps π[U ], induced by
the cellular decompositions of the involved quiver Grassmannians. The image of π[U ] is closed, since
projective morphisms are closed. By construction π[U ] is one-to-one even over SU , and hence its image
contains SU . □

Corollary A.4. With the same notation as before, for U ∈ {U1,U2}, the map

π =

∐
U∈{U1,U2}

π[U ] :

∐
U∈{U1,U2}

Gr dim Û (M̂)→ Gr 2(M)

is a T-equivariant desingularisation of Gr 2(M).
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Proof. By Proposition A.3, π is T-equivariant, and the closure of SÛ is the whole quiver Grassmannian
Gr dim Û (M̂). Hence, it is smooth and of the same dimension as the quiver Grassmannian. The rest of the
proof is analogous to the proof of [Cerulli Irelli et al. 2013b, Corollary 7.7]. □

By Corollary A.4, we can apply Lemma 2.1 (3) to π and compute

EuT (p2, Z4)
−1

=
ϵ2 − ϵ3 − δ

(ϵ3 − ϵ1)(ϵ3 − ϵ2)(ϵ2 − ϵ1 − δ)
,

EuT (p3, Z4)
−1

=
ϵ2 − ϵ3 + δ

(ϵ3 − ϵ2)(ϵ2 − ϵ1)(ϵ3 − ϵ1 − δ)
.

Remark A.5. In particular, this example is compatible with the irreducibility conjecture for the resolving
quiver Grassmannians Grdim Û (M̂), as stated in [Cerulli Irelli et al. 2013b, Remark 7.8], whereas in
general quiver Grassmannians for the cycle are not irreducible.
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