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Abstract

The abundance of literature on ethical concerns regard-

ing artificial intelligence (AI) highlights the need to

systematize, integrate, and categorize existing efforts

through a systematic literature review. The article aims

to investigate prevalent concerns, proposed solutions,

and prominent ethical approaches within the field.

Considering 309 articles from the beginning of the

publications in this field up until December 2021, this

systematic literature review clarifies what the ethical

concerns regarding AI are, and it charts them into two

groups: (i) ethical concerns that arise from the design

of AI and (ii) ethical concerns that arise from human–
AI interactions. The analysis of the obtained sample

highlights the most recurrent ethical concerns. Finally,

it exposes the main proposals of the literature to handle

the ethical concerns according to the main ethical

approaches. It interprets the findings to lay the founda-

tions for future research on the ethics of AI.
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1 | INTRODUCTION

The debate on the ethics of artificial intelligence (AI) is lively and multifaceted. Some authors
identify ethical issues regarding the design, use, and deployment of AI-based systems and their
impact on business and society (Coeckelbergh, 2021; Martin, 2019; Tollon, 2021). Others discuss
what moral status should be granted to machines (Awad et al., 2019; Smith & Vickers, 2021)
and how to deal with the “responsibility gap,” when no clear party is held responsible for the
actions performed by an AI system (Orr & Davis, 2020). Other contributions discuss the
challenges presented by human–machine interaction (Losbichler & Lehner, 2021; Miller, 2019),
privacy protection (Guha et al., 2021; McStay, 2020), or the impact on specific fields, such as
business strategies. An example of the latter is Callanan et al. (2021), who focus on data mining
and automated prediction strategies. This growing literature can be attributed to the continu-
ously increasing pervasiveness of AI and 4.0 revolution instruments in business and in the
everyday life of society at large (Schwab, 2016; World Economic Forum, 2023). While these
technologies and their improvements are beneficial from many perspectives, they invariably
also draw our attention to the problems and concerns they may give rise to.

Given the number and variety of themes and perspectives in AI ethics, a systematization of
this vast body of knowledge is a particularly desirable contribution. Consequently, many
valuable efforts have been directed towards obtaining a net systematization of the literature.
However, most of them tend to focus on categorizing ethical issues related to a specific field
(Borges et al., 2021; Hunkenschroer & Luetge, 2022; Morley et al., 2020) or on guiding princi-
ples (Jobin et al., 2019; Khan et al., 2021). But these contributions fail to propose solutions to
handle these issues, or when they do, they omit any analysis of the ethical approaches that
underpin them. And this analysis is important because it represents a bridge between academic
research and business practices in utilizing AI technology for the betterment of society and
human well-being. In addition, by understanding the underlying moral philosophies, we can
have more meaningful and coherent discussions about AI ethics, and it can help us identify and
address weaknesses in existing approaches, rendering them more effective in dealing with AI's
complex ethical challenges. For these reasons, this article presents a systematic literature review
to investigate prevalent concerns, proposed solutions, and prominent ethical approaches that
aim to strengthen the ways in which ethical concerns in AI ethics are addressed.

Hence, the work described in this article fulfills a threefold purpose. First, it identifies the
most relevant ethical concerns in the literature of AI. Second, it describes the main proposals
and solutions in existing academic literature to handle these concerns. Third, it investigates the
ethical approaches that these solutions are based on. To achieve these aims, the article follows
the methodology of a systematic literature review that analyzes 309 articles from 1986 until
December 31, 2021. The article is structured around the stages suggested by Rowley and Slack
(2004): (i) giving a basic definition of the topic; (ii) clarifying why the subject is of interest;
(iii) expounding what research has already been undertaken on the topic; and (iv) providing a
clear summary of the research opportunities and objectives that emerge from the literature
review.

Following this structure, Section 2 briefly presents the definition and importance of ethics
in AI. Then, it discusses existing reviews on the ethics of AI identifying research gaps. This is
followed by an analysis of the protocol, the search, the criteria, and the quality assessment
adopted in this article. Section 3 presents the quantitative and thematic analysis of the
309 academic articles of the sample, describing the solutions found in the literature to manage
AI-related ethical concerns. It also examines—as a novelty in the literature—the ethical
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approaches supporting these proposals. Finally, the conclusion offers a critical assessment of
the findings and identifies new research paths.

2 | CHARACTERIZING AI ETHICS

2.1 | The ethical dimension of AI and previous contributions

According to the definition given by the latest revision of the European Union (EU) AI act, AI
is “a machine-based system that is designed to operate with varying levels of autonomy and that
can, for explicit or implicit objectives, generate outputs such as predictions, recommendations,
or decisions that influence physical or virtual environments” (European Parliament, 2023,
p. 137). This definition is in line with the OECD's definition1 and underscores several crucial
aspects of AI-based systems: their goal-oriented essence, varying levels of autonomy, the
breadth of generated outputs, and their potential influence across diverse sectors.

The academic literature highlights two main reasons why an ethical analysis of AI-based
technologies is important. First, technology is never an unstoppable force of nature but always
a human product (Harambam et al., 2018), and therefore, it is a vehicle of moral intentions due
to the cultural context, pushing the user to a specific act (Benanti, 2019) and must be subjected
to moral discernment (Rosenberger & Verbeek, 2015). Nevertheless, in the AI field, there is an
attitude of technological determinism (Greene et al., 2019). In this context, contributions from
ethicists would be crucial to prevent that “the task of understanding the nuances emerging
from analytics is just left to statisticians” (Grodzinsky, 2017, pp. 227–228). According to Gabriel
(2020), the challenge of integrating the ethical perspective within AI-based technologies design
is twofold and regards both the technical ability to encode it formally and what principles
should be encoded. Second, as noticed by Dignum (2018), ethics and AI are related at several
levels. There is ethics by design, which is “the technical/algorithmic integration of ethical rea-
soning capabilities as part of the behavior of an artificial autonomous system” (p. 2). Another is
ethics in AI design, involving the regulatory and engineering techniques that enable the exami-
nation and appraisal of the ethical consequences stemming from the integration or replacement
of conventional social structures by AI systems. Finally, there is ethics for AI design, which is
“the codes of conduct, standards and certification processes that ensure the integrity of
developers and users as they research, design, construct, employ and manage artificial intelli-
gent systems” (Dignum, 2018, p. 2).

The abundant literature on ethical concerns in AI illustrates the importance given to the
topic by academic research. Several literature reviews have been published since 2016 with
the aim to systematize existing literature on AI from different perspectives. Table 1 offers an
overview of these publications, highlighting the scope chosen by the authors when addressing
their systematic literature review and the total number of articles considered.

Only a few contributions listed in Table 1 adopt both a general approach to AI ethics and
the objective to map the main ethical concerns or principles (Ashok et al., 2022; Jobin
et al., 2019; Khan et al., 2021; Meek et al., 2016). Additionally, the existing literature does not
provide a clear exposition of the solutions proposed to face these concerns nor does it explain
the ethical frameworks adopted to solve ethical concerns related to AI. We think this latter
analysis is very important for the reasons outlined above.

This article systematizes the literature from 1986 to 2021 in the AI ethics field, with the spe-
cific aim to map ethical concerns (Research Question 1) and solutions (Research Question 2),
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and characterize which ethical approach supports the solutions offered (Research Question 3).
While a few previous publications have dealt with Research Question 1, we substantially
expand the scope and impact of this systematization by categorizing solutions and
corresponding ethical approaches. As we show in the analysis that follows, and make evident
throughout the article, the identification and categorization of the proposals are key to building
a bridge between academic research and business practice when it comes to the use of AI-based
technology in a way that promotes human flourishing and the good of society.

2.2 | Research design and methodology

The research questions (RQ) that guided the study are as follows:

• RQ1: What are the ethical concerns in AI explored by academic literature?
• RQ2: What are the recurrent solutions to manage the concerns regarding AI ethics?
• RQ3: What are the ethical approaches underpinning the solutions in AI ethics?

The research questions were instrumental in formulating the keywords and the search strat-
egy, the inclusion and exclusion criteria, and the quality assessment. The systematic literature
review adopted the method of the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) (Moher et al., 2009). This article aims to contribute to the field by integrat-
ing and augmenting the current literature and providing new insights. In particular, it offers
the following:

1. A map of the ethical concerns (answer to RQ1).

We classify them according to two main categories: (i) concerns that arise from the design
of AI and (ii) concerns that arise from human–AI interactions. Compared to the previous classi-
fications, this article extends the analysis by identifying 21 ethical concerns, and it provides the
frequency of occurrence of these concerns in the literature, mapping the main lines of debate
for each.

2. A map of the solutions to handle these ethical concerns (answer to RQ2).

This contribution represents a novelty within the existing literature. Among other
contributions, Jobin et al. (2019) and Khan et al. (2021) focused on principles, while this article
extends and integrates their perspective, through a map of proposals to handle the ethical
concerns.

3. A map of the main ethical approaches explicitly or implicitly underpinning proposed
solutions (answer to RQ3).

This final part of the research aims to set out the leading ethical approaches in the formula-
tion of proposals to handle ethical concerns regarding AI. A detailed description of the leading
ethical approaches in AI is essential for guiding ethical AI development, fostering interdisciplin-
ary collaboration, and ensuring that proposed solutions are robust and practical. Through this
analysis, the article also seeks to identify gaps and meaningful paths for future research.

6 GIARMOLEO ET AL.
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The search was performed in EBSCO and ABI Inform for articles published up to and
including December 31, 2021, containing “ethic*” AND “artificial intelligence” OR “AI” in the
title, abstract and keywords. The field of AI is characterized by including several perspectives
and without a standard evaluation criteria (Collins et al., 2021). Therefore, we select “AI” or
“Artificial Intelligence” as search terms based on the following reasons. First, it is the exact
string used in other systematic literature reviews, such as in Ashok et al. (2022). Second, the
term “artificial intelligence” is commonly used in the jargon to describe AI-based systems (Guo
et al., 2019). Third, the choice is due to the article's focus, which aims to analyze the various
sectors where AI-based technologies are used, without overrepresenting some subfields at the
expense of others. Indeed, Gomes et al. (2022) noted that “artificial intelligence” is an umbrella
that includes other subfields, such as machine learning and expert systems, or different technol-
ogies: Mustak et al. (2021) in marketing, Chahal and Byrne (2020) and Mutasa et al. (2020) in
medicine, Zawacki-Richter et al. (2019) in education, and Reim et al. (2020) in business model
innovation.

Finally, the research endeavored to capture the ethical dimension of AI, analyzing all the
results that refer to “ethic,” “ethics,” and “ethical.” The choice is due to the following reasons.
First, the expression “ethics of artificial intelligence” is used in the literature as an expression that
indicates the ethical aspects of both robots and machines (in terms of design) and of human
behavior in the interaction with AI-based technologies (Guo et al., 2019). Second, this choice was
successfully made also by previous systematic literature reviews, such as Morley et al. (2020).
Finally, this choice allows to extend the approach of previous publications, for example, adopting
a more inclusive search than Ashok et al. (2022). The research opened the most extensive timeline
available in the databases, which was up to and including December 31, 2021. AI's history starts
from the half of the last century, so choosing a specific date as a starting point for the literature
review would have been arbitrary. The first article identified is from 1986.

2.3 | The inclusion and exclusion criteria, the quality assessment and
the data extraction

The search was conducted in EBSCO in Business Source Ultimate, E-Journals, MLA Directory
of Periodicals, MLA International Bibliography, and Philosopher's Index up until 2021. In the
first phase of identification, we obtained 2014 articles. We then refined the search by limiting it
to peer-reviewed results, which resulted in 1118 articles, and finally, we filtered for contribu-
tions in academic journals only, eliminating conference proceedings, commentaries, editorials,
back materials, book reviews, news, roundtables, and interviews, which narrowed it down to
232 results. The same search was repeated in ABI Inform, obtaining 1,687 results. After filtering
for peer-reviewed publications and for contributions in academic journals, we ended up with a
final list of 359 articles. In the second phase of screening, we compared the articles obtained
through ABI Inform and EBSCO by eliminating duplicated records. Consequently, we
obtained a list of 524 results. We selected only the publications in English, as per other system-
atic literature reviews, such as Busalim (2016), which meant we were left with 499 articles.
Next, we moved on to manually screening the dataset with the goal of identifying and excluding
any non-scientific articles that may not have been filtered out automatically earlier, reducing
the sample further to 399 articles.

Finally, after having read all the abstracts, we excluded some articles that were not coherent
with the purpose of our work, because they were neither focused on AI (32) nor on AI's ethical
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concerns (38). Finally, we eliminated 20 contributions that appeared just as abstracts. As a
result, we were left with 309 articles that constitute the final sample.

Figure 1 depicts the phases of identification, screening, and inclusion foreseen by the
PRISMA protocol:

The methodology for the thematic analysis of the articles is as follows:
First, there was an abstract review phase, during which two of the authors meticulously

examined the abstracts. They determined the inclusion or exclusion of each article based on its
congruence with the aims of this article. Instances of differing opinions were resolved through
discussion, and to ensure objectivity in the paper selection process, the effectiveness of this
approach was verified through Krippendorf's alpha coefficient, which had to be more than 0.80,
signifying robust inter-reliability (Krippendorff, 2019).

After obtaining the final sample, the remaining articles were subjected to a thematic classifi-
cation and analysis by two of the authors, who for each article isolated the main themes and

FIGURE 1 The selection process
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contributions. They meticulously recorded on an excel spreadsheet the relevant details for each
paper, both of a quantitative nature, e.g., article references, publication year, and journal outlet,
and of a qualitative nature, according to our multi-layered structure, e.g., main ethical concerns,
proposals to address them, and supporting ethical foundations. The framework that was
adopted made provision for any paper to have multiple focuses on different ethical concerns.
For example, a paper focused on discrimination could explore both algorithm fairness and
unequal participation. Again, the individual classifications were cross-checked by the two
researchers and a similar level of agreement regarding the qualitative dimension was found
(again Krippendorf's alpha coefficient of more than 0.80). The final framework was finally
reviewed collectively by the whole team of authors to assure coherence and rigor. The resulting
framework found 21 emerging ethical concerns divided into two groups, namely, concerns that
arise from the design and concerns that arise from human–AI interaction (details about this
classification are given in Section 3.1). The framework also classifies proposals according to
their manner in which they deal with the ethical concerns based on an act- or agent-centered
ethical orientation (details about this classification are given in Section 3.2).

3 | RESULTS OF THE THEMATIC ANALYSIS

Looking at the databases analyzed in this study, we can offer some general insights about the
knowledge structure of the field of AI and ethics. Table 2 describes the composition of the sam-
ple in relation to the year of publication.

Due to the rapid development of AI technology during the last few years, 246 out of the
309 articles (80%) have been published between 2019 and 2021. The journal that publishes
the most is Ethics and Information Technology, with 26 articles. It is followed by Philosophy &
Technology with 22 articles, Computer Law & Security Review with 13 articles, Big Data & Society
with 12 articles, and Journal of Information, Communication & Ethics in Society with 9 articles.
Furthermore, it is noteworthy that a significant majority of the articles (70.22%) have opted for
a thematic research methodology. In contrast, a relatively smaller proportion (5.83%) has cho-
sen a quantitative approach. A mixed methodology, blending both qualitative and quantitative
methods, has been embraced by 23.95% of the articles. The articles focusing on business can be
categorized as follows: the largest portion pertains to Administration and Management (42.7%),
followed by Marketing (21.5%), Accounting (12%), Human Resources (9.5%), Logistics (7.1%),
Customer Service (4.8%), and Finance (2.4%).

TABLE 2 Number of academic publications per group-years

Years Number of academic publications

1986–1990 1

1991–1995 1

1996–2000 1

2001–2005 4

2006–2010 2

2011–2015 14

2016–2021 286
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We offer an overview of the topic, and we report the findings of some of the articles of the
sample included in each category (concerns, proposal, and ethical foundations). Considering
the size of the dataset used in this systematic literature review, it would be impossible to offer
insights from all the articles contained in each category. For this reason, we selected the most
relevant articles for each category according to two criteria: first, of the degree to which the con-
tent of the paper matched the issue analyzed and, second, the relevance of the paper measured
by the number of citations the paper received from articles published in the same year, and
then a weighted citations index determined by dividing the number of citations a paper receives
by the total. This metric is designed to account for the time dimension, as older papers tend to
accumulate more citations than newer ones. Similar to a GPS program that can pinpoint some-
one's geographic location, we think this way of presenting the literature can help readers of AI
content “find their compass” in the large corpus of AI ethics literature.

3.1 | The analysis of the ethical concerns

The thematic analysis aims to report on the focus of each article. The main ethical
concerns raised by AI in literature can be classified into two groups: (i) concerns that arise from
the design of AI and (ii) concerns that arise from human–AI interactions. This categorization
has been used mirroring theoretical classifications already affirmed in the field of AI and in the
literature. First, the definition of AI as adopted in the EU AI Act emphasizes both these aspects.
Indeed, there is focus on design elements and varying autonomy levels (“A machine-based sys-
tem that is designed to operate with varying levels of autonomy,” i.e., design concerns), while it
also concentrates on the consequences of system outputs on the physical or virtual environment
(“Generate outputs such as predictions, recommendations, or decisions that influence physical
or virtual environments,” i.e., human–AI interaction concerns). Second, similar classifications
have already been used in the literature, as the distinction drawn and introduced by Meek et al.
(2016) between the ethical issues that arise from the AI technology itself and issues that arise
from the effects of AI on living beings. In addition, Guo et al. (2019) in defining the ethics of AI
make a distinction between robot ethics and machine ethics. The former pertains to humans
involved in envisioning and designing AI systems during the initial phases of their development
(again, design concerns), while the latter delves into the consequences of AI systems,
encompassing both intended and unintended effects (again, human–AI interaction concerns).
Finally, this classification aligns with the scope of the article in that it is adaptable to various
scenarios and fields, capturing how diverse groups, such as developers, decision-makers, and
the general public are impacted by AI.

3.1.1 | Ethical concerns about the design of AI

This section reports on the emerging ethical concerns regarding how AI is designed and who
designs it, based on their occurrence within the literature review sample.

Algorithm and data
More than 20% of the contributions are centered on the ethical dimensions of algorithms and
data. This theme can be further categorized into two main subthemes: data bias and algorithm
fairness, and algorithm opacity.

10 GIARMOLEO ET AL.
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Data bias and algorithm fairness (12.3%). This category encompasses two distinct research
streams. The first one delves into the social consequences of data bias and algorithm fairness.
Helberger et al. (2020) present findings from a survey of the Dutch adult population, revealing that
AI-driven automated decision-making systems are perceived as fairer than human decision-makers
by many respondents. Weber (2020) highlights the deployment of AI on automated platforms and
the need for a legal framework that safeguards socio-ethical values and fundamental rights. The
article underscores a trust-based approach rooted in human values to balance AI's market and
technology-driven use with a multi-stakeholder perspective. Astobiza et al. (2021) introduces the
concept of “algorithmocracy,” discussing algorithms' transformative impact on society and the
imperative to imbue AI systems with ethics to achieve the 17 Sustainable Development Goals.
Schiff et al. (2021) address the disparity between ethical principles and the practical implementa-
tion of AI, elucidating how barriers impede the translation of ethical aspirations into practice.

The second research stream focuses on practical methodologies to mitigate bias. Janssen
et al. (2020) propose a data governance framework that promotes stewardship of data, pro-
cesses, and algorithms, alongside transparency, shared ownership, and self-sovereign identities.
Vakkuri et al. (2021) present a method for implementing AI ethics through an iterative research
approach involving researchers and practitioners.

Algorithm opacity (7.8%). This subtheme gives rise to two distinct strands of research. The first
one explores the necessity for regulations and indications for policymakers to ensure the responsi-
ble development of AI. For instance, Hongladarom (2021) scrutinizes Thailand's National AI
Ethics Guideline, shedding light on Thailand's efforts to modernize while upholding its traditional
values. Chiao (2019) investigates the ethical ramifications of using AI within the realm of criminal
justice. The study assesses whether algorithms can enhance existing modes of decision-making in
this context, presenting cautious optimism alongside potential concerns.

The second strand entails practical methodologies to address algorithmic opacity within spe-
cific domains. For example, Brown et al. (2021) introduce an auditing framework designed to
evaluate the ethical impact of algorithms. This framework encompasses stakeholder interests,
pertinent ethical metrics, and a matrix that links these metrics to stakeholder concerns. Stefan
and Carutasu (2020) propose an enhanced machine learning model that incorporates the con-
cept of explicability to facilitate ethical AI-based decisions. They present a framework for exten-
ding machine learning models with an explanatory layer, enabling users to comprehend the
decision-making process behind AI-generated outcomes. Thiebes et al. (2021) center their work
on the notion of trustworthy AI (TAI), which rests on five foundational principles: beneficence,
non-maleficence, autonomy, justice, and explicability. The authors outline a research frame-
work for TAI that is data-driven, and they suggest avenues for research and practical applica-
tion utilizing distributed ledger technology.

Balancing AI's risks
This category constitutes more than 16% of the articles and focuses on addressing the potential
risks associated with AI systems. Given the ubiquity of AI technologies, these articles explore
the implications of AI risks across various contexts linked to design and unpredictability, mili-
tary purposes, emergency procedures, and AI takeover.

Design faults and unpredictability (9.2%). A key concern within this group revolves around
design faults, in particular new processes to enhance the safety of AI systems. For instance,
Siafakas (2021) investigates innovative procedures for AI scientists, while Donia and Shaw
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(2021) examine the role that co-designing plays in tackling ethical challenges posed by AI in
healthcare. They assess the effectiveness of co-designing in managing these challenges and
highlight potential pitfalls.

Military and security purposes (3.8%). This group concerns the deployment of AI for military
applications. Taddeo et al. (2021) present an ethical framework for AI use in defense, emphasiz-
ing transparency, human responsibility, and reliable AI systems. Mathew and Mathew (2021)
study the ethical dilemma of deploying autonomous weapon systems in warfare and the signifi-
cance of human oversight in preventing civilian casualties. Another research line explores nor-
mative and social considerations linked to this issue. Sari and Celik (2021) provide a legal
evaluation of AI-based lethal weapon system attacks, addressing accountability and
responsibility.

Emergency procedures (1.9%). This theme revolves around preparing for emergencies in AI sys-
tems, specifically focusing on strategies, ethical considerations, and practical measures to
ensure swift and effective responses in unforeseen circumstances. One research line discusses
alternative approaches to conventional emergency interventions. Arnold and Scheutz (2018)
propose continuous self-evaluation and testing as alternatives to “big red button” interventions,
aiming to prevent system errors and risks in AI systems. Another line focuses on new proce-
dures to tackle emerging issues in specific contexts. Winkle et al. (2018) conducted a broad anal-
ysis of accidents stemming from poor visibility, providing real-world test scenarios for the safe
development and validation of automated vehicles under challenging conditions.

AI takeover (1.7%). This group represents articles envisioning scenarios where advanced AI sys-
tems attain autonomy and control. One research line examines the implications of delegating
decision-making to AI. Rakowski et al. (2021) discuss AI's dual role as a tool for human emanci-
pation and a potential risk, touching on social control, security, democracy, and values.
Kamishima et al. (2018) propose a capability-effectual approach, which combines the capability
approach with the effectual process model from entrepreneurship research, to ethical AI entre-
preneurship for risk management and responsible innovation. Another research line engages in
broader discussions about AI's future, incorporating a precautionary principle into AI technolo-
gies. Simanowski et al. (2019) explore uncertainties tied to artificial consciousness and chal-
lenges in governing AI evolution. McLean et al. (2021) provide a systematic review of risks
associated with Artificial General Intelligence (AGI): an AI system able to simulate human
intelligence across a wide range of activities, underlining the need to address limitations in AGI
risk research.

Threats to human institutions and life
This group comprises 11% of the articles and centers on risks stemming from AI systems
designed with malicious intent or that can end up in a threat to human life. It can be divided
into two key themes: threats to law and democracy, and transhumanism.

Threats to law and democratic values (10.6%). This theme underscores the ethical dilemmas AI
poses to democratic values and human rights. One subset of research revolves around method-
ologies and frameworks for assessing AI's impact on fundamental rights. Mantelero and
Esposito (2021) propose a comprehensive approach to data protection impact assessments, con-
sidering the collective impact on fundamental rights and societal values. Aizenberg and van
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den Hoven (2020) address challenges in designing AI systems that respect human rights and
values. They discuss how efficient algorithms in decision-making can lead to unjust outcomes
and emphasize bridging the gap between abstract values and design requirements.

Another research line is concerned with AI's societal impact. De Almeida et al. (2021) pre-
sent a conceptual framework for AI regulation, integrating diverse aspects of modern public
policy-making to uphold societal values like fairness and freedom. Reisach (2021) discusses the
responsibility of social media platforms in the context of societal and political manipulation.
The article addresses concerns about the influence of machine learning techniques on citizen
decisions, as seen in events like the Brexit referendum. Formosa et al. (2021) develop a frame-
work for analyzing ethical issues in cybersecurity contexts such as penetration testing,
ransomware, and system administration. Wamba et al. (2021) focus on preparing for a “good AI
society,” offering a bibliometric review and research agenda. They identify 10 social impact
domains related to AI research and present 136 research questions that address AI-driven socie-
tal changes.

Transhumanism (0.5%). This category highlights the inherent uncertainty of transhumanism,
which seeks to surpass biological limitations by merging humans with AI technologies. This
advancement raises inquiries regarding the distinction between humans and machines, the
potential outcomes of this integration, and the ethical reflections concerning improved human
capabilities via AI enhancements. The ethical concern revolves around the exploration of this
unfamiliar domain of human–AI fusion, which raises critical questions about identity, self-
governance, parity, and the plausible advantages and drawbacks linked to surpassing biological
restrictions. Nicola and Dalessio (2019) reference Pandya (2019)'s statement about the potential
consequences of developing neuromorphic chips capable of processing human sensory data and
responding without explicit programming. These advancements could give rise to beings with
superhuman abilities, often referred to as “cyborgs,” and could potentially lead to the emer-
gence of a new species that may not necessarily prioritize humanity's best interests. Belk (2021)
explores ethical concerns around service robotics and AI technologies, including
transhumanism, and emphasizes the importance of research and policy considerations. In par-
ticular, the author examines the merger of humans and AI to enhance capabilities and poten-
tially achieve immortality, by uploading human consciousness into AI, for example. The
resulting disparity in opportunities between people with abundant material resources and those
from disadvantaged situations could exacerbate existing inequalities.

Uniformity in the AI field
This group of concerns represents 2% of the sample and highlights two central issues: Western
centrality and cultural difference, and unequal participation.

Western centrality and cultural differences (1.3%). This concern addresses the intersection of cul-
tural diversity and ethical dimensions within the field of AI. Some articles emphasize the need
to infuse AI ethics and governance with diverse socio-cultural perspectives. Segun (2021) under-
scores the influence of global socio-cultural factors on ethics and their role in shaping AI ethics,
particularly in the African context. Óh�Eigeartaigh et al. (2020) tackle barriers to cross-cultural
collaboration in AI ethics and governance, identifying challenges to cooperation between differ-
ent regions and cultures in AI development. Pak-Hang (2020) explores the challenge posed by
cultural disparities in global AI ethics and governance, examining the human rights approach
to AI governance. Additionally, some research delves into non-Western philosophical traditions
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to offer alternative ethical frameworks for AI development (Carman & Rosman, 2021;
Shakir et al., 2020).

Unequal participation (0.9%). This concern focuses on unequal participation in the AI field.
Oleksy et al. (2012) concentrate on gender-related issues within literature on specific Informa-
tion and Communication Technologies (ICTs). The authors discuss gender concerns associated
with these technologies and propose that certain ICTs, for example, those powered by AI, could
positively impact gender power dynamics and promote gender balance in labor markets. Quinn
(2021) emphasizes the issue of representation gaps, where both minority groups and women are
inadequately represented or misrepresented in data.

3.1.2 | Ethical concerns about human–AI interactions

This section reports on the ethical concerns associated with the interaction between humans
and AI as seen in the literature review. The four macro-categories extracted from the analysis of
the literature are presented below.

Building a human–AI environment
This category encompasses nearly 17% of the articles and addresses the overall imperative of
establishing a harmonious coexistence between humans and machines, and the key concerns
that gives rise to this need.

Impact on business (10.1%). This group is concerned with the ethical implications of AI's influ-
ence on business models and practices in general but also on specific business practices.
Dwivedi et al. (2021) explore AI and social media's impact on consumer behavior and business
operations, addressing ethical concerns and offering research propositions. Munoko et al.
(2020) examine the ethical implications of AI in auditing, discussing practical and social issues
linked to AI's application in auditing. Fritts and Cabrera (2021) address concerns about dehu-
manization in hiring processes due to AI recruitment algorithms, advocating for the mainte-
nance of substantive employee-employer relationships. Others tackle general implications of
AI's impact on business. Cavallone and Palumbo (2020) review the implications of Industry 4.0,
AI, and digitalization in healthcare, highlighting their potential to enhance care quality while
addressing governance, ethics, and management challenges. Sako (2020) emphasizes that pro-
fessionals need hybrid capabilities encompassing AI expertise and domain specialization to con-
tribute to understanding how AI shapes future professional work and the evolving nature of
skills and roles in businesses as a result.

Impact on jobs (5.7%). This subset underscores the potential consequences of AI on employment
and the workforce. Some papers examine the broader influence of AI within the context of
Industry 4.0 and propose corresponding strategies. Melé (2021) analyzes ethical risks posed by
Industry 4.0, exploring effects on employment, inequality, human treatment, safety, and mean-
ingful work from a Catholic Social Teaching standpoint. Yam and Skorburg (2021) highlight
human rights implications of hiring algorithms, presenting a framework to evaluate and audit
the impact of such algorithms on the human rights of job applicants. Other articles explore the
possibility of AI replacing humans in specific domains. Chen et al. (2020), for example, study
public attitudes towards AI replacing human doctors, revealing differing opinions and
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emphasizing the need to consider public sentiments in promoting medical AI. Watson et al.
(2021) investigate the evolving role of senior leaders in an AI-driven landscape, identifying
essential capabilities for navigating AI's influence, including digital proficiency, ethics, and
adaptability. Alderman (2021) discusses AI's potential to widen gender gaps in the accounting
profession and advocates for supporting women's technological literacy and emotional intelli-
gence skills.

Accessible AI (1.1%). This group assesses the ethical dimensions of AI's impact on accessibility,
with a focus on integrating vulnerable communities. Siau and Wang (2020) reports the risk of
the lack of accessibility for the elderly. Montes and Goertzel (2019) notice that the field of AI is
presently controlled by a small group of centralized mega-corporations, functioning as an oli-
gopoly, and their primary focus is directed towards the concerns of their stakeholders. They
propose a decentralized and democratized AI market using distributed ledger technology that
has as its aim, equitable AI and AGI (Artificial General Intelligence) development.

Privacy protection
This group represents almost 14% of the articles and focuses on two primary issues related to
privacy.

Privacy threats to citizens (10.5%). This subset underscores the need for global regulations and
governance mechanisms to ensure privacy in the context of AI technologies. Hickman and Pet-
rin (2021) examine the influence of the EU's Trustworthy AI Guidelines, emphasizing the
necessity for better alignment with existing company laws and governance principles while
addressing AI's potential risks to privacy. Lilkov (2021) evaluates the EU's comprehensive draft
Regulation on AI, analyzing provisions, potential implementation challenges, and argues for a
flexible legal framework in AI regulation. Other publications address specific challenges related
to AI privacy. Hamilton et al. (2021) address privacy concerns tied to Voice Activated Personal
Assistants (VAPAs) like Alexa and Siri. They review legal issues, propose policy guideline cate-
gorization, and suggest a user-informed rating system. McStay (2020) identifies a weak consen-
sus on privacy among stakeholders and highlights the need for societal agreements on privacy
principles in emotional AI practices, referring to the integration of AI technologies into every-
day objects and practices capable of detecting and responding to human emotions. Williams
et al. (2020) discuss the shift from word of mouth (WOM) to algorithmic word of mouth
(aWOM) as a result of AI advancements, emphasizing aWOM's potential dominance in
influencing tourist decisions, ethical deployment, and privacy concerns.

Privacy threats to customers (3.3%). This research line addresses AI's impact on marketing and
customer relations. Du and Xie (2021) explore ethical challenges in AI-enabled consumer mar-
kets, discussing biases, privacy, cybersecurity, and individual autonomy. Davenport et al. (2020)
present a framework for comprehending AI's multidimensional impact on marketing strategies
and customer behaviors, highlighting policy questions related to privacy, bias, and ethics and
suggesting a role for AI augmentation. Other scholars focus on broader contexts. White
and Boatwright (2020) discuss the ethical implications of using Facebook for public relations,
considering the business model, algorithm-driven profiles, and deceptive communication strate-
gies of the platform and assessing social responsibility implications. Gerlick and Liozu (2020)
analyze legal and ethical dimensions of personalized pricing using algorithmic models,
exploring intersections of antitrust, data privacy, and antidiscrimination frameworks with
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considerations for deception, fairness, and social justice. Stanciu and Rîndaşu (2021) examine
the practical implications of AI-based solutions in retail mobile applications, focusing on bene-
fits, privacy concerns and required permissions.

Building an AI able to adapt to humans
This category involves almost 9% of the articles and deals with ethical concerns arising from
AI's capacity to interact with humans in the workplace.

Effective human–AI interaction (6.6%). This research line addresses the ethical design of
human–AI interactions. Miller (2019) contemplates the symbiotic relationship between humans
and AI, discusses the impact of AI on various professions, and explores the concept of brain-
computer interfaces. Gerdes (2018) highlights the need for inclusive ethical AI design, aligning
AI with human values, and promoting moral growth in AI professionals. Another research line
examines the frameworks needed to ensure an ethical human–AI interaction. Trunk et al.
(2020) provide insights into integrating AI into organizational decision-making in situations of
uncertainty. Like other researchers, they also emphasize the need for ethical frameworks within
the context of education. Boni (2021) highlights the ethical dimension of human–AI collabora-
tion, discussing the need for an adequate regulatory framework, human oversight, and AI digi-
tal literacy towards the ethical use of AI technologies.

Dialogue systems (2.3%). Under this section, scholars investigate user perceptions and expecta-
tions of AI in the workplace. Prakash and Das (2020) focus on user perceptions of AI-based con-
versational agents in mental healthcare services, analyzing factors influencing their adoption
and use. Grimes et al. (2021) explore how users' expectations of conversational agents impact
their evaluation, suggesting that user-formed expectations can influence perceptions beyond
actual agent performance. Terblanche (2020) presents a design framework for creating AI
coaches in organizational settings while adhering to coaching standards, ethics, and theoretical
models. Tekin (2021) critically examines smartphone psychotherapy chatbots for mental illness
diagnosis and treatment and discusses challenges related to early diagnosis, stigma, and global
access to mental healthcare. Borau et al. (2021) investigate the perception of gendered chatbots,
highlighting ethical questions regarding the humanization of AI based on gendered characteris-
tics. Other scholars deal with societal implications of AI dialog systems. Mulvenna et al. (2021)
explore ethical issues related to digital phenotyping, democratizing machine learning, and AI in
digital health technologies. Berberich et al. (2020) propose incorporating the concept of har-
mony from East Asian cultures into the ethical discussion on AI, suggesting that by harmoniz-
ing AI, it will make intelligent systems tactful and sensitive to specific contexts.

Attributing the responsibility for AI's failures
This section, constituting almost 8% of the articles, addresses the implications arising from AI
acting and learning without direct human supervision, encompassing two main issues: a
responsibility gap and AI's moral status.

AI moral agency and legal status (5.1%). This research line consists of two main issues. The first
one concerns the existence and status of artificial moral agency (AMAs). Nowik (2021) analyzes
the legal and ethical implications of attributing electronic personhood to AI in employment
relations by looking at concepts like AI as an employer, liability, and mandatory insurance.
Kornai (2014) discusses the moral obligations of autonomous artificial general intelligences
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(AGIs), as well as the challenges of bounding AGIs with ethical rationalism. Smith and Vickers
(2021) examine how moral responsibility could be attributed to AI using a Strawsonian
account.

Other researchers discuss the design of artificial moral agents. Mabaso (2021) discusses the
use of exemplarism, an ethical theory, in building computationally rational AMAs. Gunkel
(2014) advocates for including robots and AI in moral considerations and offers a critique of the
limitations of current moral reasoning frameworks. Wallach (2010) stresses the need for a com-
prehensive model of moral decision-making in developing artificial moral agents, with a focus
on mechanisms beyond traditional cognitive factors.

Responsibility gap (2.7%). This research reflects on the concept of the responsibility gap in AI,
where an AI agent's actions that cause harm can lack clear responsibility. Saunders and Locke
(2020) draw parallels between ancient practices of casting lots and AI in business decision-
making and how, in both cases, control and moral responsibility are relinquished. Johnson
(2015) discusses the potential emergence of a responsibility gap autonomous artificial agents of
the future, emphasizing that responsibility allocation depends on human choices more than
technological complexity. Awad et al. (2019) explore moral dilemmas in self-driving cars and
propose that addressing these dilemmas requires collective discussions and agreements on ethi-
cal AI principles. Other scholars address responsibility gaps in AI systems, such as Santoni de
Sio and Mecacci (2021), who identify interconnected responsibility gaps in AI and propose
designing socio-technical systems for “meaningful human control” to comprehensively address
these gaps. Schuelke-Leech et al. (2019) examine unexpected differences in the language used
in policy documents and discussions about responsibility for highly automated vehicles.

Humans' unethical conducts
This category comprises over 2.5% of the articles and focuses on two key issues: the risk of
exploiting ethics for economic gain and the peril of delegating tasks to AI that should inherently
be human-centric.

Instrumental and perfunctory use of ethics (1.4%). This subset discusses the concern that princi-
ples and standards could be exploited for economic advantages, potentially leading companies
to select countries and their markets where there are less stringent ethical regulations
(Mikuriya et al., 2020). One research line endeavors to enhance the ethical impact in business.
Rességuier and Rodrigues (2020) advocate for impactful ethical principles in AI and argue that
relying on ethics as a replacement for legal frameworks poses the risk of its misapplication.
Metcalf et al. (2019) explore the tension between industry commitments and operationalizing
ethics within the tech sector and hold that ethics can either challenge or reinforce existing
industry logics. Another line focuses on AI in Europe. Palladino (2021) explores how epistemic
communities contribute to the constitutionalization of internet governance, analyzing the
European Commission High-Level Expert Group on AI as a case study. He warns against
the instrumental use of ethics in the ongoing debate, which he argues could lead a situation
where self-governance is masked by ethical discourse. Bons�on et al. (2021) examine the inclu-
sion of AI-related information and ethical principles in reports of European listed companies,
focusing on AI system development, disclosure of ethical guidelines, and influencing factors.

Outsourcing human specificities (1.2%). Some papers within this subset deal with AI decision-
making. In Danaher's (2018) examination of the ethics of using personal AI assistants, he
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highlights concerns related to dehumanization while offering a nuanced view of the ethical
implication of AI assistant use. Marie (2019) challenges the notion of human-algorithm
complementarity in decision-making and raises concerns about algorithms influencing human
decisions, particularly in domains like medicine. Ertemel et al. (2021) investigate the socio-
economic consequences of AI, also raising concerns about outsourcing aspects of human life
such as caregiving to machines, which could deprive society of the valuable dedication and spir-
itual benefits associated with human caregivers.

We now present the outcome of the preceding analysis through Figure 2, providing a quali-
tative overview of ethical concerns, with the most prevalent ones depicted at the top of the
graphic and the less frequently occurring ones at the bottom.

The following section consolidates the solutions proposed by the literature to manage the
ethical concerns raised by AI.

3.2 | Examining solutions and ethical approaches to AI ethical
concerns

This section aims to map proposed solutions to AI ethical concerns, analyzing the specific ethi-
cal approaches that underpin those solutions. The classification is based on the distinction
between the act- and agent-centered approaches described by Annas (1995). The rationale for
adopting this classification is stems from several compelling reasons. First, it provides a clear
method for categorizing the ethical approaches commonly used in AI ethics literature, whether
they are implicit or explicit. Second, using well-established and recognized ethical categories
promotes a more effective dialog between ethical theories—as conveyed through these specific
ethical approaches—and the ever-evolving AI domain. Lastly, this framework further enhances
the analysis by providing a structured examination of the solutions found in the literature. It
sheds light on various facets through which ethical concerns tied to AI can be examined,
thereby enriching the scope of the review.

Annas suggests that act-centered ethical theories primarily assess actions and decisions from
an external observer point of view. Among these, two well-known ethical theories stand out.
Utilitarianism, which evaluates the morality of an action based on the consequences: according
to this ethical theory, the best solution is the one that achieves the greatest good for the greatest
number of people. Second, deontological ethics determines the ethicality of an action based on
principles or moral duties. In contrast, Annas also characterizes agent-centered ethical theories
as those that place a stronger emphasis on the moral character of the agent. For instance, virtue
ethics is a prominent agent-centered theory that focuses on the cultivation of virtuous character
traits in individuals.

The two sections that follow categorize the solutions to the ethical concerns discussed in
Section 3.1 as per this distinction, resulting in a classification of a solution as being
underpinned by either an act-centered ethical approach (Section 3.2.1) or by agent-centered
approach (Section 3.2.2).

3.2.1 | Act-centered ethics solutions

As explained above, consequentialism or utilitarianism evaluates how the consequences of
actions maximize the good and minimize the harm, while deontological ethics centers on
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adhering to principles. Key indicators of these approaches include questions like, “which
groups could be impacted by this choice?” or “how can these principles be applied here?”
Such queries look at overall societal well-being and adopt an external perspective on the
action.

There are three categories of solutions that underpin an act-centered ethical approach,
namely, whether they follow guidelines and standards, whether they propose change(s) to the
normative framework and whether they establish dedicated organizations.

Following guidelines and standards (43.5%)
The articles in this group adopt an act-centered approach, placing their primary focus on esta-
blishing and evaluating ethical procedures and guidelines for AI, such as frameworks, policies,
and protocols, to ensure ethical behavior in AI-related practices. Furthermore, they propose
new procedures, or adaptations to existing ones, with the aim of raising an awareness of ethics.
Such an awareness would foster comprehensive policies to be developed that effectively address
the ethical challenges posed by AI technologies and that can provide further guidance to AI
practitioners and organizations.

A case in point is that of Thompson and Morgan (2020) who discuss AI's potential and its
ethical challenges in the UK's National Health Service (NHS). They highlight the need for com-
prehensive policies, emphasizing actions and procedures in both AI development and its appli-
cation. Siafakas (2021) suggests drawing inspiration from medical ethics to establish a
Hippocratic Oath for AI scientists, which would cultivate a deeper ethical awareness
among them.

Another line deals with impact assessment. These articles also extend their reach to assess
AI's ethical implications across various domains, providing models and frameworks for an end-
to-end evaluation. Sarkadi et al. (2019) addresses the challenge of deception in AI and proposes
a model to analyze deceptive interactions. It focuses on assessing and influencing AI actions
related to deception. Similarly, Wasilow and Thorpe (2019) introduce an ethics assessment
framework for AI and robotics technologies in military applications.

All these proposals fall into the act-centered approach for two primary reasons. First, they
emphasize shaping behavior through established models or norms rather than giving impor-
tance to the innate ethical qualities or personal development of AI scientists as individuals. Sec-
ond, the core objective of proposing frameworks, policies, or oaths is to establish precise
standards that oversee ethical conduct within the AI community. They focus on standardizing
ethical behavior and actions rather than nurturing the ethical growth or intrinsic qualities of AI
scientists themselves.

Change in the normative framework (19.4%)
Hin-Yan and Zawieska (2020) propose a human rights-based approach to complement responsi-
ble robotics initiatives, which strive to align human rights protections with the challenges posed
by AI technologies. Their proposal looks at whether AI technologies ascribe to specific princi-
ples, more than looking at the acting agents from their own point of view. Fernandes et al.
(2020) propose a theoretical model to understand conflicts arising from AI adoption and
develop policies that benefit both adopters and non-adopters. The model considers policies
and frameworks and focuses on AI's actions and their impact on various stakeholders. Hwang
and Park (2020) assess how the Republic of Korea responds to AI threats by evaluating an AI
Charter of Ethics, which examines whether AI-related actions and policies align with ethical
standards. Fournier-Tombs (2021) advocates for a United Nations Regulation for AI, which
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would set global ethical standards, while Meszaros and Ho (2021) explore how the EU General
Data Protection Regulation (GDPR) applies to AI research.

The articles in this category are considered act-centered because they primarily focus on
assessing the actions of AI systems and the entities responsible for their development and
oversight. Specifically, their main emphasis lies in determining whether AI technologies and
practices adhere to established ethical principles and normative frameworks.

Establishment of dedicated organizations (1.4%)
This group of articles proposes the establishment of dedicated organizations to manage the
changes brought about by AI. This institutionalization is designed to govern and oversee
the actions and behavior of AI within specific contexts. Leveringhaus (2018) advocates for an
ethical framework for robot development. In particular, the author raises the concern that the
potential risk of robots to infringe on human rights should be assessed and that appropriate
institutions should be set up to hold humans accountable for the actions of robots. Similarly,
Hamilton et al. (2021) propose the creation of an organization that utilizes a suggested rating
system to educate users about how to choose a VAPA (Voice Activated Personal Assistants) to
meet their needs. Such a system would convey the ethical criteria for choosing AI applications,
highlighting the importance of evaluating AI actions and how they impact users' decisions.

To recap, these articles are act-centered for three reasons. First, they emphasize the creation
of external bodies to regulate AI behavior. Second, they prioritize the scrutiny and evaluation of
AI actions to ensure alignment with ethical principles and societal norms. Third, they involve
the development of ethical standards and guidelines for AI systems and the monitoring of their
adherence to these standards.

3.2.2 | Agent-centered ethics solutions

Agent-centered ethics takes the perspective of the individual, focusing on personal morality and
the individual's character. These theories place emphasis on the cultivation of moral virtues
and ethical excellence rather than merely assessing actions. They highlight the importance of
being a virtuous person. A prominent example of an agent-centered ethical approach is virtue
ethics, which adopts a first-person stance and asserts that eudaimonia, or flourishing, is the ulti-
mate goal of human life (Aristotle, 1999). This school emphasizes personal improvement
through consistent practice of virtues, fostering habitual alignment of mindset and actions.
Unlike offering universal prescriptions, this approach relies on addressing queries such as
“what actions contributes to my personal flourishing and the common good of society in this
situation?” and “how can I be the best version of myself while dealing with AI-based technolo-
gies?” A virtue ethics approach to AI would involve placing a greater focus on the development
of virtuous characteristics and behaviors in the design, development, and use of AI systems.
These characteristics include empathy, compassion, fairness, and ethical judgment and would
be aimed at AI developers, users, and stakeholders. The idea is to create AI systems that not
only perform tasks efficiently but also align with ethical values and promote human well-being.
Hence, virtue ethics encourages responsible AI development that considers the broader impact
on society and aims to create AI-based systems that reflects and enhances virtuous qualities.

There are four categories of solutions that underpin an agent-centered ethical approach,
namely, the involvement of stakeholders and communities, improving cooperation in AI
research field, updating educational programs, and behaving virtuously.
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Involve stakeholders and communities (18.6%)
These papers aim to involve stakeholders in AI processes and emphasize the role of individuals
and communities (agents) in shaping ethical AI practices. Leikas et al. (2019) recognize the
importance of engaging various agents in the decision-making process related to AI systems
design, while Aizenberg and van den Hoven (2020) propose involving societal stakeholders in
translating human rights into AI design. Du and Xie (2021) highlight the role of corporate social
responsibility in shaping ethical AI in consumer markets. Aitken et al. (2020) focus on esta-
blishing a “Social License” for Financial Technology through public engagement. Since these
articles explicitly emphasize the importance of engaging in dialog with stakeholders and involv-
ing the community, their specific focus lies in recognizing stakeholders and the community as
essential participants in discussions about AI ethics. These papers offer different perspectives
on how the ethical approval and acceptance of AI technologies depend on the collective deci-
sions and perspectives of agents in the broader community. By making the responsibility of cor-
porations and their interactions with consumers and other stakeholders their focal point, and
how public engagement can shape AI design, these articles adopt an agent-centered ethical
stance.

Improving cooperation in AI research field (8.3%)
The articles in this category also align with the agent-centered approach, since they are con-
cerned with the actions and conduct of AI researchers. Some papers explore the transforma-
tions in research practices brought about by AI such as Goltz and Dondoli (2019), who argue
that AI often takes precedence over other meaningful aspects of legal research. Their emphasis
is on how AI tools affect research practices and ethical considerations, highlighting the roles
and responsibilities of researchers in ensuring ethical conduct in AI research. Others introduce
innovative research approaches, for example, Losbichler and Lehner (2021), who explore the
complementary nature of human–machine information processing. Their article also presents a
research agenda centered on human–machine collaboration and the impact and potential of AI
in the realm of accounting leadership. This underscores the pivotal role of AI in research and
its ethical implications. Óh�Eigeartaigh et al. (2020) addresses the challenges related to
cross-cultural cooperation in AI ethics and governance. The authors underscore that misunder-
standings between cultures and regions significantly hinder cross-cultural trust and argue that
cooperation can be promoted and improved through both individual and collective actions. Fur-
thermore, the article outlines practical measures and initiatives involving researchers and aca-
demia to foster cross-cultural cooperation, thereby highlighting the agency of individuals and
institutions in advancing collaboration in AI ethics and governance. These contributions firmly
fall within the agent-centered category as they center on the actions, behaviors, and cooperation
of diverse cultural and regional agents, including researchers and policymakers.

Updating education programs (5.1%)
This group proposes updating education programs to address AI ethics and to bring the role
and agency of individuals, educators, and learners in shaping ethical AI practices and education
to the forefront. Nicola and Dalessio (2019) argue in favor of curricula that include the role of
educators in integrating ethical considerations into the skill sets of future business profes-
sionals. Robinson and Bawden (2017) aim to integrate technical and ethical aspects into
library/information education for data literacy. They acknowledge that educators play a pivotal
role in equipping students with the ethical knowledge and skills necessary for responsible data
practices. Liu and Murphy (2020) stress incorporating ethics and responsibility principles into
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AI system design. They highlight the active role of AI system designers and developers in con-
sidering ethical dimensions especially during the design phase. Renz and Vladova (2021) advo-
cate for integrating human-centered AI principles into educational technologies. They
recognize the agency of educators and technology developers in developing educational AI sys-
tems that take ethical considerations into account. Dikici (2021) revises techniques for teaching
ethics in engineering and assert that educators have the responsibility to adapt and improve
pedagogical methods for teaching AI ethics effectively. Towards a similar aim, Burton et al.
(2017) provide case studies for integrating ethics into AI courses. They emphasize the role of
educators in structuring courses that actively engage students in ethical discussions and
decision-making related to AI.

Behaving virtuously (3.7%)
This group includes articles that suggest the adoption of a virtue ethics approach to AI design
and decision-making. Neubert and Montañez (2020) use Google as a case study to illustrate the
potential of virtue ethics in steering ethical AI design and utilization. They highlight virtue as a
foundational framework for ethical decision-making and its capacity to attract and retain per-
sonnel and customers while addressing ethical predicaments faced by organizations. Con-
stantinescu et al. (2021) establish a link between the concept of responsible AI and Aristotelian
virtue ethics. They furnish a conceptual model to address ethical quandaries in AI development,
underscoring the role of dianoetic virtues and context in shaping moral accountability in AI sys-
tems. In a second line of research, the articles examine the ethical considerations regarding
human–AI relationships and propose virtue ethics as a solution. Li (2021) evaluates the
Friendly AI paradigm through the lens of virtue ethics, identifying four key issues. The study
underscores the significance of human moral development. Kim et al. (2021) advocate for the
infusion of virtue ethics to reinforce human control over AI systems. They propose a master–
slave paradigm for AI, ensuring AI serves human interests instead of a scenario where AI domi-
nates. Mabaso (2021) follows the exemplars approach, which is an ethical theory rooted in vir-
tue ethics. It involves using moral exemplars, meeting community expectations, and practical
simplicity to develop computationally rational Artificial Moral Agents (AMAs). Ratti and
Graves (2021) argue that instead of relying solely on adherence to widely accepted principles,
they advocate for cultivating moral virtues within the practice of data science. This perspective
emphasizes that ethical decision-making involves the development of moral abilities or virtues
through practice and posit the concept of “moral attention,” which consists of the capability of
data scientists to discern the ethical implications of their work.

Figure 3 synthetizes the corresponding act- and agent-centered solution for each ethical
concern.

However, the literature focuses on some approaches more than others, as synthesized by
Figure 4.

4 | DISCUSSION ON THE FINDINGS AND CONCLUSIONS

It is evident that analysis conducted here facilitates a deeper understanding of the current
debate on the ethical concerns regarding AI and that some initial yet relevant conclusions can
be drawn.

Responding to RQ1, the article provides a more exhaustive map of the ethical concerns than
previous contributions. The measure of the frequency that ethical concerns are raised in the
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literature offers valuable insights and points towards possible future research in two key areas.
First, in analyzing the literature, making the prevalent ethical concerns visible aids in esta-
blishing research priorities that could channel efforts towards urgent and critical ethical aspects
of AI. Concerning AI design, recurring ethical issues encompass algorithm transparency, data
bias, algorithm fairness, design flaws, unpredictability, and threats to democratic values.
Regarding human–AI interactions, identified concerns include business and job impacts, citizen
risks, AI moral agency, and effective human–AI interaction. However, the research indicates
that scarce attention has been paid to concerns that relate to “uniformity in the AI field” in
design, “accessible AI,” and the “instrumental and perfunctory use of ethics” in human–AI
interactions. Yet these concerns remain relevant and warrant the attention of researchers
because of their societal significance, particularly in terms of equality, fairness, and legal impli-
cations. Furthermore, in the future, this study could serve as a baseline to compare the literature

FIGURE 4 The distribution of the proposed solutions in governing AI's ethical concerns. [Correction added

on 12 February 2024, after first online publication: Numerical values has been added on figure 4.]
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landscape against, which would tell us more about its evolution. Second, the research describes
the relationship between the literature and the themes debated in society. While certain themes,
such as AI takeover, draw significant attention in public discourse perhaps owing to the growing
number of movies that are (mostly) about such dystopias, the literature appears less engrossed
in this matter. Future research can shed light on the reasons why there might be a divergence
(or convergence) of ethical concerns between academic discourse and societal debates.

Addressing RQ2 and RQ3, the study underscores a prevailing pattern observed in the solu-
tions found in the existing literature. Generally, current literature aims to intervene by creating a
shared space of rules and procedures for all actors involved in ethical issues concerning
AI. Certainly, act-centered ethics approaches dominate agent-centered ethics in this regard. The
solutions put forth to address ethical concerns are mostly based on an act-centered approach.
Specifically, when addressing ethical concerns related to “algorithm and data,” “humans'
unethical conduct,” “balancing AI's risks,” and “privacy protection,” the prevailing act-centered
recommendation is to adhere to guidelines and standards. However, there is an exception con-
cerning the “uniformity in the AI field” concern, where the proposed solutions tend to favor an
agent-centered approach, particularly by involving stakeholders and communities in the process.

Still, an act-centered approach could present some criticalities. First, an eventual prolifera-
tion of interventions in the system's architecture could create a plethora of standards, models,
and laws, which would overwhelm AI practitioners and companies. Besides, some authors
already challenge the current set of solutions provided. Some assert that they could lack effec-
tiveness and, hence, they explicitly aim to complement the regulation and link theory to prac-
tice (Aitken et al., 2020), and Grodzinsky (2017), for example, argues that some formulas work
in specific environments, but not in others. Besides studying the impact of ethical guidelines on
ethical decision-making for software engineers, McNamara et al. (2018) question the effective-
ness of the instruments in changing the behavior, and finally with reference to the field of HR.

After this analysis, it is evident that the agent-centered solutions, and among them virtue
ethics, have not attracted considerable attention within the field so far. Nonetheless, some valu-
able considerations arise. First, advocating for this approach does not mean disregarding other
emerging viewpoints from the existing literature. Alasdair MacIntyre, a prominent figure in vir-
tue ethics (Ferrero & Sison, 2014), has integrated norms into his reflections, complementing
them with goods and virtues (MacIntyre, 1992). Even though virtue ethics is agent-centered and
focuses on the moral character of the agent as well as the importance of cultivating virtues that
serve as a moral compass for individuals when facing ethical dilemmas, it also integrates norms
and consequences. Virtue ethics acknowledges that ethical norms and principles are essential
guides for action, but it places them within the broader context of character development.
Moreover, it can help AI developers and users identify and address potential ethical blind spots
that may not be evident through a rule-based approach. While virtue ethics places character at
the forefront, it does not ignore consequences. Since its ultimate goal is to achieve human
flourishing or eudaimonia, virtue ethics promotes that agents contemplate the implications of
their actions on their own character, the character of others, and the overall well-being of soci-
ety. Therefore, it encourages AI developers and users to think about the long-term conse-
quences of AI systems on humanity.

Second, the virtue ethics framework has the capacity to encompass elements such as charac-
ter development and emotions. Considering the complexity of human nature holds multifaceted
benefits. As AI increasingly interacts with humans, the incorporation of emotions and human
subjectivity in the analysis can lead to AI models that mirror real interactions, hence contribut-
ing to the acceptance of AI in society. Virtue ethics emphasizes the cultivation of moral virtues
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in individuals involved in AI development and use. This can lead to a more ethically aware and
responsible AI community. Moreover, adopting this perspective would enhance discussions
around pressing matters and the concerns spoken about in this article. As an illustration,
consider the ongoing discourse about artificial moral agents (AMAs). Here, the framework of
virtue ethics has the potential to enhance our understanding significantly, thanks to its
all-encompassing perspective on “interactivity, autonomy, adaptation, consciousness, intention-
ality, free will” (Sison & Redín, 2021, p. 16). In particular, backed by a fully articulated philo-
sophical anthropology, the virtue ethics approach provides a theoretical framework that offers
clarity, depth, and coherence to the discussion (Sison & Redín, 2021). In addition, virtue ethics
does not rely on rigid rules or algorithms, allowing for a more adaptable approach to addressing
complex ethical dilemmas in AI. It thereby encourages nuanced ethical decision-making. Since
virtue ethics places a strong emphasis on human values and well-being, it helps to ensure that
AI is designed and used in ways that prioritize human priorities and dignity, at the individual
and social level. In sum, virtue ethics offers a holistic, adaptable, and character-focused frame-
work for addressing ethical concerns in AI, which promotes responsible and ethical AI develop-
ment and use. Meanwhile, the field is already dynamic, fostering discussions like the potential
for virtuous machines, championed by proponents (Gamez et al., 2020) and critiqued by detrac-
tors (Constantinescu & Crisp, 2021). Future studies could delve into crafting practical, virtue
ethics-centered solutions that tackle specific ethical concerns, further enriching the discourse.
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