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Abstract: In this study, algebraic techniques are proposed to design observers capable of estimating the state of multiple linear
continuous-time systems. In order to pursue this objective, first an algebraic technique is given to compute the set of all the
linear inverses of the observability map of a single plant. Such a result is then used to characterise, through algebraic geometry
tools, the simultaneous observability of multiple linear systems both in the forced and in the autonomous case. Such a
characterisation is finally employed to design a single observer that is capable of estimating the state of multiple linear systems.

1 Introduction

In various control and identification applications, the state of a
dynamical system cannot be fully measured, thus leading to the
need for tools capable of estimating unmeasured variables from
available measurements. Several solutions to such a problem have
been proposed for both linear [1] and non-linear [2—6] systems.

Although the design of a state observer for a single continuous-
time system can be carried out by using classical techniques, such
as the Luenberger observer [7] and the Kalman filter [§], the design
of a single observer capable of estimating the state of multiple
systems is much more challenging. This problem was firstly
introduced in [9] and can be summarised as follows: given a set of
plants, design a single observer that can estimate the state of each
of these plants. This problem is particularly interesting when one
aims at obtaining a reliable estimate of the state of a plant affected
by known perturbations that arise from sensor or actuator faults
[10].

Several techniques have been proposed in the literature to deal
with such a problem. For instance, it has been addressed in [9], by
using coprime factorisation technique, in [11], by using
evolutionary strategies, in [12], by using a parametrisation in terms
of a stable inverse and a stable null space, and in [13], by using a
state—space characterisation. Furthermore, in [14, 15], common
functional observers have been proposed for two linear systems
with unknown inputs. Such results have been extended in [16] to
deal with three systems with unknown inputs. On the other hand,
switching observers for switched systems have been given in [17—
20].

The main objective of this paper is to provide algebraic tools to
design a simultaneous observer for multiple linear systems. In
order to pursue this objective, in Section 3, the set of all the linear
embeddings of a continuous-time system is characterised and is
used to determine a parametrisation of the set of all the linear
inverses of its observability map. Such a parametrisation is then
used in Section 4 to provide necessary and sufficient conditions for
the existence of a simultaneous inverse, which holds for almost all
inputs, of the observability maps of a set of linear systems. Such a
result is specialised in Section 5 to the case of autonomous
systems, for which stronger results are obtained. In Section 6, the
theoretical results established in Sections 4 and 5 to guarantee
simultaneous observability of a set of systems are used to design a
state observer capable of estimating the state of multiple plants.
Several examples are given all throughout the paper to illustrate the
theoretical results.
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The main difference between the tools given in this paper and
the ones given in [9, 11-13] is that the former, by employing
techniques borrowed from algebraic geometry, provides an exact
certificate for the simultaneous observability (or lack thereof) of a
set of linear continuous-time systems. Namely, given a set of
systems, the proposed method allows one to determine a closed-
form expression for the simultaneous inverse of the observability
map of such systems, if any, which can be directly used to design a
simultaneous observer.

2 Notation and preliminaries

In this section, some tools of algebraic geometry are reviewed
following the exposition in [21, 22].

LetZ, Z ., R, and R, denote the sets of integer, natural, real,
and non-negative real numbers, respectively. For any integer
z€7Z,letZ, :={a € Z:a > z}. Symbols I,, and 0,,, ,,, denote the
m-dimensional identity matrix and the zero matrix of dimensions
m, X m,, respectively; symbol ® denotes the Kronecker product.

Let €* be the ith column of I,, i € {1,...,m}. For any matrix

A € R™*™, symbol &(A) denotes the reduced row echelon form
of A, which can be computed by using the Gauss—Jordan algorithm
[23].

A multi-index is a vector a = [a, a,]" € Z%,, with
n€Z,, Letting x =[x X, symbol x® denotes the
monomial x{'...x5". A polynomial is a finite, linear combination of
monomials; a rational function is a ratio of polynomials, with the
denominator being different from the zero polynomial. The ring of
all polynomials in x with coefficients in the field K is denoted
K[xy, ..., x,] (briefly, K[x]), whereas the field of all rational
functions in x is denoted K(x,, ...,x,) (briefly, K(x)). On the other
hand, the set of all m-dimensional vectors (respectively, of all
matrices of dimensions m, X m,) whose entries are polynomials in
K[x] and rational functions in K(x) are denoted K"[x] and K"(x)
(respectively, K™ *™[x] and K™ *"™(x)), respectively.

A subset .¥ of [K[x] is an ideal of K[x] if

* 0 € .7, where 0 is the zero polynomial;
cif f,g€ SJ,then f + g € 7,
cif fe Fand h € K[x],thenh f € 7.

Given polynomials p,, ..., p, € K[x], the set
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V(py,..ope)i={xeK"px)=0,i=1,...,7}

is the variety generated by p,, ..., py, and the set

(Prs e Py =L X0 1qi i @i € K[x])

is an ideal (which is referred to as the ideal generated by p,, ..., ps,
and the set {p,,..., ps} is referred to as a basis of such an ideal).
The sets {0} and K[x] are ideals of [K[x] and are denoted (@) and
(1), respectively. By the Hilbert basis theorem, each ideal . in
Kx]l, J #(@), is finitely generated, 1i.e. there is
{pi.-, pr} CK[x] such that # = (p,, ..., ps). The concepts of
ideal and variety are strongly related. Indeed, for any ideal .# in
K[x], the variety of .7 is

V() ={xeK"px)=0,Vpe S}
and the identity
V(F) =V(py, ..., pp)

holds for any basis {p,,...,p,} of 7. Similarly, for any subset
% c K", the set

I(R):={p eKlx]:p(x) =0, Vx € £}

is an ideal of K[x] even if & is not a variety (such an ideal is
referred to as the ideal of &). For any ideal .# of K[x], one has that
J C I(V(F)), but the converse inclusion need not hold, unless K is
an algebraically closed field. Similarly, for any # C K", one has
that & C V(I(X)). In particular, the set ZX :=V(I(R)) is the
smallest variety in K" that contains &, and is called the Zariski
closure of . A property holds for ‘almost all’ x € K" (or,
equivalently, it is ‘generic’ in K") if the Zariski closure of the set
where such a property ‘does not hold” does not coincide with K".

A monomial order > on K[x] is a total, well ordering relation
on the set of monomials x® € K[x]. The lexicographic order
(briefly, the Lex order), denoted >, is a monomial order and is
defined as follows: x® > xP if in the vector difference a — b the
first non-zero entry is positive. Hence, let any monomial order >
be fixed. For any p € K[x], the leading term of p, denoted LT(p),
is the greatest term ¢ x® appearing in p. A polynomial r € K[x] is
reduced with respect to {p,, ..., p¢} if either r = 0 or no monomial
of r is divisible by any LT(py), i = 1,...,£. A finite set {g,, ..., g}
of K[x] is a Grébner basis of an ideal .# of K[x] if

(LT(g),...,LT(g)) = {{cx*:3f € F:LT(f) = cx*}).

A Grobner basis {g,, ..., g} is reduced if g; is reduced with respect

to {g,..»8_1»8&i+i»---» &) and LT(g) = x*, for some a € Z7%,,
i=1,...,7. Each ideal .# of [K[x] has a unique reduced Grobner
basis.

Given two ideals ¥ and # of K[x], the intersection of .¥ and
J, denoted . N 7, is the set of all polynomials belonging to both
& and Z; in particular, ¥ N £ is an ideal of K[x] satisfying

ISNF=0I5+1 -0 nKx],

where ¢ is a single auxiliary variable.
The notion of ideal can be generalised to deal with polynomial

vectors in K"[x].
Do Pr € K"[x], the sub-module of K"[x] generated by
P - Pr 18

Namely, given polynomial vectors

2
<pl’ “"pf> = [Zqiph q; € K[x]

i=1
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Similarly, given a polynomial matrix
R=[n Ty,) € K™ ™[x], define the image of R as a sub-

module of K™ [x],
Img(R) :=(ry, ..., Ty,) -

my ><mz[

x], the
syzygy of R is the sub-module of K™[x] consisting of all

On the other hand, for any polynomial matrix R € K

polynomial vectors p € K™[x] such that R p = 0,,,, ,, where 0,,,, is

the zero polynomial vector.
Also, the concept of monomial order can be extended to the

deal with polynomial vectors in K"[x]. Indeed, a monomial in
K"[x] is a product of the form x*e}", so that each p in K"[x] can
be written as a finite linear combination, with coefficients in K, of
monomials in K"[x]. Hence, a monomial order > on K"[x] is a

total, well ordering relation on the set of monomials in K”[x]. For
instance, the POT extension of the Lex order is a monomial order

on K"[x] and is defined as follows: x* /" > x®e/ if i < jori=j
and x® >, x®. Hence, let any monomial order on K"[x] be fixed.
The leading term of p € K™[x], denoted LT(p), is the greatest term
cx®e" appearing in p. Given a sub-module .# of K"[x], let
LT(A) be the sub-module generated by the leading terms of all
p € A according to >. Hence, for any sub-module .# of K"[x], a
finite set {g,, ..., g;} of K"[x] is a Grobner basis of L if

(LT(A4)) = (LT(g)), ....LT(g,) .

Reduced Grobner bases of sub-modules can be defined as for
ideals, and it can be shown that there is a unique reduced Grobner

basis for each sub-module in K"[x], once a monomial order has
been fixed.

3 Input-output
single-output
systems

embeddings of
(SISO) continuous-time

single-input
linear

Consider the following single-input single-output (briefly, SISO)
continuous-time linear system

ED=EED+Fu), w(t)=GED+Hub), )

where &() € R" is the state vector, v(f) € R is the scalar input, and
w(t) € R is the scalar output at time r € R, ; v(¢) is assumed to be
differentiable a sufficiently high number of times. Let
V(@) = du@)/dr and w®(@):=dw(@)/dr denote the ith time-
derivative of the input and of the output, respectively, i € Z . For
any N € Z ., letv, y(t) = [WO@) M @)]" be a vector having
as entries the input and its time-derivatives and let
VAN O ()) w™(0)]" be a vector having as entries the
corresponding output response and its time-derivatives. Hence,
consider the following definition (see [24, 25]).

Definition 1: A polynomial p € R[y, y,?, y] is an embedding
of system (1) if

P n®, V. nD)) =0, VieR,,.
An embedding is linear if deg(p) = 1.
In order to characterise the set of all embeddings of system (1),

which is an ideal of R[y, y,v. y] by of [24, 26], define, for all
N € Z , the matrices
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H 0 . 0
GF H . 0
My = : : L (2a)
GE""'F GE'*F .. H
G
GE
oy :=| . (2b)
GEY

Thus, consider the following lemma.

Lemma 1: Forany N € Z ., letting &(¢) be the state response of
system (1), one has

W () = OnEM) + Myv, N(1), VEER,,. 3)

Proof: The proof follows directly from the analysis carried out
in Section 5.1.2 of [27] and from Proposition 1 of [28]. O

Given N € Z.,, N > n— 1, define the observability map of
order N of system (7),

Wy ven) :=OnE+ My, y,

which, by Lemma 1, relates the current state of system (7) and the
time-derivatives of its input v up to order N, with the time-
derivatives of the output w up to order N. Hence, in order to
determine the set of all embeddings of system (7), define the
matrix

Quim[Ox —Iy., My €RV:ImoVoss
which, by (3), is such that

U]
QN 'I/e,N(t) = 0N+1.1y vVt € IRZU- (4)
Ve,N(t)

Thus, let Zy := &(Qy) be the reduced row echelon form of Qy and
partition such a matrix as follows:

n columns 2N + 2columns
ZN, 1,1 ‘ ZN, 1,2

=,

’

Zyso

ie., let Zy,, € R**®¥*? be the matrix obtained by retaining only
the last 2N + 2 columns of Zy and the rows that contain a pivot.
Thus, consider the following theorem.

Theorem 1: Let Zy be partitioned as above. The set of all linear
embeddings of system (1) in R[y, y, ¥, y] I8

u

3:[20_,»@, Ve;eR

Jj=1

)

where g, ..., g, are given by

We N

T
q ... q| =Zy,
[1 ,u] N,2,2 Ve n

Furthermore, £y :=(g,, ...,q,) is the ideal of all embeddings in
Ry, v, ¥, ] of system (1).

Proof: By [23], there exists a matrix Ay such that Zy = Ay Qy,
and, therefore, it results that,
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&@
Zy|Wen®|=0,,, ViER,,.
Ve,N(t)

In particular, this implies that the polynomials g,, ...,q, are linear
embeddings of system (1). Note that there is no embedding of
system (1) in R[y, y,7, y] that is not in #,, because the steps
carried out to compute Zy = &,(Qy) are exactly those to compute
the reduced Grébner basis of the ideal generated by the relations
given in (3) according to the Lex order with
Exp GO L L™ > VO > > ™) [21] via the
Buchberger's algorithm [29, 30]. Hence, the statement follows
directly from Theorem 2 of [24]. o

Remark 1: 1f pair (E,G) is observable, then matrix Zy ,, has
exactly N — n + 1 rows due to the fact that the matrix Oy has rank
n, and hence Zy , , = I,,.

By combining the results established in Lemma 1 and in
Theorem 1, the set of all linear inverses of the observability map of
system (1) is characterised by the following corollary.

Corollary 1: Assume that pair (E,G) is observable. For any
NeZ,, N > n, the set of all linear inverses of the observability
map Wy(-, -) of system (7), i.e. the set of all linear functions
Zpn(-, +) such that

En(PNE ven).ven) =E VEER"Vy, yeR'Y,
is parametrised by

E'N(‘I’e,NvVe‘N) = 0};17 1 (V’e,n—l -M,_, Ve,n - D)

N-n+1 (5)
+ Z €1 qWe N> Ve N),

J=1

where the polynomials ¢, ...,qy_,,, are defined as in Theorem 1

andc,, ...,cy_n 4, are arbitrary vectors in R”".

Proof: By Remark 1, if pair (E,G) is observable, then
v=N—-n+ 1. In view of Lemma 1, the set of all linear formulas
relating &(r) with y, v(r) and v, y(¢) corresponds to the set of all
solutions in & to the system of equations given in (3). Since pair
(E,G) is observable, one of the formulas that relates &(¢) with
W n() and v, n(1) is &) = 0., Wen-1(t) = My _ Ve (1)), which
corresponds to (5) with ¢, =--- =¢, = 0. Thus, since (4) is a
system of linear equations that hold for all times r € R,,, the
formula given in (5) follows by the facts that, by Theorem 1, & is
the set of all the linear embeddings of system (1) and that the set of
all the solutions to (4) is given by the sum of a particular solution
to (4) and the set of all the solutions of the corresponding
homogeneous equation [23]. O

The expression in (5) can be used also to find non-linear
formulas relating to the current state &€(f) of system (1) with y, n(?)
and v, n(?). Indeed, by a trivial extension of Corollary 1, non-linear
formulas relating the state and the time-derivative of the input and
of the output are given by

E‘N(‘I’e,Nv Ve,N) = 0};17 1 (V/e,n—l - Mnf 1Ven- 1)

N-n+1 (6)
+ 2 CiWe N Ve N) 4j(We Ns Ve, N)s
=

where ¢;(y. y, V. ) are arbitrary vector functions of y, y and v, y.
The expression given in (6) is exploited in the following Section 4
to characterise the simultaneous observability of a set of linear
systems.

The following example illustrates the application of Corollary
1.
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Example 1: Consider system (1) with

0 1 0
E = , F=|| G=[1 0], D=1.

-1 0 1
Letting N = 3 and by using the result established in Corollary 1, it
turns out that the set of all linear inverses of the observability map
W,( -, -) of system (7) can be parametrised as
©_ o

1 1
p =0

EiWe s Ves) =

ter (i +yp® — 200 — 1)
te, (i + y® — 2O — 19,

. RS
where ¢, and ¢, are arbitrary vectors in R,

4 Simultaneous inverse of the observability map
for multiple SISO continuous-time linear systems

Consider the SISO continuous-time linear system:
x(t)=Ax(t)+ Bu(t), y@)=Cx(@) + Du(z), @)

where x(¢) € R", u(t) € R, and y(t) € R denote the state vector, the
input, and the output, respectively, at time 1 € R . ; u(?) is assumed
to be differentiable a sufficiently high number of times. Assume
that A, B, C, and D are not known, but that it is known that the
tuple (A, B, C, D) belongs to the following finite set:

§:={(A,B,,C,Dy),....(A, B;,C,, D)},

withs € Z,,.

The main objective of this section is, given the set &, to
compute a function, if any, that relates the current state x(r) of
system (7) with the time-derivatives of u(¢) and y(¢) up to order N
Wen =1 ... u™", u®@) =du@dd, i=0,...,N and
Yen=0" .. YV, yO(r) = d'y(r)/dr, i=0,....N,
respectively), for some N € Z ..

By Lemma 1, letting M, y and Oy y be the matrices obtained by
substituting, in the expressions given in (2) for My and Oy, E with
Ay, F with By, G with Cy, and H with Dy, k = 1, ..., s, it results that
there exists k € {1, ..., s} such that

Yen(t) = O yx(1) + My yue ().
Thus, define the observability map of order N of the kth system,
Wi n(x,ue y) = Oy y X + My v Uy, ®)

which relates the current state of system (1) and the time-
derivatives of u(f) and y(¢) up to order N, provided that A = Ay,
B = By, C = C}, and D = Dy. Therefore, the main objective of this
section is to compute, if any, a function ®y( -, - ) such that

DNy N(x, U, N), U N) = X,

for ‘almost all’ x € R", u, y € RM*' and for all k € {1,...,s}. If
such a function exists, then it is called simultaneous inverse of the
observability maps Wi n(-, ), k=1,...,s.

Assumption 1: Pair (A, Cy) is observable, k = 1, ..., s.

Clearly, if Assumption 1 does not hold, then there does not exist
a simultaneous inverse of the observability maps Wi n(-, - ),
k=1,...,s, due to the fact that the relation given in (8) is not
invertible for some k € {1,...,s}. In addition, as well known,
‘almost all’ pairs (A;, C;) are observable.

Under Assumption 1, let N € Z,, N > n, and let
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GeN=1{8kN1 - s &N} 9)

be the reduced Groébner basis according to the Lex order with

YO > YV > u®” > o> u® of the set all embeddings of

X(0) = Ay xi(t) + Bru(t),

(10)
(0 = C ) (®) + Dru(t),
for k =1, ...,s. Note that, by Remark 1, the set & y is composed
by exactly £:=N —n+ 1 linear polynomials and can be easily
computed by using the method illustrated just above Theorem 1.
Hence, fork =1, ...,s, let

Jin=1L,®[8nN1 - &N/l
8kN,1  «or GkN.L - 0 0 0
O O 0 8k, N, 1 gk,N,f

and define the following vector (being linear in y, ,_, and . ,,_ )

0}<:= Olz,ln—l(ye,n—l _Mk,n—lue.n—l)~ (11)

Define the matrices

Jiv —hn o Oyur
Wy =] : R (12a)
Jiv Oupe oo —Jiw
0, -0,
o= : | (12b)
0, -0,

and consider the following theorem.

Theorem 2: Let § be given and N € Z, ,; under Assumption 1,

consider the following sub-module of R"“~ [y, x, #, y1:
P=([Wy O]).

Let Sy € R™7$* "%y, u, ] be the reduced Grobner basis of the
syzygy of [Wy O] with respect to the POT extension of the Lex
order with yO > ... > yV > u® > ... > u™. Thus, there
exists a simultaneous inverse ®@y( -, - ) of the observability maps
Win(-, +), k=1,...,s, that holds for ‘almost all’ u, y if and only

if there is @ € R[u, y], ® # 0, such that the polynomial matrix Sy
can be partitioned as

SN,1,1 N,1,ﬁN.1,3

01‘/) @ PN,23

In such a case, by letting Sy , » be partitioned as

ne s rows
SN=

1 row

n ¢ rows
SN.I,Z,I
SN,],Z = : P

SN,I,Z,S ne¢ rows

a simultaneous inverse of the observability maps W, n(-, -),
k=1,...,s, holding for ‘almost all’ u, y, is

1
CI)N=01+E(JLNSN,|,2,1)- (13)

Proof: Since Sy is a syzygy matrix of the polynomial sub-
module &P, whose basis is [Wy 0], it holds that
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WySnvi2+ 0w =0,_y,.

In particular, by the definition of the polynomial matrices Wy and
0, the following polynomial relations hold:

1 1
;JLNSN,I,Z,I +0, = a_)JZ.NSN,l,Z,Z +0,,

1 1
EJI,NSN,I,Z,I +60, = EJSANSN.I.Z,S + 0.

Hence, letting ®y(y, v, U, y) be defined as in (13), by Theorem 1,
®y(-, -) is a simultaneous inverse of the observability maps
W, n(-, +), k=1,...,s. Furthermore, it holds for ‘almost all’ u, y
because the set where it cannot be applied is the variety
V(w) € RY*!, which does not coincide with RV *' since w # 0.

On the other hand, assume that there exists a simultaneous
inverse ®y(-, ) of the observability maps Win(-, ),
k=1,...,s, that holds for ‘almost all’ u, 5. By Theorem 1, since
®y(-,-) can be used for ‘almost all’ wu,y, there exist
cj € R"(y. n-u. y) whose entries are rational functions with
numerator in R[y, y, #. y] and denominator in R[z, y] such that

-1
@y = O n- (ye,n—l - Mk,n—lue.nfl)
N-n+1

+ Z Ci.j 8k.N. j»s
J=1

for k =1,...,s. By taking pairwise differences of the expression
above for k € {1, ..., s}, one obtains that
N—-n+1 N-n+1
0, -0+ Z Crj 81— Crj, 82 = 0,
J1=1 h=1
—n+1 N—-n+1
0 + z Cji8j— Cs. i, 8s.j, = 0,
=1 Js=1

which implies that there exists a vector in the reduced Grobner
basis of the syzygy of & with respect to the POT extension of the
Lex order with y” > ... > y¥ > u® > ... > u™ whose last
entry is a polynomial in R[u& Nl. O

Theorem 2 provides necessary and sufficient conditions for the
existence of a simultaneous inverse @y( -, - ) of the observability
maps Wi n(-, - ), k=1,...,s, together with computational tools to
compute a closed-form expression of such an inverse.

The next example illustrates the application of such a technique.

Example 2: Let s =2 and

A1=[1 _1], B,=[O], c=[ 1, D=1,
1 -1 1

1 2 1
A2=[l —l, Bz=[0, C2=[1 O], D2=1-

By letting N = 4, and computing the sets &y ., kK = 1,2, as in (9),
one obtains the following polynomials of R[y, 4, u. .]:

) 2 3 4
g = v+ 2u® — u® —u®,
®) o _ @3
G4 ga=y +2u—u"—u’,
gs =2+ 2u” — i — 4@
1,3 — )
_ 2., _ @ @, 3
81 =3"—-y"=-2u"+u"+u
©oi g2 = 39" =y — 2u"” +u® + u(%)
' 0 4 0 1 2 3 4
g5 =9 — v — 6u® + 30 + u® + u® + u? .

(4)

On the other hand, by computing © as in (12b), one obtains
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1 (0) 1 (1) 1 ) 1 (1)
TRy Tty gu g

0= 3 1 3
o_S3o_Lo,2 o

7 g g

Finally, by computing the reduced Grobner basis of the syzygy of
[W, 0], one of its elements is:

0) +y(1) + M(O) (1)

0
6y — 3y = 34 4 3,
4 (0) 3y(1) _ M(U) + 3u(l>

0
—12y? + 9y + 34 — 9,
2y<0) _ y( ) M(U) + u<l)
0
0
+ 3y<1) u® = 3,0
0
0

241 = 12u” — 121

—2y

(0)

—4y

Therefore, since the last entry of such a vector is in R[u, 4], by
Theorem 2, there exists a simultaneous inverse ®,(-, -) of the
observability maps Wi (-, ), k = 1,2, that holds for ‘almost all’
u, . In particular, such an inverse can be obtained by using (13),

(u(()) _ M(l) _ 2y(0) + y(1>)(2u(2) _ u(3) (4) _ 3y(2) + y(4))

=T 12(=2u” +u + u(z))
e @® = 3u? — 4y 4 3y 2u® — u® — ¥ — 3y? 4 y¥)
’ 12( =26 + u” + u®) ’
and can be used for all times t € R, , such that
e, (1) & V(w), (14)

where o =2u®—u® —u®. It is worth noticing that if

up 4(t) € V(w) for all times t € R, then system (7) may be
unobservable without knowing which of the tuples (A,, B, Cy, D,)
and (A, B,,C,,D,) is governing the dynamics of the system.
Indeed, letting

u(t) = (% - é)exp( 21+ (2— + il)exp(t), (15)

one has that u, () € V(w) for all t € R and for all ¢,c, € R.
Hence, letting u be as in (15), if the dynamics of system (7) are
governed by (A,, B,, C,, D;) and the initial condition is

_da_a

4 4

Xi0= ,
a_%
4 4

then the state and output response of system (7) are given by
— 298 Cope) + S Lexp( — 21
3 P 2 P
x,(1) = c—c s
'Toexp( -21)

»@»=0

respectively. On the other hand, letting u be the input given in (15),
if the dynamics of system (7) are governed by (A,, B,, C,, D,) and
the initial condition of the system is
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then the state and output response of system (7) are given by

_2ata exp(t) + 4 ; Coexp( - 21
x(0) = 2¢o+ ¢ Cy—C ’

- 06 Lexp(t) + = 3 Lexp( — 21)
yz(t) =0,

respectively. Hence, since y,() = y,(¢) for all r € R, but x,(¢)
need not be equal to x,(¢) for all t € R,,, it is not possible to
reconstruct the state of system (7) from measurements of « and y
without knowing which one among the tuples (A,, B;,C,, D;) and
(A, B,, C,, D) is governing its dynamics.

Finally, consider the following definition.

Definition 2: A polynomial p € R[y, y,u. n] is an embedding
of system (7) if, Vx € R", Vu, y € RV *', Yk € {1, ..., 5},

P N(x, e ), U ) = 0.

Note that Definition 2 generalises Definition 1 to deal with
systems whose dynamical matrices are not known. Indeed, by the
construction given above, it results that if p € R[y, y,u. 5] is an
embedding of system (7), then

PYen@®)ue n() =0, VI ER,,

independently of which (A4, By, Ci, D) € $§ is governing the
dynamics of the system. The following proposition is a
straightforward corollary of Theorem 1.

Proposition 1: Let the polynomials g n 1, ..., 8 n.¢ be defined
asin (9), k =1,...,s. The set of all embeddings of system (7) is

s
Tn=[) (8N 8en.e)- (16)
k=1

The interest in the set I y defined in (16) relies on the fact that

it allows to construct several simultaneous inverses of the
observability maps Wy n(-, -), k=1,...,s. Indeed, by the same
reasoning used to prove Corollary 1, letting the assumptions of
Theorem 2 hold, letting ®@y( -, - ) be defined as in (13), and letting
{4, ..., A} C Ry, n.u. n] be the reduced Grobner basis of the
ideal TN given in (16), the function

Do Uen) = PyYensUe N) + 207 = 16V N> Yo ) Ao o Ue N)s
where ¢, ...,c, are arbitrary vectors in R"[y,y.u.n], is a
simultaneous inverse of the maps W, n(-, -), k=1,...,s, that
holds for ‘almost all’ u, .

5 The case of autonomous systems
In this section, the analysis carried out in Section 4 is specialised to
the case of the following autonomous systems:

x@)=Ax(), y@)=Cx@). 17)

Assume that the matrices A and C are not known, but that it is
known that pair (A, C) belongs to the set

§={(A,C), ..., (A, C)},

where s € Z,,.The results stated in Theorem 2 still hold for
system (17), and the main objective of this section is to show such
a statement can be simplified when dealing with autonomous
systems. Toward this end, consider the following example in which
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the results of Theorem 2 are applied to a systems being
autonomous.

Example 3: Let s = 3 and consider the matrices

a=" U c=p o 18
1—[0 1 B 1—[ ], ( a)
=" c=p 1 18b
2=, ) , = ] (18b)
2 1
&lel, G =1 1]. (18¢)

By letting N = 5, and computing the sets &y 5, k = 1,2, 3, as in (9),
one obtains the following polynomials of R[y, s]:

811 = y<3) - 2)’(4) + ym,
g = y<2) _ 3y<4) + 2y<5),
g =" =4+ 3y,
Qa= ym) _ 5y<4) + 4y<5),

&1 = 2y(3) + y(4) _ y(5)’

?I.S

2, &2 = 4}’(2) - 3)’(4) + y(s),
.5 s = Sy(l) + Sy(4) _ 3y(5)7
£0= 16y = 11y" 45,
g1 = 3yY = 3y 4O,

82 = 3y(2> _ zy(4> + y<5)’

?3‘5 gis = 9y(1> _ 3y(4> + 2)7(5),
&= 9y(0> _ y(4) + y(5) .
Hence, by considering that
gl jo 001 —2 1p°
a.l |0 01 0 =3 2"
i |0 002 1 -1y
@i |0 0 4 0 =3 1|
8.3 0O 8 00 5 -3 3
g 116 00 0 -11 5]
gs] 01 0 0 —4 3"
asl |1 00 0 -5 4p®
g |00 0 3 =3 1|y?
gsl (00 3 0 =2 1|y®f
ga| (009 00 =3 2y
8.4 9 0 0 0 -1 1 ¥

and that the matrices on the right-hand side of the expressions
above have full rank, by the same reasoning used in the proof of
Theorem 1, one has that

(811,812, 82,15 822, 82,3, §2.4) = (y(m, y“), cees y(S)),
(81,3 81,4 .15 83.2> 83.3: 83.4) = <y(0), ym, v y(5)> .
Therefore, it results that, letting W5 be defined as in (12a),

S) 4 (0 4 (5) 4

Img(Ws) = (%%, ..., Y%}, y%%;, ..., e},

24x24

i.e., there exists a constant matrix K € R such that

W;K=1Qyls.

Hence, since the polynomial vector @ has linear entries in y, j, i.e.
there exists a matrix Y € R**? such that

0=Yy,,,
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by Lemma 2.2 of [31] and Lemma 4 of [32], there exists a constant
vector in the syzygy of [Ws 0] (the explicit expression of such a
vector is omitted for brevity). Thus, by Theorem 2, there exists a
simultaneous inverse @s( - ) of the observability maps Wi s( -, -),
k = 1,2,3, that, by using (13), is given by

1 7
14 2

@y,.) =
Wed =03 35 1 5119 27

4 4 28 7 4
In view of the construction illustrated in Example 3, the
following theorem specialises the results given in Theorem 2 to the
case of autonomous systems.

Theorem 3: Let s € Z,,. If N > ns — 1, then, for ‘almost all’
A, .., A, e R"™" and C,...,C, e R"™", there exists a linear
simultaneous inverse of the observability maps x — Oy yx,
k=1,....s, ie., there exists Ly € RV *" guch that

LyO yx=x, VxeR' k=1,..,s. (19)

Proof: First, note that, for ‘almost all’ A4,,...,A, € R"*" and
Cy,...,C; € R™" pairs (4;, Cy) are observable [27]. Let &, y be
defined as in (9), k = 1,...,s: in view of Remark 1, such sets are
composed by exactly N — n + 1 linear polynomials for ‘almost all’
matrices A,,...,A; € R"™*" and C,,...,C; € R'*". By using the
construction made in Example 3, there exists a matrix
Hk = R(N+ Dx (N +1) such that

T
[81.(k72)n+1 81,k-nn gk,N,N—n+1]

= Hkye,Na

for k=2,...,s. Furthermore, such a matrix has full rank for
‘almost all’ A,,...,A; € R"*" and C,,...,C; € R'*". Thus, by the
same reasoning used in Example 3, it results that

— (O ns -1 N),n(s-1)
Img(Wy) = (%", ..., yNMel® =",

©) n(s—1) Ny n(s - 1)
Y lnis—1)s -5y en(s—l)>'

Therefore, by Lemma 2.2 of [31-33], there exists a constant vector
in the syzygy of [Wy ©]; therefore, by (13), there exists a linear
inverse of the observability maps x — Oy yx, k=1,...,s, for
‘almost all’ matrices A, ...,A, € R"”*"and C,, ...,C; € R"™". 0
Theorem 3 provides a ‘generic’ result on the number of time-
derivatives of the output that have to be taken into account in order
to allow one to jointly invert the observability maps x — Oy y X,
k=1,...,s. Finally, the following proposition characterises the
number of time-derivatives of the output to be taken into account to
guarantee the existence of a linear embedding for system (17).

Proposition 2: Let the set S be given and let the ideal Iy of
R[y.n] be defined as in (16), with B, =0,, and D, =0,

k=1,...,s. If N>ns, then there exists a linear polynomial
p e 91\/.
Proof: Define A, :=diag(4,, ..., A;) € R"*",

C,:=[C, C,] € R and consider the extended system

CZAeCs 1D=Ce§. (20)
It can be easily derived that if p is an embedding of system (20),
then it is also an embedding of system (17). Thus, the result
follows directly from Theorem 1. o

The following example illustrates the application of Proposition
1.
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Example 4: Consider again the matrices given in (18). By
letting N = 6, computing the sets i k= 1,2,3, as in (9), and
computing the ideal I as in (16), one obtains the polynomial

p= 6yl0) _ ]Sy(l) + 8y(2) + 9y(3) _ 13y(4l + 6y(5l _ y(ﬁ)

is in the ideal  y and hence it is a (linear) embedding of system

(17).

6 State observer design

In this section, it is shown how the tools given in Sections 4 and 5
can be used to design a state observer for systems (7) and (17). In
particular, in Section 6.1, it is shown how the methods proposed in
Section 5 can be used to design a state observer for system (17)
without knowing which of the pairs (A,,C),...,(A,,Cy) is
governing its dynamics, whereas in Section 6.2, it is shown how
the techniques given in Section 4 can be used to design a state
observer for system (7), without knowing which of the tuples
(A, B,,C\,D)), ....,(A;,B,,C;, D) is governing its dynamics.
Assumption 1 is supposed to hold throughout this section.

6.1 Design of state observers for multiple autonomous
systems

Assume that N > ns — 1, let L be such that (19) holds, and let

P=yot Fay It N =@ Yoy + YN

be a linear embedding of system (17) in Iy, (note that, in view
of the results established in Section 5, such that L and « exist for
‘almost all’ A,,...,A;, € R"™" and C,, ...,C; € R'*"). Since p is a
linear embedding of system (17), independent of the pairs
(A,C)), ..., (A, Cy) which is governing its dynamics, the time-
derivatives of the output y satisfy

Yen(®) =V ye n(0), 1)
where

Oy, Iy

V= (22)

Thus, a state observer for system (17) that is independent of the
pairs (A,,C)), ..., (A,, Cy) which is governing its dynamics can be
‘generically’ given by

YD) = (V=T Y) Jon(0) + T Y1), (23a)
x(t) = Ly n(), (23b)

where Y =[1 0, x], T is such that V — T'Y has eigenvalues with
negative real part, y, y(f) is an estimate of y, y() and x(¢) is an
estimate of x(¢). As a matter of fact, system (23) is a classical
Luenberger observer [1] for system (21) and hence the estimation
error y, n(t) — y. n(t) converges exponentially to 0. Therefore,
since x(t) = Ly, y(t), it results that also the estimation error
x(1) — x(¢) converges exponentially to 0, i.e., system (23) is an
exponential state observer for system (17). System (23) is referred
to as a simultaneous state observer for multiple autonomous
systems. The next example illustrates the application of this
observer.

Example 5: Consider the mechanical system depicted in Fig. 1,
which is constituted by two bodies having mass m and two springs
having stiffness k. Let the output y be the position of the first body.

Letting the masses be unitary and assuming that it is not knwon
whether the stiffness is k = 1 or k = 2, the dynamics of such a
system are given by system (17) with s = 2 and
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Fig. 1 A mechanical system with two masses and two springs
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Fig. 2 Time behaviour of the state of the mechanical system, time hzstory
of the state of the state observer (23), and estimation error ¥ = x — X
obtained when k = 1
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Fig. 3 Time behaviour of the state of the mechanical system, time history
of the state of the observer (23), and estimation error ¥ = x — X obtained
whenk =2

0O 1 0 O 0 0 0
-2 0 1 O -4 0 2 0
Al = 5 Az = B
0O 0 0 1 0O 0 0 1
1 0 -1 O 2 0 -2 0

¢,=[1 0 0 0, G=[1 0 0 O].

Using the results established in Section 5 (see Examples 3 and 4
for the explicit steps that have to be carried out in order to compute
the matrix L and the vector ar), one obtains

10 0 0 0 O 0 O
01 0 0 0 0 0 0
4 7 7 1
L=|2 ! ! 1 ,
3 05 0 5 0 5 0
4 7 7 1
0 3 0 -z 0 —¢ 0 -2

T=[-4 0 -18 0 -23 0 -9 O0].

Hence, letting V be defined as in (22), one has that the matrix (see
equation below) is such that V — T'Y has eigenvalues with negative
real part. Thus, the simultaneous state observer (23) provides an
exponentially converging estimate of the state of the mechanical
system depicted in Fig. 1 independently of whether k = 1 ork = 2.

Numerical simulations have been carried out to test such an
observer. Fig. 2 depicts the behaviour of the mechanical system,
the time history of the state of the observer (23) and the estimation
error obtained whenk =1, x(0)=[1 0 -1 17, Ye(0)=0,,.

On the other hand, Fig. 3 depicts the time behaviour of the
mechanical system, the time history of the state of the observer
(23) and the estimation error obtained when k=2,
x0)=[1 0 —1 0], Jer(0) =0,

In order to compare the proposed observer with the ones
existing in the literature, the simultaneous observation scheme
given in Section III of [13] has been implemented for the
mechanical system depicted in Fig. 1 by designing the observer
gains as for the observer (23). Figs. 4 and 5 depict the results of
numerical simulations of such an observer in which the system has
been initialised at the same initial condition of the ones reported in
Figs. 2 and 3 and the observer has been initialised at 0,, ;.

As shown by such figures, although the transient behaviour of
the observer given in Section III of [13] is similar to the one of the
observer (23) and both are capable of estimating the state of the
mechanical system without knowing whether the stiffness of the
springs is k = 1 or k = 2, the observer given in [13] has a higher
state dimension; as a matter of fact, it has 12 states whereas the
observer (23) has eight states. Nonetheless, the computations to be
performed off-line to design the proposed observer are slightly
more complex than the ones required to design the observer given
in Section III of [13]. In fact, while the latter can be designed by
determining two stabilising gains for two linear plants, the former
requires first the computation of the matrix L and of the vector a
(see Examples 3 and 4 for the explicit steps that have to be carried
out) and, second, the computation of the stabilising gain 7.

6.2 Design of state observers for multiple systems with
inputs

When dealing with systems with inputs, the design strategy
proposed in Section 6.1 cannot be directly applied due to the fact
that there need not exist a linear embedding for system (7) that
holds independently of which of the tuples
(A,B,,C\,D)), ....,(A;,B,,C;, D) is governing its dynamics.
However, it is still possible to design a state observer for such a
system by using the results given in [34].

Let NeZ,, be fixed so that there exists a simultaneous
inverse ®y(-, ) of the observability maps W n(-, -),

=[16.64 121.3 470.1 8303
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Fig. 4 Time history of the state of the observer given in Section Il of [13]
and estimation error X = x — X with k = 1
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Fig. 5 Time history of the state of the observer given in Section Il of [13]
and estimation error ¥ = x — X withk = 2

i3

Fig. 6 An electric circuit with two switches

k=1,...,s, that holds for ‘almost all’ u, y (see Theorem 2 for the
conditions ensuring that such an assumption hold). Hence,
assuming that, for all times r € R, the input u is such that

N+ 1
%u(z)‘ < A for some A € R, and that the corresponding state

response of system (7) is such that [x(¢)| < A for some A € R,
an observer for system (7) that is independent of which of the
tuples (A, B,,C\, D)), ..., (A, By, C;, Dy) is governing its dynamics
is ‘generically’ given by

V0 =50+ 20w - ), (242)

60

jz(])(t) =390+ %(y(t) -37),

(24b)
370 = 500 = $"0), (24¢)
i) = "0 + S - i), (24d)
(0 = i + S = i), 40
i) = :x—w — i), (24)

2(0) = Oy(Fe N0t A1) (24g)

where y, n(1) = %) JQ‘N)(;)]T is the estimate of y, (),
u, N = G ,Q(N)(;)]T is the estimate of wu, n(f), the
coefficients «i,....,kyy, are such that the polynomial
N kN + .+ kyo + k. is Hurwitz, e is a sufficiently small
positive real parameter, and x(¢) is an estimate of x(¢). As a matter
of fact, by [34], if |(@"*'/d"*Hu(r)| < A and |x()| <A (thus
implying by Lemma 1 that there exists A such that
@' 7dN ()| < A), then  the
|ye»N(t)— _)A)EVN(I)| and |uL,AN(t)—12L,.N(t)| can be made arbitrarily
small in an arbitrarily small amount of time by letting the
parameter ¢ be sufficiently small. Therefore, in view of the
absolute continuity of the function ®@y( -, -) in its domain, system
(24) is able of ‘practically’ estimate (i.e. with arbitrarily small
estimation error and convergence time) the state of system (7),
without requiring the knowledge of which of the tuples
(A, B,,C\, D)), ...,(A,, B, C,, Dy) is governing its dynamics. Such a
system is referred to as a simultaneous state observer for multiple
systems with inputs.

The next example illustrates the application of such an observer.

estimation errors

Example 6: Consider the electric circuit depicted in Fig. 6,
which is composed by a capacitor with capacitance ¢, an inductor
with inductance 1 two resistors with resistance r, and two
switches. Assume that the position of the two switches is not
known and let the output y be the voltage across the resistor and let
the input u be the current delivered by the current source.

Letting the values of the parameters be unitary, the dynamics of
the circuit are modelled by system (7) with s = 3,

0 1 0
A = _l Oa Blz[]]7 ¢ =[0 1],
2
0 1 0
A= 1 s Bz=[], C=[0 1],
- -1 1
2
0 1 0
Asz_l 1 B3=1, CG=[0 1],
2 2

and D, =D,=D;=0, corresponding to the possible
configurations of the switches. Letting N = 6 and using the results
established in Section 4 (see Example 2 for the explicit steps that
have to be carried out), one obtains a simultaneous inverse
Dg( -, -) of the observability maps Wi (-, - ), k =1,2,3, (whose
explicit expression is omitted for compactness), which can be used
for all input functions u(f) such that u®(r) does not vanish (or
vanishes at isolated time instants). Hence, such a function can be
used to design the simultaneous state observer (24).
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Fig. 7 Time behaviour of the state of the electrical circuit and estimation
error X = x — X obtained when no switch is closed
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Fig. 8 Time behaviour of the state of the electrical circuit and estimation
error ¥ = x — X obtained when one switch is closed
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Fig. 9 Time behaviour of the state of the electrical circuit and estimation
error ¥ = x — X obtained when two switches are closed

Numerical simulations have been carried out to test such an
observer. Fig. 7 depicts the time behaviour of the state of the
electrical circuit and the estimation error obtained by using the
state observer (24) with & = 107, $,40) =0, ,, and x, = 7, k, = 21,
k3 = 35, k, = 35, ks = 21, ks = 7, k; = 1, when no switch is closed,
x0) =[1 01", ur)=0.017

Fig. 8 depicts the behaviour of the electrical circuit system and
the estimation error obtained by using the state observer (24) with
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the same parameters as above, when one switch is closed,
x(0)=[1 0]"and u(r) = 0.017.

Finally, Fig. 9 depicts the behaviour of the electrical circuit
system and the estimation error obtained by using the observer (24)
with the same parameters as above, when two switches are closed,
x(0)=[1 01" and u(t) = 0.017.

As shown by Figs. 7-9, the simultaneous state observer (24) is
capable of practically reconstructing the state of the electrical
system without requiring the knowledge of the position of the
switches.

Note that the results given in [13] cannot be directly applied to
design an observer for the considered electrical circuit since [13]
does not deal with the case of three systems with inputs.
Furthermore, also the approach given in [16] cannot be directly
used since Assumption A2 of [16] does not hold for the considered
system.

7 Conclusions

In this paper, algebraic geometry tools have been proposed to
characterise the simultaneous observability of a set of linear
systems and to design a simultaneous state observer. In order to
pursue this objective, first an algebraic technique has been
proposed to compute the set of all the embeddings of a single linear
system and it has been used to find a parametrisation of all the
linear inverses of its observability map. Such a parametrisation has
been used to provide necessary and sufficient conditions for the
existence of a simultaneous inverse, holding for almost all inputs,
of the observability maps of multiple linear systems and to provide
an algebraic geometry technique capable of computing such an
inverse. The results given for SISO linear system have been then
specialised to the case of autonomous systems, for which much
stronger results hold. In particular, a ‘generic’ result has been given
on the number of time-derivatives of the output that have to be
taken into account in order to allow one to jointly invert &
observability maps. Finally, it has been shown how such techniques
can be directly used to design simultaneous observers for multiple
linear systems by coupling them with ‘practical’ high-gain
observers. The theoretical results have been corroborated and
illustrated by several examples reported all throughout the paper.

The main advantage of the tools given in this paper with respect
to others given in the literature [9, 11-13] is that they provide an
exact certificate for the simultaneous observability of a set of linear
system or for the lack thereof. Furthermore, they allow one to
compute directly a closed-form expression for the simultaneous
inverse of the observability maps of the systems in the set, which
can be readily used to design simultaneous observers by interfacing
it with high-gain observers.

It is worth pointing out that although, for simplicity, the results
given in Section 6.2 have been illustrated assuming that the input is
C* for some sufficiently large k € Z ., the proposed technique can
be employed also if the input is discontinuous, provided that there
is a minimum dwell time between two consecutive discontinuities
(see [24] for further details).

As shown in Example 5, the proposed simultaneous state
observer for multiple autonomous systems has state dimension
smaller than others available in the literature, although the
computations that have to be carried out off-line to design the
observer may be slightly more complex. Furthermore, as shown in
Example 6, the given simultaneous state observer for multiple
systems with inputs can be used in some cases in which other
design procedures cannot be used, although it requires more strict
hypotheses on the input, which has to be piecewise C* for some
sufficiently large k € Z,, with a minimum dwell time between
two consecutive discontinuities.

It is worth mentioning that the proposed algebraic technique for
a single system can be extended so to deal with unknown inputs. In
fact, by [35, 36], the state € of system (1) is observable with
unknown inputs if and only if system (1) is differentially flat. In
such a case, by letting 7y := (y, y — Oy E — My v, ) be the ideal
generated by the relations given in (3), an inverse of the
observability map Wy(€, v, y) that is independent of the input v and
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its time derivatives can be determined by computing the Grobner
basis of #y:=FyNR[E w, ] according to the Lex order with
WO > o ™ > & > &, In particular, there exists a
rational inverse of the observability map Wy(€ v, y) that is
independent of the input v and its time derivatives if and only if
there are polynomials g, ..., g, € #y such that LT(g;) = ¢, y)x;,
i=1,...,n (see [24] for further details). Designing a common
unknown input observer is therefore, easy with the method
proposed here if such polynomials exist, as shown in the following
example.

Example 7: Consider system (7) with s = 2,

L2
3 3 -3 11
A=l s Bl—[3], C=l3 3l
3 3
710
A= 3 3 B_—I C—l 1
2 = _2 _17 2 = 1 ’ 2_[§ §]
3 3

By defining the ideal %, ,:=(ye:1— 0., x—M,  u.,,) and
computing the reduced Grobner basis of &, := .7, NR[x, y..]
according to the Lex order with y” > y > x; > x,, one obtains
that &, = (g,, &) with

81 =Xz—2yo—y],
& =X =Y+

which implies that

Yo— N

0 =
2y, +

is an inverse of the observability map W, ,(x,u.,) that is
independent of the input u and its time derivative. Furthermore, by
computing the reduced Grébner basis of the syzygy of [W; @],

one of its elementsis[0 O O 0 O O O O I]T, and hence
6, is a common inverse of the observability maps ¥, ;(x, u, ;) and
W, ;(x,u,5) that is independent of the input u# and its time
derivatives. Therefore, a common unknown input observer for the
considered system can be designed by coupling the observer (24a)—
(24c) with such an inverse.

On the other hand, if there do not exist polynomials
8k.1> -+ > 8kn € (Yen = Ornx — Mk.N"e.N) NR[y.n,x] such that
LT(g) = oWen)x, i=1,...,n, k=1,...,s, it is not easy to
extend the techniques proposed in this paper; this would
correspond to design unknown input observers for multiple
systems in the case of unknown input detectability, as in [14—16].
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