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Abstract. Phase transformation in shape-memory alloys is known to cause elec-
tric resistivity variation that, under electric current, may conversely influence
Joule heat production and thus eventually the martensitic transformation it-
self. A thermodynamically consistent general continuum-mechanical model at
large strains is presented. In special cases, a proof of the existence of a weak
solution is outlined, using a semidiscretization in time.

Mathematics Subject Classification (2000). 35K55; 74A15; 74N10; 80A17.

Keywords. Generalized standard materials, heat equation, Joule heat, electri-
cally conductive media, martensitic transformation, weak solution.

1. Introduction

Shape-memory alloys (=SMAs) as so-called active (or smart) materials have
been subjected to intensive theoretical and experimental research during the past
decades. They are typically intermetallic compounds whose atomic lattice is based
on chemical bonds and exhibit specific hysteretic stress/strain/temperature re-
sponse, which is called shape-memory effect. This is related with the phenome-
non that atoms tend to be arranged in different crystallographic configurations (in
particular, having different symmetry groups) depending on temperature. Higher
temperatures leads to a higher-symmetry (typically cubic) lattice referred to as the
austenite phase while lower temperature leads to a lower-symmetric grid (typically
tetragonal, orthorhombic, monoclinic, or triclinic) called the martensite phase which
may occur in several variants, namely 3,6,12, or 4 in the mentioned cases, respec-
tively. Specific case is a rhomboedric phase (a so-called R-phase), having 4 variants
with distortion continuously depending on temperature.

SMAs are electrically conductive and it is very specific that their electric resis-
tivity varies in dependence not only on temperature but mainly on the symmetry
of the lattice. This variation may be quite markable, cf. e.g. [19, 33] where variation
of tens of percents within transformation austenite to martensite or to R-phase is
experimentally documented on NiTi. This may create specific effects of two sorts:

◦ different electric resistivity may easily be exploited to detect phase transfor-
mation; to this goal, only a very small electric current can be used without
causing any coupling effects,

◦ actuating phase transformation in SMA wires is often executed by heating by
electric current; then coupling effects caused by phase-dependence of electric
resistivity occur.
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So far, rather indirect experiments documenting phase-dependence of electric resis-
tivity on strain or temperature in specifically loaded wires rather than on lattice
state itself are at disposal, see e.g. [14, 21, 33, 54, 55]. Moreover, attempts for
modelling this effect are so far rather speculative, based on counting serial arrange-
ment of resistors [33, Sect.3.2] although a parallel arrangement is, in principle, quite
equally justified especially in bulks.

One of the goal of this article is to develop a general rational thermodynami-
cally consistent continuum mechanical model in Section 2. To this aim, we combine
several generally accepted concepts, namely hyperelastic materials at large strains
and the so-called generalized standard solids (due to Halphen and Nguyen [20]) with
internal parameters involving here a vectorial order parameters (of the type as in
Fremond’s model [16]) like in phase-field models. We also adopt concept of dissipa-
tive forces having (pseudo)potentials, some of them may be degree-1 homogeneous
to describe phenomenologically activated, rate independent effects which are typical
within phase transformation. Eventually, we consider coupling with electric current
through Onsager-type [34] cross-effects and production of heat through Joule ef-
fects. In particular, the general model thus counts with phase dependence not only
of electric resistivity (or, equally, conductivity) but also heat conductivity. Beside
applying these concepts, we present the model in a full thermodynamical context.
This general concept, presented in Section 2, can be applied (possibly with some mi-
nor modifications) to various situations as electrically-conductive magnetostrictive
materials or material exhibiting giant magnetic resonance.

Anyhow, as outlined above, in Section 3, we focus on materials exhibiting
solid-solid phase transformations with heat and electricity conduction and we select
a special model that hits the most important phenomena mentioned above and still
allows for a rigorous mathematical analysis, outlined then in Section 4. In particular,
we have to cope with multi-well stored energies (like in Falk’s model [13]), which
is related with a possible co-existence of several phases or phase variants; for this
concept and examples in specific cases we only refer to e.g. [5, 6, 23, 24, 26, 40, 46]
but we do not have ambitions to mention it in details here. We will take into
account so-called “capillarity-like” 2nd-order effects, as well as the “viscosity-like”
effects that usually accompany them. Models with capillarity have been studied in
[22, 36, 37, 38]. For completeness, let us mention that models with no capillarity
were studied in [10, 32, 56], while models with no viscosity have been studied in
[1, 18, 51, 52], cf. also [9, Chap.5].

In principle, the rationally based model may allow for identification of phase-
dependence of electric resistivity from experimental data. Also, the analysis pre-
sented in Section 4, based on a semi-discretization scheme, may lead after further
discretization and effort to an implementable numerical strategy, cf. Remark 4.3
below.

2. A general model for electrically conductive generalized standard
materials

In this section we outline a continuum theory that describes the thermodynamics of
electrically conductive deformable continua with internal parameters. In addition to
the standard mechanical forces, which expend power over motions of the material
points of the body, we include a system of microforces and microstresses, which
expend power over time variations of the order parameters. Moreover, in order to
account for capillarity effects, that is, energy-storage that depends on the second
derivative of the displacement, we introduce a mechanical hyperstress. Each system
of forces has its own balance statement, which can be derived from the principle
of virtual powers. To take temperature into account, we also include a balance of
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internal energy, and we postulate an entropy imbalance which we use, through a
standard procedure due to Coleman and Noll [11], to rule out thermodynamically
inconsistent constitutive choices. By combining the balance equations with the con-
stitutive equations we obtain a quite general system of partial differential equations
or inclusions, which describes generalized standard materials with heat and elec-
tricity conduction. This framework may, in principle, be used to describe not only
SMAs, but also other materials with internal parameters, such as for example mag-
netostrictive materials.

Let Ω ⊂ R3 be a bounded domain, assumed smooth for the purpose of the
derivation of the model, although later in (4.2a) more general domains are admitted.
In fact, when the domain has sharp edges, hyperstresses may involve concentrated
forces [41]. Dealing with these issues is beyond the scope of this paper, however.
We identify Ω with the reference shape of the body, typically a stress-free basic
configuration; in our prominent application in Sect. 3, the adjective “basic” will
refer to austenite. We consider a fixed time horizon T > 0, we set I = (0, T ), and
we denote by y : I×Ω → R3 the time-dependent deformation of the body. We write
F = ∇y and we denote by u(t, x) = y(x)−x the displacement of x ∈ Ω at time t ∈ I.
The deformation gradient is given by F = ∇y = I + ∇u, where I ∈ R3×3 denotes
the identity matrix. We also write e(u) = 1

2

(
∇u>+∇u

)
=: sym(∇u). To keep trace

of phase transformation, we introduce a vectorial order parameter λ : I ×Ω → RL,
where L is a positive integer. In addition to the standard stress σ : I × Ω → R3×3,
we introduce the hyperstress H : I×Ω → R3×3×3 that accounts for “capillarity-like”
effects, and for the corresponding dissipation mechanisms. The force balance in the
reference configuration is:

%
..
y − div(σ − divH) = f, (2.1)

where % > 0 is the referential mass density and f is the distance force per referential
unit volume; here and henceforth, as a rule, each superimposed dot denotes the
partial derivative with respect to time, hence in particular

..
y = ∂2

∂t2 y. In the spirit
of [16, 17], we regard the evolution of λ as being driven by a system of internal
microforces. We require these microforces to satisfy the balance law

divM −m = 0 on ∂Ω, (2.2)

where M : I × Ω → RL×3, m : I × Ω → RL are, respectively, the microstress and
the internal microforce. The balance of internal energy takes the form:

.
ε+ divq + j · ∇φ− σ :

.
F −H

.
: ∇

.
F −m ·

.
λ−M : ∇

.
λ = 0, (2.3)

where “ .
: ” denotes the scalar product of tensors of the 3rd or higher order, while “ : ”

or “ · ” is used more conventionally for the 2nd-order tensors or vectors, respectively.
Here ε is the (specific) internal energy, q and j are, respectively, the material heat
flux and the electric current flux, and φ is the material scalar potential [53]. The
Kirchhoff law takes the form:

div j = 0. (2.4)

The local form of the Clausius-Duhem inequality is:

θ
.
η ≥ q · ∇θ − divq. (2.5)

We introduce the free energy :

ψ := ε− ηθ, (2.6)

and we combine the Clausius-Duhem inequality with the balance of energy to obtain:
.
ψ + η

.
θ ≤ −θ−1q · ∇θ − j · ∇φ+ σ :

.
F +H

.
: ∇

.
F +m ·

.
λ+M : ∇

.
λ. (2.7)
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The fields to be constitutively specified are ψ, η, q, σ, H, m, M , and j. We assume
that each of these fields, let us denote it generically by F , depends on the state
variables

Λeq := (θ, F,∇F, λ,∇λ), Λneq := (∇θ,∇φ,
.
F ,∇

.
F ,

.
λ,∇

.
λ) (2.8)

through a response function F̃ (Λeq,Λneq). We also define F̃ eq(Λeq) = F̃ (Λeq, 0),
i.e. F̃ eq = F̃ |{Λneq=(0,...,0)}, and we let F̃ neq = F̃−F̃ eq. This leads to the splittings
[42]:

q = qeq + qneq, j = jeq + jneq, (2.9)

and

σ = σeq+ σneq, H = Heq+Hneq, (2.10a)

m = meq+mneq, M = M eq+Mneq. (2.10b)

With slight abuse of notation we shall henceforth remove tildas and use the same
symbol to denote a field and its associated response function.

Consistency with the dissipation inequality sets some restrictions on the re-
sponse functions. One first such restriction is that the non-equilibrium part of the
response functions associated to ψ must vanish. Moreover, the constitutive equation
for η is determined by that of ψ = ψ(θ, F,∇F, λ,∇λ):

η = −ψ′θ(θ, F,∇F, λ,∇λ). (2.11)

In addition, the equilibrium parts must satisfy:

qeq = 0, jeq = 0, (2.12a)

σeq = ψ′F (θ, F,∇F, λ,∇λ), (2.12b)

Heq = ψ′∇F (θ, F,∇F, λ,∇λ), (2.12c)

meq = ψ′λ(θ, F,∇F, λ,∇λ), (2.12d)

M eq = ψ′∇λ(θ, F,∇F, λ,∇λ). (2.12e)

As a consequence, (2.3) and (2.7) can be written, respectively, as

θψ′′θθ(Λ
eq)

.
θ + θψ′′θF (Λeq) :

.
F + θψ′θH(Λeq) .

: ∇
.
F

+ θψ′′θλ(Λeq) ·
.
λ+ θψ′′θ∇λ(Λeq) : ∇

.
λ+ divq + D = 0 (2.13)

and

0 ≤ −θ−1q · ∇θ + D , (2.14)

where D stands for the dissipation rate given here as

D := −j · ∇φ+ σneq :
.
F +Hneq .

: ∇
.
F +mneq ·

.
λ+Mneq : ∇

.
λ. (2.15)

Moreover, the heat flux q and the electric curent j can be given the form:

q = −K(Λeq,Λneq)[Λneq], j = −S(Λeq,Λneq)[Λneq], (2.16)

where K(Λeq,Λneq) and S(Λeq,Λneq) are linear maps and square brackets denote
linear dependence. In particular, on this general level, we allow general cross effects
such as Seebeck’s and Peltier’s effects (see e.g. [35, §3.2.2]), called also Thomson’s
thermoelectrical effect, although later we will restrict ourselves to much simplified
case (3.11). The above set of restrictions follow from the application of a standard
argument due to Coleman and Noll [11]. Strictly speaking, this argument requires
the availability of source terms, the so-called virtual external microforces [2, §3.5],
which support all conceivable processes by making it possible for the balance laws to
be satisfied. In this paper we omit virtual microforces because anyhow they would
be set to null in the system of partial differential equations we are going to derive.
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Consistency with the Second Law of Thermodynamics, as expressed by (2.14),
still leaves ample freedom for the choice of the free energy and for the non-
equilibrium parts of the constitutive response. Specific choices suitable for SMAs
will be proposed in the next section. Since we want to account for rate-independent
dissipation mechanisms which involve activation phenomena where evolution takes
place only if the driving force exceeds some threshold (see also Example 3.2 below),
we assume:

mneq ∈ ∂.
λ
ξ0(Λeq,

.
λ,∇

.
λ), (2.17)

where ξ0 is a pseudo-potential of dissipation, convex with respect to
.
λ for each Λeq

and ∇
.
λ fixed, and possibly non smooth. Here ∂ is the subdifferential operator. For

the remaining part of the non-equilibrium response, we consider:

σneq = [ξ1]′.
F
(Λeq,

.
F ,∇

.
F ), (2.18a)

Hneq = [ξ2]′∇
.
F
(Λeq,

.
F ,∇

.
F ), (2.18b)

Mneq = [ξ3]′∇
.
λ
(Λeq,

.
λ,∇

.
λ), (2.18c)

where ξ1, ξ2 and ξ3 are smooth dissipation pseudopotentials, convex with respect to
the variables

.
F ,∇

.
F , and∇

.
λ, respectively. We require the pseudopotentials to have a

minimum at 0, that S(Λeq,Λneq)[Λneq]·∇ϕ ≤ 0, and that K(Λeq,Λneq)[Λneq]·∇w ≤ 0
for all choices of Λeq and Λneq. The above assumption concerning K combined with
the fact that D ≥ 0 provide sufficient conditions (although, in principle, not strictly
necessary) which guarantee that (2.14) is satisfied. Using (2.12), (2.16), (2.17) and
(2.18), equations (2.1)–(2.4) become:

%
..
y−div

(
ψ′F (Λeq)+[ξ1]′.

F
(Λeq,

.
F ,∇

.
F )

+ div
(
ψ′∇F (Λeq) + [ξ2]′∇

.
F
(Λeq,

.
F ,∇

.
F )

))
=f, (2.19a)

∂.
λ
ξ0(Λeq,

.
λ,∇

.
λ) + ψ′λ(Λeq)− div

(
ψ′∇λ(Λeq) + [ξ3]′∇

.
λ
(Λeq,

.
λ,∇

.
λ)

)
3 0, (2.19b)

cv(Λeq)
.
θ + div

(
K(Λeq,Λneq)[Λneq]

)
= D + ψ′′θF (Λeq):

.
F + ψ′′θ∇F (Λeq) .

:∇
.
F + ψ′′θλ(Λeq)

.
λ+ ψ′′θ∇λ(Λeq)·∇

.
λ, (2.19c)

div
(
S(Λeq,Λneq)[Λneq]

)
= 0, (2.19d)

where
cv(Λeq) = θψ′′θθ(Λ

eq) (2.20)

is the heat capacity.

3. A special case of electrically conductive SMAs

We shall restrict attention to a special case that makes a compromise still well fitted
with describing main phenomena of electrically conductive shape-memory alloys as
mentioned in Section 1 and allowing for rigorous analysis outlined in the following
Section 4. It will be convenient, from the mathematical point of view, to introduce
an “enthalpy” w = h(θ) with h(·) defined from (3.5), and use it as the unknown in
place of temperature and complete it by boundary conditions in order to obtain a
new system which is better suited for mathematical analysis.

Before further specializing our constitutive equations, we want to point out
some simplifications that will be made. The most important one concerns the choice
of the dissipation functionals (3.10) for the stress and the hyperstress. Specifically,
we will choose for σneq and Hneq pseudopotentials that are “frame-indifferent only
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up to infinitesimally small rotations”. We will also rule out general coupling cross-
effects between thermal and electric flows (2.16) and confine ourselves to standard
Fourier’s and Ohm’s laws (3.11). We further make a modeling assumption that the
free energy is “partly decoupled” and linearized around some reference temperature,
namely:

ψ = ϕ0(F, λ) +
1
2
ν|∇F |2 +

1
2
β|∇λ|2 + θϕ1(F )−ϕ2(θ), (3.1)

where ϕ0 : R3×3 × RL → R, ϕ1 : R3×3 → R, and ϕ2 : R → R are C1-functions,
and where ν > 0 and β ≥ 0. Additional data qualifications will be specified later.
Both ϕ0 and ϕ1 will be assumed frame indifferent, i.e. ϕ0(RF, λ) = ϕ0(F, λ) and
ϕ1(RF ) = ϕ1(F ) for any R ∈ SO(3), the special orthogonal group of 3×3-matrices.

By (3.1), the last four equations of (2.12) become

σeq = [ϕ0]′F (F, λ) + θϕ′1(F ), Heq = ν∇2y, (3.2a)

meq = [ϕ0]′λ(F, λ), M eq = β∇λ, (3.2b)

and (2.13) becomes

cv(θ)
.
θ = −divq + θϕ′1(F ) :

.
F + D . (3.3)

Note that the internal energy splits additively into a part that depends on F , ∇F ,
λ, and ∇λ but not on θ, and a part that depends on θ only. In fact, from (3.1) and
(2.11) we obtain η = −ϕ1(F ) + ϕ′2(θ) and, recalling (2.7),

ε = ϕ0(F, λ) +
1
2
ν|∇F |2 +

1
2
β|∇λ|2 + h(θ), (3.4)

where

h(θ) := −ϕ2(θ) + θϕ′2(θ). (3.5)

The splitting (3.4) is also found in [2], where our “enthalpy” h(θ) is referred to as
“thermal energy”. Observe that from (3.5) we have h′(θ) = θϕ′′2(θ) = cv(θ), hence
(3.3) may be written as:

(h(θ)). = −divq + θϕ′1(F ) :
.
F + D . (3.6)

This suggests to replace the unknown θ with w = h(θ). This “enthalpy trans-
formation” is possible by making the additional assumption that the function
h : R+ → R+ is invertible. This allows us to express θ in terms of w by writing

θ = T (w) :=

{
h−1(w) if w ≥ 0,
0 if w = 0,

(3.7)

so that (3.6) becomes
.
w = −divq + T (w)ϕ′1(F ) :

.
F + D , (3.8)

which we refer to as “enthalpy equation”. While the choice of ψ determines the
equilibrium part of the response functions, the non-equilibrium part must still be
postulated. To model the dissipation in SMAs we make the following choices for the
pseudopotentials introduced in (2.17)-(2.18):

ξ0(Λneq,
.
λ,∇

.
λ) = ζ(

.
λ), (3.9a)

ξ1(Λeq,
.
F ,∇

.
F ) =

1
2

D(sym
.
F ) : (sym

.
F ), (3.9b)

ξ2(Λeq,
.
F ,∇

.
F ) =

1
2
µ|∇

.
F |2, (3.9c)

ξ3(Λneq,
.
λ,∇

.
λ) = 0. (3.9d)
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Here ζ : RL → R+ is a non-negative convex function and D is a positive-definite
fourth-order tensor whose components Dijkl satisfy Dijkl = Djikl = Dijlk. Combin-
ing (2.18) with (3.9) and recalling that sym(

.
F ) = e(

.
y), we obtain

σneq = D(e(
.
y)), (3.10a)

Hneq = µ∇
.
F , (3.10b)

mneq ∈ ∂ζ(
.
λ), (3.10c)

Mneq = 0. (3.10d)

We assume that the material heat flux q and the material flux of electric current j
have the form

q = −K(θ, F, λ)∇θ, j = −S(θ, F, λ)∇φ, (3.11)

with K and S positive definite matrices of heat conductivity and electric conductivity,
respectively. Naturally, both K and S are to be frame indifferent, i.e. K(θ,RF, λ) =
K(θ, F, λ) and S(θ,RF, λ) = S(θ, F, λ) for any R ∈ SO(3). By adopting (3.11) we
rule out the variety of coupling phenomena that, in principle, would be compatible
with the general representation (2.16) but would produce difficulties in the mathe-
matical analysis. The first constitutive equation in (3.11) is the Fourier law while
the second one is the Ohm law. Note that both K and S are allowed to depend, be-
side θ as quite usual in nonlinear media, also on F and/or λ, which allows to keep
track particular phases: e.g. the order parameter λ is a natural quantity to distin-
guish conductivity in austenite and martensite. Alternatively, one can also employ
the right Cauchy-Green tensor F>F which is typically close to I in austenite while
in martensite it is substantially different. In a very special case of R-phase in NiTi,
electric conductivity is assumed to depend on the angle of the atomic lattice which
may vary quite continuously so that a wide range of F>F is to be taken into account
for the dependence of S on F .

The next step is to express the conductivities in terms of w. This is easily
done:

K (w,F, λ) :=
K(T (w), F, λ)
cv(T (w))

, S (w,F, z) := S(T (w), F, λ). (3.12)

It is important that the enthalpy transformation preserves the linear dependence of
the heat flux on the gradient of the thermal variable, namely q = −K (w,F, λ)∇w.
In view of (2.10), (2.18) and (3.10), the balance of linear momentum (2.1) and the
balance of microforces (2.2), the enthalpy equation (3.8), and the Kirchhoff law for
electric current (2.4) are transformed into the following system:

%
..
y − div

(
[ϕ0]′F (∇y, λ) + T (w)ϕ′1(∇y) + De(.y)− div∇2(νy+µ

.
y)

)
= f, (3.13a)

∂ζ(
.
λ) + [ϕ0]′λ(∇y, λ)− β∆λ 3 0, (3.13b)

.
w − div

(
K (w,∇y, λ)∇w

)
= ζ

(.
λ
)

+ De(.y) : e(
.
y) + µ|∇2 .y|2

+ S (w,∇y, λ)∇φ · ∇φ+ T (w)ϕ′1(∇y) : ∇.
y, (3.13c)

div
(
S (w,∇y, λ)∇φ

)
= 0. (3.13d)

The initial-value problem we consider is obtained by augmenting (3.13) with
the following initial conditions:

y(0) = y0,
.
y(0) = ẏ0, λ(0) = λ0, w(0) = w0. (3.14)

We may complete the system (3.13) by boundary conditions which may combine
various mechanical, thermal, and electric loadings. For simplicity, let us consider
only two kinds of boundary conditions and thus ∂Ω divided as

∂Ω = Γ0 ∪ Γ1 ∪N, Γ0 ∩ Γ1 = ∅, (3.15)
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with Γ0 and Γ1 relatively open in ∂Ω, and meas2(N) = 0. Then we select, for the
mechanical and the micromechanical parts:{

(σ − divH)n = g, on Γ1

y|Γ0 = yD on Γ0,
Hn = 0 and Mn = 0 on ∂Ω, (3.16)

where g : Γ1 → R3 is a prescribed surface force. In our case, it means{(
[ϕ0]′F (∇y, λ) + D(e(

.
y))− div∇2(νy + µ

.
y)

)
n = g, on Γ1

y|Γ0 = yD on Γ0,
(3.17)

and
∂∇y
∂n

= 0 and β
∂λ

∂n
= 0 on ∂Ω. (3.18)

For the external heat flux hext and the electric currents we choose

K (w,∇y, λ)∇w · n =hext on ∂Ω,

{
S (w,∇y, λ)∇φ · n = 0 on Γ1

φ|Γ0 = φext, on Γ0,
(3.19)

so that (particular components of) Γ0 has a meaning of electrodes with prescribed
electric potential and mechanical fixing, while Γ1 is a part which is electrically
isolated. Such conditions correspond rather to an ideal situation when, e.g., an SMA
wire is plugged in a hard mechanical device with an infinitesimally hard source of
electric voltage on infinitesimally conductive electrodes. Of course, in case of more
realistic conditions, we would consider rather conditions of a (nonlocal) Robin type.
Also, time-dependent Dirichlet condition yD which is of a practical interest will be
simplified in Section 4.

Example 3.1. (Free energy (3.1) in SMAs.) We consider L−1 variants of martensite
which are standardly determined, in the stress-free state, by distortion matrices U`,
` = 2, ..., L, while the cubic austenite corresponds to U1 = I. Further we define
the mapping L : R3×3 → RL that identifies particular variants, namely we assume
that L is frame indifferent, L` ≥ 0 and L`(F ) = 1 if F>F is near U>` U` for
all ` = 1, ..., L and

∑L
`=1 L` = 1. Then, using the concept of St.Venant-Kirchhoff

material for each particular phase variant (cf. [40, Sect.6.6] or also [26]), we postulate

ϕ0(F, λ) := min
`=1,...,L

1
2

d∑
i,j,k,l=1

ε`
ijC`

ijklε
`
kl +K

∣∣λ−L (F )
∣∣2 − kccθRL1(F )

with ε` =
R>` (U>` )−1F>FU−1

` R` − I
2

, (3.20a)

ϕ1(F ) := kccL1(F ), (3.20b)

where C` = {C`
ijkl} is the 4th-order tensor of elastic moduli satisfying the usual

symmetry relations depending also on symmetry of the specific phase (variant) `,
R` is a rotation matrix transforming the basis of the austenite to the basis of the
martensitic variant ` (in particular R1 = I). Further, kcc is the so-called Clausius-
Clapeyron constant multiplied by a transformation strain (in Pa/K), and θR is the
equilibrium temperature under which austenite and martensite has equal energy in
stress-free space. Strictly speaking, the vectorial order parameter λ cannot be given
the meaning of relative volume fraction of the variants like in [16] because here we
do not enforce any constraints of the form 0 ≤ λ` ≤ 1 and

∑L
`=1 λ` = 1. However,

the constant K should be chosen large, so that presumably λ will mostly be close
to L (∇y) in RL, and hence approximately (0, ..., 1, ..., 0) on domains occupied by
any particular pure phase variants.
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Note that (3.20a) complies with (4.2q) below. Due to usage of “min” in (3.20a),
ϕ0 is nonsmooth hence certain smoothening is to be theoretical made to comply with
the smooth ansatz (2.12). For more sophisticated construction method of ϕ0 and
ϕ1 based on cubic C2-splines fitted with experimentally-measured wells and elastic
moduli in specific shape-memory materials we refer to [23].

Example 3.2. (Dissipation of mechanical energy in SMAs.) The analysis of a isother-
mal model with capillarity energy carried out in [43] shows that if dissipation mech-
anisms are of viscous type, then dissipation vanishes in the limit of infinitely-slow
loading. This suggests that models embodying viscous-like dissipation cannot en-
tirely properly reproduce the hysteretic behavior displayed by shape-memory alloys
as a phenomenon partly independent from the elastic response. To account for such
behavior, it seems reasonable to incorporate some rate-independent dissipation in
the model through the pseudopotential of dissipation ζ : RL → R+ positively ho-
mogeneous of degree-1, as already suggested in [45] and, for the isothermal case,
analyzed and used in [4, 3, 39]. By a standard result from Convex Analysis [44,
Corollary 13.2.2] the pseudopotential of dissipation ζ : RL → R+ introduced in
(3.9a) is the Legendre-Fenchel conjugate of δK , the indicator function of a closed,
nonempty bounded convex set K ⊂ RL. By another standard result [44, Corol-
lary 23.5.1], ∂ζ = (∂δK)−1, that is to say, m ∈ ∂ζ(

.
λ) if and only if

.
λ ∈ ∂δK(m).

In particular, equation (3.13b) states that the following two conditions must hold
at each time t ∈ (0, T ), and at each point x ∈ Ω: first, the driving microforce
mdr(t, x) := β∆λ(t, x) − [ϕ0]′λ(∇y(t, x), λ(t, x)) must be confined in K; second,
phase transformation (i.e.

.
ζ 6= 0) takes place only if the driving microforce is on the

boundary of K. Thus, the boundary of K determines the activation threshold for
phase transformation. Note that the homogeneity of ζ, along with its non-negativity,
implies 0 ∈ ∂ζ(0), therefore 0 ∈ ∂δK(0) and K contains the null vector.

4. Analysis of the SMA model in brief

The rigorous mathematical analysis of the initial-boundary-value problem (3.14)–
(3.17)–(3.18)–(3.19) for the system (3.13) as far as mere existence of a (suitably
defined) solution is rather complicated and requires a fine combination of theory of
rate-independent processes by Mielke at al. [15, 27, 29, 30] adapted for coupling with
viscous/inertial effects [49] and sophisticated estimates by Boccardo and Gallouët
[7, 8] of the temperature gradient of the heat-equation with L1- or even measure
data. This general scenario has essentially been done in a general-purpose paper
[50] in the context of small strains and convex energies without ∇F -terms and
Joule-heating coupling, extending the isothermal situation scrutinzed in [49]. The
particular modifications for the specific model like (3.13) have been only proposed
in [50, Example 5.6 with Remarks 4.8, 4.9, 5.7]. Therefore, we will present the
systematic analysis to some (though not much deep) details here. For simplicity, we
consider a smooth initial condition y0, a time-independent hard-device loading yD,
and a vanishing surface load g = 0, cf. Remark 4.4 below for more general loads.

Let us abbreviate I := (0, T ), Q := I × Ω, Σ := I × ∂Ω. We will use stan-
dard notation for function space, namely spaces of continuous Rk-valued func-
tions C(Ω̄; Rk), continuously differentiable functions C1(Ω̄; Rk), Lebesgue spaces
Lp(Ω; Rk) and Sobolev spaces W 1,p(Ω; Rk), Bochner spaces of X-valued functions
Lp(I;X). Moreover, we denote by B(Ī;X), BV(Ī;X), or Cw(Ī;X) the Banach space
of the functions Ī → X that are bounded measurable, have a bounded variation,
or are weakly continuous, respectively; note that all these functions are defined ev-
erywhere on Ī. We will use the notation p′ = p/(p−1) for the conjugate exponent
to p. Instead of y(t, ·) or λ(t, ·) or w(t, ·), we will write briefly y(t) or λ(t) or w(t),
respectively.
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We have to make various data qualifications, some of them physically natural,
the others physically not much restricted and just for mathematical techniques used
below (in some case, even weaker assumptions work under more advanced techniques
[50]). As we admit both gradient- and no-gradient theory for λ depending on β from
(3.1), we abbreviate

V :=

{
W 1,2(Ω; RL) if β > 0,
L2(Ω; RL) if β = 0.

(4.1)

Then, we make the following assumptions:

Ω is a bounded Lipschitz domain in R3, meas2(Γ0) 6= 0, (4.2a)

% > 0, µ > 0, ν > 0, β ≥ 0, (4.2b)

∃α ≥ 0 : (F, λ) 7→ ϕ0(F, λ) + α|F |2 is strictly convex, (4.2c)

∃cD > 0 ∀e ∈ R3×3 : De : e ≥ cD |e|2, (4.2d)

ϕ0 : R3×3 × RL → R+, ϕ1 : R3×3 → R+ are continuously differentiable, (4.2e)

∃q0 > 1, α0 > 0 ∀(F, λ) ∈ R3×3 × RL : ϕ0(F, λ) ≥ α0|λ|q0 , (4.2f)∣∣ϕ0(F, λ)
∣∣ ≤ C

(
1 + |F |6−ε + |λ|b

)
with b = 2 (if β=0) or b < 6 (if β>0), (4.2g)∣∣[ϕ0]′F (F, λ)

∣∣ ≤ C
(
1 + |F |5 + |λ|

)
, (4.2h)

∃` ∈ R :
∣∣[ϕ0]′F (F, λ)− [ϕ0]′F (F̃ , λ)

∣∣ ≤ `
(
1+|F |4+|F̃ |4+|λ|

)
|F−F̃ |, (4.2i)

ϕ′1 is bounded, (4.2j)

cv : R → R+ continuous, and

∃ω1≥ω>
6
5
, c1≥c0> 0 ∀θ∈R+ : c0(1+θ)ω−1 ≤ cv(θ) ≤ c1(1+θ)ω1−1, (4.2k)

S : R× R3×3 × RL → R3×3 is bounded, continuous, and

∃αS ≥ 0 ∀(θ, F, λ, g)∈R×R3×3×RL×R3 : S (θ, F, λ)g · g ≥ αS , (4.2l)

K : R× R3×3 × RL → R3×3 is bounded, continuous, and

∃αK ≥ 0 ∀(θ, F, λ, g)∈R×R3×3×RL×R3 : K (θ, F, λ)g · g ≥ αK , (4.2m)

y0∈W 2,γ(Ω; R3), γ >
6ωq0
ωq0−5

, ẏ0∈L2(Ω; R3), θ0∈Lω(Ω), θ0 ≥ 0, λ0∈V,

∀λ̃ ∈ V :
∫
Ω
ϕ0(∇y0, λ0) dx ≤

∫
Ω
ϕ0(∇y0, λ̃) + ζ(λ̃− λ0) dx, (4.2n)

f∈L1(I;L2(Ω; R3)), yD ∈W 2−1/γ,γ(Γ0; R3), (4.2o)

hext∈L1(Σ), hext ≥ 0, φext∈L2(I;W 1/2,2(Γ0)), (4.2p)

if β = 0, then S(θ, F, ·) and K(θ, F, ·) are constant, and

ϕ0(F, λ) = ϕ00(F )+ϕ01(F )·λ+ϕ02(λ) with ϕ02 quadratic . (4.2q)

Let us note that (3.20) satisfies (4.2) with q0 = 2 under the mild assumption that
all C` are positive definite and L together with L ′ are is Lipschitz continuous;
here it is important that (F, λ) 7→ |λ|2 − λ ·L (F ) complies with (4.2c). Also β = 0
is allowed if S and K do not depend on λ because ϕ0 from (3.20a) complies with
(4.2q). Also note that (4.2l,m) together with (4.2k) represent, in fact, qualification
of S and K through (3.12).

The theory of rate-independent processes routinely employs time semi-
discretization with a constant time step τ to construct an auxiliary approximated
solution, then proves suitable a-priori estimates, and passes τ → 0. Here, employ-
ing still some auxiliary regularization to compensate the superlinear growth of the
heat-source terms in (3.13c), it leads to the recursive formula for the quadruple
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(yk
τ , λ

k
τ , θ

k
τ , φ

k
τ ) solving the system

%
yk

τ−2yk−1
τ +yk−2

τ

τ2
− div

(
σk

τ − divHk
τ

)
= fk

τ with

σk
τ := [ϕ0]′F (∇yk

τ , λ
k
τ ) + T (wk

τ )ϕ′1(∇yk
τ ) + De

(yk
τ−yk−1

τ

τ

)
and

Hk
τ := µ∆∇y

k
τ−yk−1

τ

τ
+ div

((
ν + τ |∇2yk

τ |γ−2
)
∇2yk

τ

)
, (4.3a)

∂ζ
(λk

τ − λk−1
τ

τ

)
+ [ϕ0]′λ(∇yk

τ , λ
k
τ )− β∆λk

τ 3 0, (4.3b)

wk
τ − wk−1

τ

τ
− div

(
K (wk

τ ,∇yk
τ , λ

k
τ )∇wk

τ

)
= ζ

(λk
τ − λk−1

τ

τ

)
+

(
1−

√
τ

)
De

(yk
τ−yk−1

τ

τ

)
: e

(yk
τ−yk−1

τ

τ

)
+

(
1−

√
τ

)
µ
∣∣∣∇2 y

k
τ−yk−1

τ

τ

∣∣∣2
+ S (wk

τ ,∇yk
τ , λ

k
τ )∇φk

τ · ∇φk
τ + T (wk

τ )ϕ′1(∇yk
τ ) : ∇y

k
τ−yk−1

τ

τ
, (4.3c)

div
(
S (wk

τ ,∇yk
τ , λ

k
τ )∇φk

τ

)
= 0 (4.3d)

for k = 1, ...,Kτ := T/τ , starting from k = 1 by using

y0
τ = y0, y−1

τ = y0 − τ
.
y0, λ(0) = λ0

τ , w0
τ = T (θ0), (4.4)

completed with the corresponding boundary conditions(
σk

τ − divHk
τ

)
n = 0, S (wk

τ ,∇yk
τ , λ

k
τ )∇φk

τ · n = 0 on Γ1, (4.5a)

yk
τ = yD, φk

τ |Γ0 = φk
ext,τ on Γ2, (4.5b)

∂∇yk
τ

∂n
= 0, β

∂λk
τ

∂n
= 0, K (wk

τ ,∇yk
τ , λ

k
τ )∇wk

τ · n = hk
ext,τ on ∂Ω, (4.5c)

where the discrete stress σk
τ and hyperstress Hk

τ in (4.5a) are from (4.3a), and where
fk

τ in (4.3a) and hk
ext,τ and φk

ext,τ in (4.5b,c) approximate f , φext, and hext at t = kτ ,
respectively, cf. (4.15) below.

Existence of a (not necessarily unique) standard weak solution
(yk

τ , λ
k
τ , w

k
τ , φ

k
τ ) ∈ W 2,γ(Ω; R3) × V × W 1,2(Ω) × W 1,2(Ω) to the boundary-

value problem (4.5) for the system (4.3) can be shown by usual monotonicity
methods, coercivity arguments, and compact embeddings provided the exponent γ
in the regularizing term is sufficiently large as specified in (4.2n); it allows us to
execute estimates by testing (4.3) subsequently by yk

τ , λk
τ , |wk

τ |α−1wk
τ , and φk

τ , with
0 < α < q0 − 1 to show coercivity of the underlying nonlinear operator governing
(4.3). It is also important that wk

τ ≥ 0 can be shown by testing (4.3c) by the
negative part of wk

τ which again belongs to W 1,2(Ω) and is, therefore, the legal test
function.

One of the very essential tricks is that we assume τ > 0 small enough, namely
τ < τ0 with τ0 such that

∀y ∈W 2,2(Ω; R3), y|Γ0 = 0 :
∫

Ω

cD√
τ0

∣∣e(y)∣∣2 − α
∣∣∇y∣∣2dx ≥ 0 (4.6)

with α from (4.2c) and with cD from (4.2d). Then, by using (4.2c) and (4.6) together
with Korn’s inequality relying on non-trivial Dirichlet boundary conditions (4.2a),
we can see that the functional (y, λ) 7→

∫
Ω

1
τ De(y) : e(y) + ϕ0(y, λ)dx is strictly

convex for τ < τ0. For some chosen (but fixed) yk
τ and wk

τ , we still consider a
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modified minimization problem, namely

minimize
∫

Ω

%
yk

τ−2yk−1
τ +yk−2

τ

τ2
· y + τζ

(λ−λk−1
τ

τ

)
+
τ

γ

∣∣∇2yk
τ

∣∣γ − fk
τ ·y

+
(
1−

√
τ

)
De

(yk
τ−yk−1

τ

τ

)
:e(y) + τ3/2De

(y−yk−1
τ

τ

)
:e

(y−yk−1
τ

τ

)
+µ

(
1−

√
τ

)
∇2 y

k
τ−yk−1

τ

τ

...∇2y + µτ3/2∇2 y−yk−1
τ

τ

...∇2 y−yk−1
τ

τ

+ϕ0

(
∇y, λ

)
+
ν

2

∣∣∇2y
∣∣2 +

β

2

∣∣∇λ∣∣2 + T (wk
τ )ϕ′1(∇yk

τ ):∇y dx

subject to (y, λ) ∈W 1,γ(Ω; R3)× V, y|Γ0 = yD.


(4.7)

Due to the assumed mode of a certain “partial semi-convexity” (4.2c) implying the
mentioned strict convexity if τ is small as specified, (4.7) has a convex coercive
functional and possesses therefore a solution, let us denote it as (ỹk

τ , λ̃
k
τ ), which is

determined uniquely if (yk
τ , w

k
τ ) is fixed.

Comparing optimality conditions for (4.7) with (4.3a,b) and taking into ac-
count the strict monotonicity of the underlying elliptic operator, we get ỹk

τ = yk
τ

and λ̃k
τ = λk

τ . Then we can test (4.7) by (yk−1
τ , λk−1

τ ), which yields the following
discrete mechanical energy balance (as an inequality) holds:∫

Ω

%

2

∣∣∣yk
τ−yk−1

τ

τ

∣∣∣2 + ϕ0

(
∇yk

τ , λ
k
τ

)
+
β

2

∣∣∇λk
τ

∣∣2 +
ν

2

∣∣∇2yk
τ

∣∣2
+
τ

γ

∣∣∇2yk
τ

∣∣γ + τ

k∑
l=1

(
ζ
(λl

τ−λl−1
τ

τ

)
+

(
1−

√
τ

)
De

(yl
τ−yl−1

τ

τ

)
: e

(yl
τ−yl−1

τ

τ

)
+ µ

∣∣∣∇2 y
l
τ−yl−1

τ

τ

∣∣∣2) dx

≤
∫

Ω

%

2

∣∣.y0

∣∣2 + ϕ0

(
∇y0, λ0

)
+
β

2

∣∣∇λ0

∣∣2 +
ν

2

∣∣∇2y0
∣∣2 +

τ

γ

∣∣∇2y0
∣∣γ

+ τ

k∑
l=1

(
f l

τ ·
yl

τ−yl−1
τ

τ
+ T (wl

τ )ϕ′1(∇yl
τ ) : ∇y

l
τ−yl−1

τ

τ

)
dx (4.8)

as well as the following discrete total energy balance∫
Ω

%

2

∣∣∣yk
τ−yk−1

τ

τ

∣∣∣2 + ϕ0

(
∇yk

τ , λ
k
τ

)
+
ν

2

∣∣∇2yk
τ

∣∣2 +
β

2

∣∣∇λk
τ

∣∣2 + wk
τ +

τ

γ

∣∣∇2yk
τ

∣∣γ dx

≤
∫

Ω

%

2

∣∣.y0

∣∣2+ ϕ0

(
∇y0, λ0

)
+
ν

2

∣∣∇2y0
∣∣2 +

β

2

∣∣∇λ0

∣∣2 +
τ

γ
|∇2y0|γ + w0

+ τ
k∑

l=1

(
f l

τ ·
yl

τ−yl−1
τ

τ
+ S (wl

τ ,∇yl
τ , λ

l
τ )∇φl

τ · ∇φl
τ

)
dx+ τ

k∑
l=1

∫
Γ

hl
ext,τdS (4.9)

and also the discrete “semistability”∫
Ω

ϕ0(∇yk
τ , λ

k
τ ) +

β

2

∣∣∇λk
τ

∣∣2 dx ≤
∫

Ω

ϕ0(∇yk
τ , v) +

β

2

∣∣∇v∣∣2 + ξ1
(
v − λk

τ

)
dx (4.10)

for any v ∈ V , and also the discrete electric-current continuity equation for φk
τ ∈

W 1,2(Ω) satisfying the boundary conditions φk
τ |Γ0 = φk

ext,τ on Γ0, namely∫
Ω

S (wk
τ ,∇yk

τ , λ
k
τ )∇φk

τ · ∇v dx = 0 (4.11)

for any k = 1, ...,Kτ and v ∈W 1,2
Γ0

(Ω). Let us define the piecewise affine interpolant
(yτ , λτ , wτ ) by

yτ (t) :=
t− (k−1)τ

τ
yk

τ +
kτ − t

τ
yk−1

τ for t ∈ [(k−1)τ, kτ ], (4.12)
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and similarly λτ (t) = t−(k−1)τ
τ λk

τ + kτ−t
τ λk−1

τ and wτ (t) = t−(k−1)τ
τ wk

τ + kτ−t
τ wk−1

τ

for t ∈ [(k−1)τ, kτ ] with k = 0, ...,Kτ := T/τ , assuming Kτ ∈ N. Also, we define
the piecewise constant interpolant (ȳτ , λ̄τ , w̄τ ) by

ȳτ (t) := yk
τ , λ̄τ (t) := λk

τ , w̄τ (t) := wk
τ for t ∈ ((k−1)τ, kτ ], (4.13)

for k = 0, ...,Kτ . Eventually, we define f̄τ and θ̄ext,τ by f̄τ |((k−1)τ,kτ ] := fk
τ and

recall that we already have defined θ̄ext,τ |((k−1)τ,kτ ] := θk
ext,τ . Occasionally, we will

use also a “retarded” piecewise constant interpolant wτ defined by

wτ (t) := wk−1
τ for t ∈ [(k−1)τ, kτ). (4.14)

As to the approximated loading, we assume

f̄τ∈L∞(I;L2(Ω; R3)), lim
τ↓0

f̄τ = f in L1(I;L2(Ω; R3)),∥∥f̄τ

∥∥
L∞(I;L2(Ω;R3))

≤ K√
τ
, (4.15a)

h̄ext,τ∈L∞(Σ), lim
τ↓0

h̄ext,τ = hext in L1(Σ), h̄ext,τ ≥ 0, (4.15b)

φ̄ext,τ∈L∞(I;W 1/2,2(Γ0)), lim
τ↓0

φ̄ext,τ = φext in L2(I;W 1/2,2(Γ0)). (4.15c)

The next step is to obtain the following a-priori estimates:∥∥yτ

∥∥
W 1,∞(I;L2(Ω;R3))∩W 1,2(I;W 2,2

Γ0
(Ω;R3))

≤ C, (4.16a)∥∥λ̄τ

∥∥
L∞(I;V )∩BV(Ī;L1(Ω;RL))

≤ C, (4.16b)∥∥wτ

∥∥
L∞(I;L1(Ω))∩Lr(I;W 1,r(Ω))

≤ C with any 1 ≤ r < 5/4, (4.16c)∥∥φ̄τ

∥∥
L2(I;W 1,2(Ω))

≤ C, (4.16d)∥∥ .
wτ

∥∥
L1(I;W 3,2(Ω)∗)

≤ C, (4.16e)∥∥.yτ

∥∥
BV(Ī;W 2,∞

Γ0
(Ω;R3)∗)

≤ C , (4.16f)∥∥yτ

∥∥
L∞(I;W 2,γ(Ω;R3))

≤ C
γ
√
τ

; (4.16g)

note that ∂2

∂t2 yτ is a measure because ∂
∂tyτ is piecewise constant hence (4.16f) indeed

cannot be improved by replacing “BV” by L2, as possible for the limit “continuous”
solution.

The estimate (4.16d) follows trivially under our data qualification by testing
(4.11) by φk

τ − φ̃k
ext,τ where φ̃k

ext,τ ∈ W 1,2(Ω) is a prolongation of φk
ext,τ . The first

estimates in (4.16a,b,c) and the estimate (4.16g) can be obtained from (4.9) by
using a discrete Gronwall inequality. As ν > 0, we get now also ȳτ estimated in
L∞(I;W 2,2(Ω; R3)).

Estimation of∇w̄τ in Lr(Q; R3) in (4.16c) is the highly delicate and it combines
the technique proposed by Boccardo and Gallouët [7, 8] yielding∥∥∇w̄τ

∥∥r

Lr(Q;R3)
≤ C

(
1 +

∥∥r̄τ∥∥
L1(Q)

)
, 1 ≤ r < 5/4, (4.17)

with a fine interpolation of the adiabatic term by using the already obtained
L∞(I; ·)-estimates; in (4.17), we have denoted by r̄τ the piece-wise constant inter-
polation of the right-hand side of the enthalpy equation (4.3c). It is important that
we already have proved the Joule heat S (w̄τ ,∇ȳτ , λ̄τ )∇φ̄τ · ∇φ̄τ a-priori bounded
in L1(Q). Adding (4.17) with a sufficiently small weight to the mechanical energy
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balance (4.8) summed for k = 1, ...,Kτ , we obtain estimate of the type∥∥∇2 .yτ

∥∥2

L2(Q;R3×3×3)
+

∥∥.λτ

∥∥
L1(Q;RL)

+
∥∥∇w̄τ

∥∥r

Lr(Q;R3)

≤ C

(
1 +

∣∣∣ ∫
Q

T (w̄τ )ϕ′1(∇ȳτ ) : ∇.
yτ dxdt

∣∣∣) =: C
(
1 +A

)
. (4.18)

Now, using at most linear growth of T and (4.2j), by Hölder’s and Young’s inequal-
ities, we estimate

A ≤ 1
inf cv(·)

∫ T

0

∥∥w̄τ (t)
∥∥

L6/5(Ω)

∥∥ϕ′1(∇ȳτ (t))
∥∥

L∞(Ω;R3×3)

∥∥∇.
yτ (t)

∥∥
L6(Ω;R3×3)

dt

≤ sup |ϕ′1(R3×3)|
2 inf cv(·)

(∥∥w̄τ

∥∥2

L2(I;L6/5(Ω))

δ1
+ δ1

∥∥∇.
yτ

∥∥2

L2(I;L6(Ω;R3×3))

)
(4.19)

where we used (4.2j). After using the constant-in-time Dirichlet boundary con-
ditions for yτ (hence for ∂

∂tyτ too), we can estimate the last term in (4.19) by
‖∇2 .yτ‖2

L2(Q;R3×3×3) and then absorb it in the first term in (4.18) if δ1 > 0 is chosen
small enough.

Further, we interpolate L6/5(Ω) between L1(Ω) and W 1,r(Ω) by the Gagliardo-
Nirenberg inequality, ‖w̄τ (t)‖L6/5(Ω) ≤ C(1+‖∇w̄τ (t)‖Lr(Ω;R3))r1 with 5

6 > 1− 8
15r1;

here again r < 5/4 has been used. Thus we can choose 5/16 < r1 < 5/8. Rising it
to 2, using 2r1 < r, and integrating over I, we obtain∥∥w̄τ

∥∥2

L2(I;Lq(Ω))
≤

∫ T

0

C
(
1 +

∥∥∇w̄τ (t)
∥∥

Lr(Ω;R3)

)2r1dt ≤ Cδ2 + δ2
∥∥∇w̄τ (t)

∥∥r

Lr(Q;R3)

Having δ1 already fixed and taking δ2 > 0 sufficiently small, we can absorb
δ2

∥∥∇w̄τ (t)
∥∥r

Lr(Q;R3)
in the left-hand side of (4.18).

Thus the estimates (4.16a-c) are completed, and also the estimates (4.16d,g)
then follow standardly from them.

The final and still pretty nontrivial step is the proof of convergence to some
sort of a weak solution. Here, it means a limit passage in the (weakly formulated)
discrete mechanical equilibrium (as an analog of (3.13a))∫

Q

(
[ϕ0]′F (∇ȳτ , λ̄τ ) + T (w̄τ )ϕ′1(∇ȳτ ))

)
: ∇v̄τ + De

(.
yτ

))
: e(v̄τ )

+
((
ν+τ |∇2ȳτ |γ−2

)
∇2ȳτ + µ∇2 .yτ

)...∇2v̄τ − f̄τ ·v̄τ dxdt

−
∫ T

τ

∫
Ω

%
.
yτ (· − τ)· ∂vτ

∂t
dxdt+

∫
Ω

%
.
yτ (T )·vτ (T ) dx =

∫
Ω

%
.
y0·vτ (τ) dx, (4.20)

where v̄τ and vτ denote respectively the piecewise constant and the piecewise affine
interpolants of the {vk}Kτ

k=0 on the equidistant partition of [0, T ] with the time step
τ . Further, we need a limit passage in the (weakly formulated) discrete enthalpy
equation∫

Ω

wτ (T )v(T ) dx+
∫

Q

K (∇ȳτ , λ̄τ , w̄τ )∇w̄τ · ∇v

−
(
ζ
(∂λτ

∂t

)
+

(
1−

√
τ

)
De

(.
yτ

)
: e

(.
yτ

)
+ µ

∣∣∇2 .yτ

∣∣2
+ S (w̄τ ,∇ȳτ , λ̄τ )∇φ̄τ · ∇φ̄τ + T (w̄τ )ϕ′1(∇ȳτ ):∇.

yτ

)
v dxdt

−
∫ T

τ

∫
Ω

wτ

∂v

∂t
dxdt =

∫
Σ

h̄ext,τv dSdt+
∫

Ω

w0v(τ, ·) dx, (4.21)
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further in the discrete energy balance (as an inequality)∫
Ω

%

2

∣∣∣.yτ (T )
∣∣∣2 + ϕ0

(
∇yτ (T ), λτ (T )

)
+
β

2

∣∣∇λ̄τ (T )
∣∣2 +

ν

2

∣∣∇2yτ (T )
∣∣2 + wτ (T ) dx

≤
∫

Q

f̄τ ·
.
yτ + S (w̄τ ,∇ȳτ , λ̄τ )∇φ̄τ · ∇φ̄τ dxdt+

∫
Ω

%

2

∣∣.y0

∣∣2+ ϕ0

(
∇y0, λ0

)
+
β

2

∣∣∇λ̄0

∣∣2 +
ν

2

∣∣∇2y0
∣∣2 + h0(θ0) +

τ

γ
|e(u0)|γ dx+

∫
Σ

h̄ext,τ dSdt, (4.22)

the discrete semistability integrated over I:∫
Q

ϕ0

(
∇ȳτ , λ̄τ

)
+
β

2

∣∣∇λ̄τ

∣∣2 dxdt ≤
∫

Q

ϕ0

(
∇ȳτ , v

)
+
β

2

∣∣∇v∣∣2 + ξ1
(
v−λ̄τ

)
dxdt

(4.23)

for any v ∈ L∞(I;V ), and discrete electric-current continuity equation integrated
over I: ∫

Q

S (w̄τ ,∇ȳτ , λ̄τ )∇φ̄τ · ∇v dxdt = 0 (4.24)

for any v ∈ L2(I;W 1,2
Γ0

(Ω)).
Then, by Banach selection principle, the a-priori estimates (4.16a-g) allow for

selection of weakly* converging subsequence converging in the spaces indicated in
(4.16a-g) to a limit, let us denote it by (y, λ, θ, φ).

Estimates of the gradients cause, by Aubin-Lions’ compact-embedding theo-
rem (possibly generalized for time-derivative as measures [47, Corollary 7.9]), strong
convergence of ∇ȳτ , w̄τ , and, in case β > 0, also λ̄τ . We also obtain strong conver-
gence of φ̄τ → φ in W 1,2(Ω) from the estimate

αS

∥∥∇(φ̄τ−φ)
∥∥2

L2(Ω;R3)
≤

∫
Ω

S (w̄τ ,∇ȳτ , λ̄τ )∇(φ̄τ−φ)·∇(φ̄τ−φ) dx

=
∫

Ω

S (w̄τ ,∇ȳτ , λ̄τ )∇φ·∇(φ−φ̄τ ) dx

+
∫

Ω

S (w̄τ ,∇ȳτ , λ̄τ )∇φ̄τ ·∇(φ̃ext− ˜̄φext,τ ) dx→ 0 (4.25)

with αS from (4.2l), where we used (4.24) tested by v := φ̄τ−φ+φ̃ext− ˜̄φext,τ

where the tilde denotes a suitable extension on Q satisfying φ̃ext− ˜̄φext,τ → 0 in
L2(I;W 1,2(Ω)); note that v(t)|Γ0 = 0 so that v is a legal test function. Thus the
limit passage in (4.24) is simple and, for (4.22) and (4.21), it is also important that
the Joule heat S (w̄τ ,∇ȳτ , λ̄τ )∇φ̄τ · ∇φ̄τ converges to S (w,∇y, λ)∇φ · ∇φ even
strongly in L1(Q).

Limit passage in the mechanical equilibrium (4.20) is then just by continuity.
It is important that the regularizing term vanishes because, employing (4.16g), we
have∣∣∣∣ ∫

Q

τ
∣∣∇2ūτ

∣∣γ−2∇2ūτ

...∇2v dxdt
∣∣∣∣ ≤ τ

∥∥∇2ūτ

∥∥γ−1

Lγ(Q;R3×3×3)

∥∥∇2v
∥∥

Lγ(Q;R3×3×3)

≤ τ

(
C

γ
√
τ

)γ−1∥∥∇2v
∥∥

Lγ(Q;R3×3×3)
= O

(
γ
√
τ
)
→ 0. (4.26)

Also limit passage in the energy balance (4.22) and semi-stability (4.23) is then
simply by (lower semi-) continuity. The last delicate point is limit passage in
the enthalpy equation (4.21). Here it is important that we have already proved
the limit semi-stability and, in addition, we can prove that

..
y is not only a

W 2,∞
Γ0

(Ω; R3)∗-valued measure as suggested by (4.16f), but even it belongs even
to L2(I;W 2,2

Γ0
(Ω; R3)∗) + L1(I;L2(Ω; R3)) and is thus in duality with ∂

∂ty ∈
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L2(I;W 2,2
Γ0

(Ω; R3)) ∩ L∞(I;L2(Ω; R3)), cf. (4.16a). Hence, using the advanced re-
sults from the theory of rate-independent processes [12, 15, 27, 28], we can prove
the energy balance as an equality in the limit. This allows for showing that the
overall integral dissipated energy must converge, from which we get strong conver-
gence of the viscous contributions and weak* convergence of the rate-independent
contributions, cf. [50, Formulas (4.69)-(4.75) with (4.83)] for these very technical
details; here (4.2h,i,n) is needed. Then the limit passage in (4.21) is easy.

If β = 0, we must rely on the weak* convergence of λτ → λ in
L∞(I;L2(Ω; RL)). This is why we had to assume S and K independent of λ in (4.2q),
so that S and K independent of λ, too. The only delicate point is then the limit
passage in semi-stability (4.23) that can rely on the quadratic form of ϕ0, cf. (4.2q)
and the “binomial” formula ϕ0(F, λ1)−ϕ0(F, λ2) = 1

2 [ϕ0]′λ(F, λ1−λ2)(λ1 +λ2), so
that, for a test function vτ = v − λ+ λ̄τ for (4.23), we get∫

Q

ϕ0

(
∇ȳτ , λ̄τ

)
dxdt−

∫
Q

ϕ0

(
∇ȳτ , vτ

)
dxdt =

∫
Q

[
ϕ0

]′
λ

(
∇ȳτ , λ̄τ−vτ

) λ̄τ+vτ

2
dxdt

=
∫

Q

[
ϕ0

]′
λ

(
∇ȳτ , λ−v

) λ̄τ+vτ

2
dxdt→

∫
Q

[
ϕ0

]′
λ

(
∇y, λ−v

)λ+v
2

dxdt

=
∫

Q

ϕ0

(
∇y, λ

)
dxdt−

∫
Q

ϕ0

(
∇y, v

)
dxdt, (4.27)

where we used also the strong convergence ∇ȳτ → ∇y in L1/ε(I;L6−ε(Ω; R3×3))
for any ε > 0. In the context of rate-independent processes, this “binomial trick”
was pronounced in [31]. Also, it is important that [φ0]′F (F, ·) in (4.20) is affine due
to the special ansatz (4.2q) so that the weak* convergence λτ → λ works also for
limiting (4.20).

Thus we proved existence of a so-called energetic solution (y, λ, w, φ) to the
system (3.13) with the boundary conditions (3.17)–(3.18)–(3.19) and the initial
conditions (3.14) which is defined just to satisfy initial conditions and the five
identities like (4.20)–(4.24) but with the indices τ and with γ-terms omitted. Also
the estimates like (4.16a-e) are inherited from the discrete approximate solution.
More specifically, we proved:

Proposition 4.1. Let the data ϕ0, ϕ1, cv, K , S , f , yD, hext, φext, y0, ẏ0, λ0, and
θ0 satisfy the qualification (4.2). Then the system (3.13) with the initial/boundary
conditions (3.14)–(3.17)–(3.18)–(3.19) admits an energetic solution (y, λ, w, φ) with

y ∈W 1,∞(I;L2(Ω; R3)),∩W 1,2(I;W 2,2
Γ0

(Ω; R3)), (4.28a)

λ ∈ L∞(I;V ) ∩ BV(Ī;L1(Ω; RL)) with V from (4.1), (4.28b)

w ∈ L∞(I;L1(Ω)) ∩ Lr(I;W 1,r(Ω)) with 1 ≤ r < 5/4, (4.28c)

φ ∈ L2(I;W 1,2(Ω)). (4.28d)

Moreover,
.
w ∈ L1(I;W 3,2(Ω)∗), and (4.28e)
..
y ∈ L2(I;W 2,2

Γ0
(Ω; R3)∗) + L1(I;L2(Ω; R3)). (4.28f)

Remark 4.2. (Justification of the energetic-solution concept.) It is important
(though not obvious) that the above definition of a solution is indeed selective
in the sense that if this energetic solution is, in addition, smooth, then it actually
satisfies (3.13) with (3.14) and (3.17)–(3.18)–(3.19), cf. [50, Proposition 3.2] or, for
the isothermal case, also [49, Proposition 5.2].

Remark 4.3. (Numerical implementation.) Let us just remark that, to use the recur-
sive system (4.3) for computer calculations of a solution, one must use also a spatial
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discretization (e.g. by a finite-element method with P2-elements) and an iterative
solver because (4.3) is unfortunately fully coupled system without any variational
structure (contrary to an isothermal case). Modification by using a nonlocal regular-
izing term instead of ∇F -term would allow for using simply conventional P1-finite
elements, cf. [3, 4]. On the other hand, 3D numerical simulations in [3] reveals that
application of such model to real experiments requires great effort for both code de-
velopment, computations, and fitting with experiments and the applicability in this
sense is quite limited mainly because of the multiscale multidimensional multifield
character of the problem. A computational efficient method for fighting with the
multiscale character implements the microstructure typically created during evolu-
tion by so-called Young measures, cf. [25, 26, 46], but its adaptation to the multifield
model presented here has not been done yet.

Remark 4.4. (General load.) Time-varying Dirichlet boundary conditions yD would
correspond certainly to reality of “hard-device” load in physical experiments much
better than the constant yD we considered above. After a usual shift, one could
transform the problem to the above situation but the explicit time dependence would
thus emerge in the constitutive potentials φ and ξ’s. All analytical considerations
would become technically much more complicated. Standardly, W 1,1-smoothness in
time has to be assumed, cf. [15]. This applies also to a nonvanishing load g in (3.17),
although it makes less complicated expansion than the Dirichlet load yD.
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formation in NiMnGa: simulation and experimental approaches, Int. J. Plasticity 22
(2006), 1943–1961.
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