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Peierls Instability for the Holstein Model with
Rational Density
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We consider the static Holstein model, describing a chain of fermions interact-
ing with a classical phonon field, when the interaction is weak and the density
is a rational number p = P/Q, with P, Q relative prime integers. We show that
the energy of the system, as a function of the phonon field, has one (if Q is even)
or two (if @ is odd) stationary points, defined up to a lattice translation, which
are local minima in the space of fields periodic with period equal to the inverse
of the density.
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1. INTRODUCTION

1.1. The Holstein model"*? was introduced to represent the interaction
of electrons with optical phonons in a crystal. In the original model the
phonons are represented in terms of quantum oscillators but the difficulty
of understanding such a fully quantum model has led to a modification of
it, called static Holstein model (or adiabatic Holstein model), in which the
phonons are classical oscillators. This corresponds to neglect the vibra-
tional kinetic energy of the phonons, an approximation which can be
justified in physical models as the atom mass is much larger than the elec-
tron mass.

The Hamiltonian of the model, if we neglect all internal degrees of
freedom (the spin, for example, which play no role at zero external
magnetic field) is given by
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where x, y are points on the one-dimensional lattice 4 with unit spacing,
length L and periodic boundary conditions; we shall identify A with
{xeZ: —[L2]<x<[(L—-1)/2]}. Moreover the matrix 7,, is defined as
ty=0,,—(1/2)[d, ,41+0, ,_1], where J, , is the Kronecker delta, 4 is
the chemical potential and A is the interaction strength. The fields ¢ are
creation (+) and anuihilation (—) fermionic fields, satisfying periodic
boundary conditions: Y ¥ =y ¥, ,. We define also ¢ =e™y e, with
x=(x,1), —p2<t<p/2 for some f>0; on ¢ antiperiodic boundary con-
ditions are imposed. The potential ¢, is a real function representing the
classical phonon field.

At finite L, the fermionic Fock space is finite dimensional, hence there
is a minimum eigenvalue E%(¢, u) of the operator H¢, for each given
phonon field ¢ and each value of y; let p, (¢, u) be the corresponding
fermionic density. The aim is to minimize the functional

Filo,w)=EXp, ) +% Y o2 (12)

xeA

subject to the condition

prlo.p)=p; (1.3)

where p, is a fixed value of the density, converging for L — <o, say to p.

The model (1.1) can be considered as an approximation of a more
realistic continuous model containing also the interaction with a fixed
external periodic potential of period one. Then the discreteness is not a
pure mathematical artifice, but it has a precise physical interpretation: the
properties of the two models are expected to be the same, and we think
that this could be easily proven along the lines of the present paper.

1.2. It is generally believed that, as a consequence of Peierls instabil-
ity argument,’"*® there is a field ¢'®, defined up to a spatial translation,
which minimizes (1.2), (1.3), in the limit L — oo, and is a function of the
form @(2zpx), where @(u) is a 2zm-periodic function. This is physically
interpreted by saying that one-dimensional metals are unstable at low tem-
perature, in the sense that they can lower their energy through a periodic
distortion of the “physical lattice” with period 1/p (in the continuous version
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of the model, since 1/p is not an integer in general): such a distortion is
called a charge density wave, as the physical lattice and the electronic
charge density form a new periodic structure with period bigger than the
original lattice period.

The argument in refs. 1 and 3 is quite simple: the periodic potential
@(2npx) opens a gap in the electronic dispersion relation in correspon-
dence of the Fermi momentum, and a trivial computation using degenerate
perturbation theory shows that the elastic energy increase is less than the
fermionic energy decrease. However, see ref. 4, in this argument one does
not take into account the effects due to the discreteness of the lattice, in
particular the fact that the momenta are conserved modulo 2z ( Umklapp).
Neglecting the discreteness of the lattice one loses the difference between
commensurate or incommensurate charge density wave (i.e., rational or
irrational p) in the infinite volume limit, whose properties are supposed to
be different, especially concerning the conductivity.>4

Note also that, even if the argument in refs. 1 and 3 is perturbative,
Peierls instability is expected to arise also for large interaction strength.®

An exact result,'®” makes rigorous the theory of Peierls instability for
the model (1.1) in the case p=p; =1/2 (half filled band case), for any
value of A. In fact, in this case it has been proved that there is a global min-
imum of F,(¢) of the form &(4)(—1)*, where &(4) is a suitable function
of A. This means that the periodicity of the ground state phonon field is 2
(recall that in our units 1 is just the lattice spacing): this phenomenon is
called dimerization. The proof heavily relies on symmetry properties which
hold only in the half filled case.

In refs. 8 and 9 Peierls instability for the Holstein model is proven
assuming A large enough. In that case the fermions are almost classical par-
ticles and the quantum effects are treated as perturbations. The results hold
for the commensurate or incommensurate case; in particular in the incom-
mensurate case the function @(u), related to the minimizing field through
the relation ¢, = @(27px), has infinite many discontinuities. On the con-
trary, in the small A case, according to numerical results, @(u) has been
conjectured to be an analytic function of its argument, both for the com-
mensurate and incommensurate cases.®

In this paper we study the case of small A and any rational density, for
which there are, to our knowledge, no results in the literature besides the
simulations in ref. 8. Analytical results in the small 4 case can be found for
a related model, the Falikov—-Kimball model, described by a Hamiltonian of
the form (1.1), in which the continuous ¢, is replaced by a discrete func-
tion taking only the values 0 or 1; see ref. 10.

Let p=P/Q, with P, Q relative prime integers, and let L=L,=iQ,
ie N; we shall prove that, if 4 is small enough and Q is odd, F, (¢, ) has
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(at least) two stationary points, defined up to a lattice translation, satis-
fying (1.3) with p, =p; if Q is even, on the contrary, we find only one
stationary point, up to lattice translations. These stationary points are peri-
odic functions on L; of period Q (the smallest multiple of 1/p which is an
integer, hence a multiple of the unit lattice spacing), converging for i — co.
Moreover, if we restrict F (¢, u) to functions such that ¢, =g, o, they
are local minima in the norm |¢| =sup,.; |@,|, uniformly in i

The range of values of 4 for which we can prove the existence of the
stationary points shrinks logarithmically as Q — <o, see (1.17). Hence we
can not treat the incommensurate case, neither we know if this is a techni-
cal limitation or there is some physical reason behind it, so that we can not
draw any conclusions about the analyticity conjecture in ref. 8.

1.3. Let h,,=1,,—4¢,6,, be the one-particle Hamiltonian and
e(@)<ey(p)< - <eg(e) its eigenvalues. We have

Efo,m)= Y [efo)—u]l=Tr([h—u]lP,) (1.4)

ne )<y

where P, is the projector on the subspace spanned by the eigenvectors of
h with eigenvalues <u. As it is well known (see, for example, ref. 9),
E% o, u) is a differentiable function of ¢ and, since Tr(h 0P, /0¢p,) =0,

g B oh
WEL((p;ﬂ)—Tr<{a(p

x X

]Pu>= —ig o) (L)

where p (@, u) =(P,),, is the density of the electrons in the point x.

Let us now suppose that g is not equal to any eigenvalue of h, for
@ =¢@. In this case, given @, also p,(¢, #) is differentiable in a neighbor-
hood small enough of @ (so small that e,(¢) — u stays different from zero,
for any n, see again ref. 9) and dp (¢, 1£)/0¢ . =0. Hence, a local minimum
of (1.2) satistying (1.3) must satisfy the conditions

=4 x\&s
@x=Ap(@, 1) (16)

1
pL:z Zx:px(¢!#)
d : » .
M,=6,—4 0. AP, 1) is positive definite (1.7)

Note that, given @, the condition that x4 is not equal to any eigenvalue of
h can be in general satisfied only if ¢ — @| is of order 1/L, so that a solution
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of (1.6) defines in general a local minimum only in a neighborhood of size
1/L. Tt follows that the only solutions which are interesting in the limit
L — oo are those associated with a gap of h around g, whose size is inde-
pendent of L.

1.4. If ¢ is a solution of (1.6), it must satisfy the condition
Go=L 'Y, @,.=Ap,. On the other hand, if we define y,=0¢_—¢,, we
can see immediately that p (@, u)=p (x, 4 + Ad,). It follows that we can
restrict our search of local minima of (1.2) to fields ¢ with zero mean,
satisfying the conditions

@, =Ap o, u)—pr)
1
PL=7 gpx((p,u)

and condition (1.7).

Of course, if the field ¢, satisfies (1.8), the same is true for the trans-
lated field ¢, ,, for any integer n. This trivial source of non-uniqueness
can be eliminated (partially, see below) by considering only fields of the
form

[(Z—1y2] ]
o= Y @pe?t @ =¢LeR,  §y=0 (1.9)
n=—[L/2]

As we said in Section 1.2, we want to consider the case of rational den-
sity, p = P/Q, P and Q relatively prime, and we want to look for solutions
such that ¢,=¢,, . Hence, we shall look for solutions of (1.8) with
L=L,=iQ, p,=p and

[@-np1 ,
Pe= Y Pt P,=¢_,€R, $o=0 (1.10)
n=-[072]

Note that the condition on L allows to rewrite in a trivial way the field ¢,
of (1.10) in the general form (1.9), by putting ¢, =0 for all n such that
(2nm)/L # 2npm, ¥m, and by relabeling the other Fourier coefficients.

If Q is even and ¢ is of the form (1.10), ¢, op=3,(-1)"@,x
exp(i2npnx); hence we can also fix the sign of one odd Fourier coefficient,
for example @;. This symmetry is not present for Q odd, since Q/2 is not
a lattice translation. As we shall see, this implies that one can find two
different stationary points of the form (1.10), for Q odd, but only one for
O even, up to lattice translations.
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The conditions (1.8) can be easily expressed in terms of the variables @,,;
if we define g, so that

[(@—1)/2}

pelo, )= Y puo, p) e (1.11)
n=—[0Q/2]

we get

Dol ) =pL (1.13)

If A=0, the second of (1.8) is satisfied by choosing y so that

l-u=cospp, pr=mnpy (1.14)

where pgis the Fermi momentum. We shall prove that p,(¢, 1) is a con-
tinuous function of A, near A =0, if ¢ is solution of (1.8); this easily implies
(see Lemma 2.2 below) that (1.14) is equivalent to (1.13) for any 4 for
which we can find a solution.

Also the minimum condition (1.7) can be expressed in terms of the
Fourier coefficients; we get that the L x L matrix

_ 0
=6, —A—p 1.
M,,,=0u '16(;);, Pl @ 1) (1.15)

has to be positive definite, if the field ¢ satisfies (1.12) and (1.13) and
Do, u) is defined analogously to ¢, in (1.9). Hence, if we restrict the
space of phonon fields to those of the form (1.10), we have to show that

the O x Q matrix

7]

M, = -2
o 56,

nm

Pmle, pt) (1.16)
has to be positive definite, if the field ¢ satisfies (1.12) and (1.13).

1.5. Remark. It is easy to show (by using the expansion described
in Section 3, for example) that M,,, can be different from zero only if
2a(n—m)/L is of the form 2npk for some k. However, we are not able to
get good bounds on all matrix elements M,,, not belonging (up to a
relabeling of indices) also to the matrix (1.16); therefore, in studying the
minimum condition, we restrict ourselves to the fields of the form (1.10).
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1.6. Theorem. Let p=P/Q, with P, Q relative prime integers,
L=L,=iQ. Then, for any positive integer N, there exist positive constants
& & ¢ and K, independent of i, p and N, such that, if

4nv, vi(1+logovg !
—2 < /{2 < 0 0 1
log(av,L) * K"N'log(cQ/v?) (1.17)
where
Do =Ssin(zp) (1.18)

there exist two solutions @'’ of (1.8), with L=L;, 1 —u=cos(np) and
pr=p, of the form (1.10), which differ only by a lattice translation, if Q is
even. The matrices M corresponding to these solutions, defined as in (1.16),
are positive definite.

Moreover, the Fourier coefficients ¢(*’ verify, for |n[> 1, the bound

}'2 N
o< () 0t (119)

Finally, A¢{*’ is of the form

2 (1)
i@ﬁi’=iv3exp{_ nog + f (/1,L)}

= (1.20)

with
B4, L) < Cmin{A%(1 +log vy ' +volog |p—1/2|71), evd} (1.21)

where C is a suitable constant.
The one-particle Hamiltonian h corresponding to these solutions has
a gap of order |A¢,| around g, uniformly on i

1.7. The above theorem proves that, if the coupling is small enough
and the density is rational, there are at least one or two (for Q even or odd,
respectively) stationary points of the ground state energy in correspon-
dence of a periodic function with period equal to the inverse of the density,
and that these stationary points are local minima at least in the space of
periodic functions with that period. Moreover, they are almost equal to
+2(v2/A) exp( —2mv,/A?) cos(2npx), as follows from (1.19) (which implies
that ¢, is really well approximated by its first harmonic), (1.20) and (1.21).
These approximate expressions of the stationary points are easily calcu-
lated in the approximate model, which is obtained if one truncates the
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interaction, by keeping only the terms coupling the momenta around =+ pp
with a field of the form ¢, cos(2prx). The corresponding stationarity equation
is essentially the well known Peierls equation (see, for example, refs. 6 and 7)
and our proof makes rigorous the conjecture that it is a good approximation.

In the case of density 1/2 the proof of Theorem 1.6 becomes trivial,
since the stationary points of period 2 are of the form ¢, cos(2npx) and ¢,
is exactly determined by the Peierls equation. In this case, however, one
can prove (see ref. 6) the much stronger result that the solution is a global
minimum.

Note that, if Q is odd, we expect that the energies corresponding to
the two different stationary points are different, as the perturbative expan-
sion of the energy seems to indicate (we did not analyze carefully this
point), even if their difference is very small, of order |A¢,|%. Hence we do
not expect any further degeneracy of the ground state, except the trivial
one, associated with the translation invariance.

The theorem is proved by writing p (¢, 1) as an expansion convergent
for small 4 and solving the set of equations (1.12) by a contraction method.
The results are uniform in the volume, so they are interesting from a physi-
cal point of view (a solution defined only for |A| < O(1/L) should be out-
side any reasonable physical value for ).

Finally the lower bound in (1.17) is a large volume condition: this is
not a technical condition as, if the number of fermions is odd, there is
Peierls instability only for L large enough. The upper bound for 4 in (1.17)
requires A to decrease as Q increases: in particular irrational density are
forbidden. This requirement is due to the discreteness of the lattice and to
Umklapp phenomena. Note that the dependence of the maximum A
allowed on Q is not very strong as it is a logarithmic one,

The case of irrational densities (possible only in the infinite volume
limit), excluded by our theorem, is physically interesting, but the existence
of Peierls instability in this case is proven only for large A.%**) In ref. 11,
P(@, 1) is shown to be well defined for small A not only in the rational
density case, (in which the proof is almost trivial), but also in the irrational
case: in fact the small divisor problem due to the irrationality of the density
can be controlled thanks to a Diophantine condition. However, to solve
the set of equations (1.12), we use a contraction method which is not tri-
vially adaptable in the latter case (see Remarks 2.5 in Section 2).

The same kind of problem arises in proving the positive definiteness of
M,,, in the rational case. In fact this is the reason why it is not possible to
prove, without a much more detailed analysis of the stationarity equation,
that its solutions are true local minima. We hope to be able to present this
analysis in a further paper, but we did not yet solve all the technical details,
In any case, we want to stress that the bounds contained in this paper are
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sufficient to prove that the stationary points are local minima in a space of
functions much larger of the space of periodic functions with period Q. In
fact, it is sufficient to consider the functions of the form (1.9), such that
@, =0 for all n such that 0 < ||2nn/L| — 2p | <#, with # arbitrary small; of
course, the range of values of A4 for which we could prove the minimum
condition shrinks to 0, as # — 0. In particular the periodic functions of
period kQ, k > 1 integer, are in such a class.

2. SOLUTION OF THE SELF-CONSISTENCE EQUATION

2.1. Let p=P/Q, with P, Q relatively prime integers such that
0<P<Q, and L=L,;=iQ; we have to look for a solution of (1.12) and
(1.13), which is well defined for |A| <&y with ¢, independent of i (otherwise
our solution is meaningless from a physical point of view). As discussed in
Section 1.3, this means that our solution has to be looked for in a class of
functions for which the one-particle Hamiltonian h has a gap around u
of width independent of L. This class of functions is described by the
following lemma, to be proved in Section 5.4.

2.2. Lemma. Let ¢, be a field of the form (1.10), L=L;,, 1 —u=
cos(np), |A@,| >0 and |A¢,| <a |A¢,|/|n|” for some positive constants a
and N. Then there exists ¢,>0, independent of i/ and p, such that, if
|A@1] < eovg/Q, with vy =sin(znp), the one-particle Hamiltonian h has a gap
of width > |A¢,|/2 around u. Moreover, p,(¢, 1) is a continuous function
of A, which converges to a continuous function of 1 as i— oo, and

Dol 1) = p.
2.3. We can write the self-consistence equation (1.12) as
(ﬁn: —/{ZC,,(O') ¢n+'1ﬁn(a’ ¢)9 aEi(bl’ ¢E{A'(//in}|n|>l (21)

where ¢,(o) depends on ¢ only through o. We write 5, as a perturbative
expansion in A (different from the power expansion in 1); this expansion is
described in Section 3. If |n| > 1, we are here defining —Ac, (o) @, the
contribution to g, proportional to @, of order 1 in the expansion, while
—ac(o) is the contribution to j, proportional to ¢ of order <1 in the
expansion (explicit expressions for ¢,(¢) and c,(o) will be given in (4.17)
and (4.40) respectively); 5, takes into account all the remaining terms of
first order plus all terms of order higher than 1.

The equation (2.1) has of course the trivial solution ¢, =0, Vn, but it
is easy to see that this is not a local minimum, by using the expansion for
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p, of Section 3. Therefore we shall look for solutions such that a ¢ #0, so
that we can rewrite (2.1) as

25 @
(14 2¢,(a)) =”—1(:’—) (22)
125,(, ®)
b =0 =;’_, .
== ey M (23)
Note that the equation for = —1 does not appear simply because

p_1=p;, as a consequence of the condition ¢,=¢@_,e R, see (1.10).

2.4. We prove Theorem 1.6 in three steps as follows.

+ We first study the self-consistence equation (2.3), considering o as
a variable belonging to the interval

J = (—exp(—mvy/A?), exp(— 7o /2%)) (24)

We find a solution, that we denote &(qg), if 4 is small enough.
e We then prove that, if L is large enough, the equation (in 1)

A2pr(o, P(0))

1+ A%\ (o) =
a

(2.5)

has two solutions o' eJ, of the form (1.20). Therefore (o‘*’(1)/4,
®(g'*)(4))/A) turn out to be solutions of (1.12), which verify, thanks to
Lemma 2.2, (1.13) with L = L, and differ only by a lattice translation, if Q
is even.

o We finally prove that the Hessian matrices (1.16) corresponding to
these two solutions are positive definite.

2.5. Remarks. The coefficient @, has a privileged role with respect
to the other coefficients. In fact, as we shall see in Section 5, the properties
of the system when only ¢, is different from 0 are very close to the proper-
ties of the case in which all the coefficients are non vanishing. This suggests
that the “important” equation is (2.2), so explaining the strategy outlined
above.

The previous remark also implies that 1+ A%c,(g)~0. It follows
that 14 A%c,(d)~0, for all n such that 2mpn~2mp (mod 2z). Since
min, . [2zpn —2znp| =2r/Q, we can expect that our bounds will not be
uniform in Q. This is the reason why Theorem 1.6 can not be extended to
irrational density; at most one can hope that a Diophantine condition on
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p is needed, but we have only been able to prove that the Q dependence
can be substituted with a dependence on the Diophantine constants in
some of the bounds described below.

Note also that, if Q =2, the only equation to discuss is just the equa-
tion (2.2} with @ =0 and the r.h.s. equal to zero; its solution is well known
in this case, see refs. 6 and 7 for example. If Q =3, again (2.2) is the only
equation to discuss, but the r.h.s. is different from zero; however it is easy
to prove that the solution has essentially the same properties as in the case
Q=2. Hence, in the following we shall consider only the case Q >4. The
following lemma, furnishing a bound on the constants c¢,(a) and their
derivatives, is proven in Section 4.9.

2.6. Lemma. There exists a constant C, independent of / and p,
such that, if |n| =2,

le ()] SE <1 + log i> log O (2.6)
Vg Uo
de, (o) C
oo | Suolel =7

2.7. Fixed L=1L,, @ is a finite sequence of Q— 3 elements, which
can be thought as a vector in R€~3, which is a function of o. In order
to study the equation (2.2) for o, we shall need a bound on & and on
the derivative of ¢ with respect to o. Hence we consider the space
F =%Y(J, R2~3) of C'-functions of geJ with values in R~3; the solu-
tions of (2.3) can be seen as fixed points of the operator T,: # —» #,
defined by the equation:

A2pA(0, P(0))

(TA®) L (0) = 2o

(2.8)

We shall define, for each positive integer N, a norm in & in the
following way:

od
|6ly= sup {|n|"{|a|*'|¢n(a)|+\ "(a)H} (29)

In|>1, et oo
We shall also define
B={PeF |Pls<1} (2.10)
R(®),(0)=pylo, B(o)),  |n|=2 (2.11)
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The following two lemmata, to be proved in Section 5.5 and Section 5.6,
respectively, resume the main properties of R(®).

2.8. Lemma. There are two constants C, > 1 and C,, independent
of i, p and N, such that, if @, @' €% and

CiQvy* ol [1+1log(v/la)]1 <1 (2.12)
then

C,3VN!

0

IR(®)—R(P')|» <

<1+logvl> |®—@'| & (2.13)
0

2.9. Lemma. There is C> 1, such that, if
COv* a2 [1 +log(vi/la) T <1 (2.14)

then

C 1 In|/10
||R(0)||f\a<l +log—> sup {lnl”(@) } (2.15)

Vo/ |n>1

2.10. Lemma. There are ¢, ¢, K, independent of i, p and N, such
that, if e J and

iz@vg(l +logvg!)~!
KVN!log(cQ/v3)

(2.16)

there exists a unique solution @ € # of (2.3); moreover the solution satisfies
the bound

A?

N
ucbnfs(—) (2.17)

Uy

2.11. Proof of Lemma 2.10. It is easy to see that, if oeJ, the
conditions on ¢ of Lemma 2.8 and Lemma 2.9 are satisfied, if

A2 < gy flog(cQ/vd) (2.18)
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with suitable values of ¢, and ¢. Moreover, if gy <g,v4(1 +1og vy ') ™! and
¢, is chosen small enough, (2.6) and (2.18) imply that 4% |c,(d)| < 1/2, so
that, by using (2.7), (2.8) and Lemma 2.8, we have that, if ® ¢ 4,

TP & <427 (1 +/12;C—> { llR(O)ll§+%< +log > 3VN t@tly}
0 0
(2.19)

Therefore, by (2.15) and (2.4), there exist constants C, and C,, such
that, if ¢, <evo(CYN!)~" and ¢ is small enough,

Cs4% |
@ <2 (110g:)[3We s sup i exp (-2l <
% Ini>1 104

(2.20)

Moreover, by (2.13), if @, @ €4 and similar conditions on 4 are
satisfied, we have
, CY¥N!4? 1
[TAP)— TP )IIyS——z,z— 1+10gv— |®— IIy\ @ —D'| 5
0 0 (2.21)

The bounds (2.20) and (2.21) imply that # is invariant under the
action of T, and that T, is a contraction on #. Hence, by the contraction
mapping principle, there is a unique fixed point @ of T, in 4, which can
be obtained as the limit of the sequence ®*) defined through the recurrence
equation @* TV =T (@®), with any initial condition ®®eH. If we
choose @@ =0, we get, by (2.21),

_ ) ) ) © 1
1P]s< Y @0 -V Vg Z 5— Vs <lloWle  (222)
i=1 =
On the other hand, by (2.15),
CY¥N!A? 1 \/A\Y
@] & =|T,0 IIy\GU—Z< +log )(U > (2.23)

0 0
which immediately implies the bound (2.17), if ¢, <evo( CYN!)~!, with ¢

small enough.

2.12. Let us now consider the equation (2.5). We want to prove that
it has two solutions of the form (1.20), if o€ J and L, is large enough. In
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order to achieve this result, we need some detailed properties of the func-
tion ¢,(a), which are described in the following Lemma 2.13, to be proved
in Section 4.10. We need also the bounds on j;(g, ®(a)) and its derivative
with respect to o, contained in Lemma 2.14, to be proved in Section 5.7.

2.13. Lemma. There is a constant C, such that, if

L:)(I)algggé’ %gl, lo|Q<&  dlogé~l<i (224
then
1 2
—¢y(0) =S, [logr‘o‘-i-rl(a)} (2.25)
with

1
lri(o)] < C<1 +logv—+vo log |p — l/2|_’>
o

1 .
<C<—2+i‘>
vp ol

2.14. Lemma. IfoeJ, A satisfies the inequality (2.16), with ¢ small
enough, @(o) is the solution of the equation (2.3) described in Lemma 2.10
and

(2.26)
or (o)
oo

_ 2m0p(0, #(a))

ry{o) (2.27)
o
then there is a constant C, such that
|0'| 1/4 /12 N
20| <c{<—2> " —) }
Uo Vo
(2.28)
ory(o)| € [(M)”“+<ﬁ>”
do lo] | \ v3 Vo

2.15. Lemma. There exist positive constants ¢, § ¢ and K, inde-
pendent of i, p and N, such that, if A satisfies the inequalities (1.17), there
are two solutions ¢‘*)(1) e J of equation (2.5) of the form (1.20).
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2.16. Proof of Lemma 2.15. By using the definitions of r,(¢) and
ry{a) given in (2.25) and (2.27), we can write the equation (2.5) in the form

2
_ vy 27 _
F(o)=log ——lol pE +r(c)=0 {(2.29)

where rg) =r,(g)+ ry(o).
Let us now suppose that A satisfies the inequalities (2.16) and that a
belongs to the interval

J= (0(2)6—47:00/12’ v(Z)e—nvo/).z) =J (2.30)

If L, is large enough and the constant ¢ in (2.16) is chosen small enough,
the conditions (2.24) of Lemma 2.13 are satisfied, for o€ J, and

4
0 <log(év, Ly) (231)

Moreover, if £ and ¢ (hence |o|v, ) are small enough,

or{o) <l 61 3
do | 2

(2.32)

ds " q

hence F(o) is a monotone decreasing function of ¢ in J. If we define

—2mey/A2 M =sup |r(0)] (2.33)

ael

* __ 42
g~ =vgye

we have that F(g*exp(—2M)) >0 and F(o* exp(2M )) <0. Furthermore, the
bounds (2.26) and (2.28) imply that M < C(1 +log vy ' +volog |p — 12| 71),
and, since we are supposing that 0 >3, |p—1/2| = 1/(2Q). It follows, by
using (1.17), that

MA?< Cmin{A%(1 +log vy ' +vplog |p—1/2]71), v} (2.34)
implying that the interval (o* exp(—2M)), a* exp(2M))) is contained in J,
if ¢ is small enough. -

Hence there is a unique solution ¢'*)(1) of (2.29) in J, which can be
written as

o (L) = ple— Tk BNIL (2.35)

with [ 4)] < Cmin{A*(1 +log vy ' + vy log |p — 1/2| 71), ev?}.
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In the same manner, we can show that there is solution ¢‘=)(1) in the
interval

(—v2e~m™0/ _ple—dmlly = J (2.36)

with the same properties.

2.17. Lemma. The constants ¢, & ¢ and K, appearing in (1.17), can
be chosen so that the Hessian matrix (1.16) is positive definite.

2.18. The proof of Lemma 2.17 is in Section 5.8. In order to com-
plete the proof of Theorem 1.6, we have only to show that, if Q is even,
") and @'~ differ only by a lattice translation. Thanks to the remark a
few lines below (1.10), it is sufficient to observe that ${*) and ¢{~) are con-
tained in intervals symmetric with respect to 0 and are uniquely determined
in those intervals.

3. GRAPH FORMALISM

3.1. In this section we shall describe the expansion of p (¢, u), used
to get the results of this paper.

Let us consider the operators Yy =eHyte ' with x=(x,1),
—p/2<t< /2 for some f>0; on ¢ antiperiodic boundary conditions are
imposed. As explained, for example, in ref. 11, there is a simple (well
known) relation between p, (¢, 1) and the two-point Schwinger function,
defined by

_ Tr[exp(—H)(O(x0> yo) Y ¥y —0(xo<yo) Y5 ¥y )]
Trlexp(—pH)]

SLA(x,y) (3.1)

given by

1
pe=—lim lim +S%4(x,7:x,0) (3.2)

o0 0"

In ref. 11, which we shall refer to for more details, it is also explained that
the two-point Schwinger function can be written as

: . JP@) ey S
Sy = i e

(3.3)
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where ¥ are now anticommuting Grassmanian variables and P(dy) is a
Grassmanian Gaussian measure formally defined by

P(d) ={ Il (L/fg”(k))}

ke, 5

xexp{— D (Lﬁg(k»-‘w:w;}dw—dw* (34)
ke@,ﬁﬂ

k=(k, ko), @L,ﬂE»@Lxgﬁﬁ, QLE{k=27m/L, neZ, —[L/12]<n<
[L~ )21}, Dp={ko=2(n+1/2)n/p, n€Z, —M<n<M—1}, in the
limit M — o0,

|
4(k) =

= 35
—iky+cos pp—cosk (3:3)

is the propagator or the covariance of the measure, pr=mnp is the Fermi
momentum, defined so that cos pp=1—y, and

B2
YW= T | dxilaobivi] (36)

xeA T
If we insert (1.10) in the r.h.s. of (3.6), we get

Le-nn21 |

YW= L gn T A Vi, (37)
n=—[10/2] keD, 4

where pp=(pp, 0) and k + 2np is of course defined modulo 2x.

3.2. Note that g(k)~! is small for k ~ + py. Hence there is no hope
to treat perturbatively the terms with n = +1 and k near ¥ p,, but we can
at most expect that the interacting measure is a perturbation of the
measure (whose covariance is not singular at k= +p,)

1

Pydp)=—

P(df)
1 1
<exp{itn g T T WiV tbndil|  O8)
0E€ Dy el_

where .4 is a normalization constant and /_ is a small ir_1terva1 centered
in —pp, sosmall that I_ 1, =, if I, ={k=k+2pp kel_}.
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This remark suggests to apply a multiscale expansion to the integral
(3.3), in order to treat in a different way the momenta near + p, and the
others. This procedure was applied in ref. 11 to study systems of electrons
in presence of a potential of the form ¢(2px), with ¢ 2z-periodic, p/n an
irrational Diophantine number and p=mp, m arbitrary integer. In ref. 11
the aim was mainly to get the best possible results about the dependence
of the two-point Schwinger function on 4 and we found it useful to realize
the multiscale expansion by dividing the momenta near pp into a number
of “slices” of order |log 4|.

This expansion could be applied also the case pp=p with p=pp/n
rational, without no important difference, and we could get immediately
Lemma 2.2. However, in this paper we prefer to use a simpler expansion
into only two scales; this expansion gives weaker results about the
dependence on 4, but it is sufficient in order to prove Lemma 2.2 and it is
more suitable for studying the equation (1.12).

3.3. Let us introduce a smooth positive function fy(k') on the one
dimensional torus T', such that

Lol K <tof2

9
0, if Jk'lln=1o (39

Jolk') = {
where

to=min{ pg/2, (1— pr)/2} (3.10)

and the norm (k{11 is defined so that |k'|| = [k'|, if &' €[ —=, m). Then
we write

~

flky=1—folk +pp)—folk—pp),  folk)=1—Ffi(k) (3.11)

so that (3.5) becomes

m
A k — k 4(0) k — fh( .
gk} = gV(k) + (k) ;,=Zo,1 S — (3.12)
and, for #=0, we define
g9y =Y g9k (3.13)

w=+1
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where, if k' =Kk —wpg,

Jolk')
—ikg+cos pp—cos(k’' + wpp)

2K +wpr) =Z(K) = (3.14)

with K'=(k', ko); we set also g{")(k')=g"(k), with k=k"+pp, and
fi(k")= f,(k), in order to simplify the notations in the following sections.

3.4. We can associate with the decomposition (3.12) of g(k) a
decomposition of the Grassmanian Gaussian measure P(d/) into a product
of two independent Grassmanian Gaussian measures:

P(dy) = P(ady'V) P(d') (3.15)

if P(dy'?) is defined as in (3.4), with g¥%(k) in place of g(k).
If we insert (3.15) in (3.3) and we perform the integration over the
field 'V, it is easy to show (see ref. 11, Section 4) that

SEA(x; ) = g V(x5 y) + K% y) + S(x; y) (3.16)

where gV(x; y) = (L)~ Tiea, , £(K) exp[ —ik -(x—y)] and

SO y) =75~

” 1
(0)
207 by J Py

x S PO+ 00 o e w O L (317)

in (3.17) fdx is a shorteut for Y., [3,dx,, A= P(dy'®)x
exp[ VY ™)], {¢F} are Grassmanian variables anticommuting with
{WZE} and 7" OW'D), the effective potential on the small momenta scale,
can be easily represented as a series in A, as well as the function
WO, ¢) and the function K§,(x; y) appearing in (3.16).

A precise description of these series in terms of Feynman graphs can
be found in ref. 11; see in particular the equations (4.3), (4.4) and (4.6)
in ref. 11. Here we want only to stress that the involved graphs are chains
formed by vertices, associated with the Fourier components of the poten-
tial @,, connected through lines, associated to the propagators g'') hence
by using the bound (3.27) below, it is easy to prove that these series are
convergent, uniformly in L and p. On the contrary, the series obtained by
integrating the field ® do not have this property, for the reason explained
before, and we have to look for a different expansion, based on the idea
outlined in Section 3.2.
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We can associate with the decomposition (3.13) of ¢ (k) a decompo-
sition Y =y, +Y{Q_ of the field . The support properties of fo(k'),
see (3.9), and the definition (3.14) imply that the field y{) has support on
the set {k=Kk'+wpy: fo(k')#0} and that the supports of y{”’, and y{¥_
are disjoint.

The idea is to modify the free measure P(dy'®) by multiplying it by
the terms present in ¥ Oy, (see ref. 11, Section 3), which couple the
variables {_ and ¢}, . ; then we expand the integral by using the
new measure as the free measure. The new graphs differ from the previous
ones for two respects; first of all they are not singular anymore at k = +py,
but they are bounded by C|A@,|~!, see below; moreover the two
propagators exiting and entering in the same vertex can not have both the
momentum equal to =+ py. As we shall see, these two properties are suf-
ficient to control the expansions.

The two properties of the new free measure described above are realized
also if we only extract from ¥ ©(y®) the first order terms coupling y{_
and Y{?) 5, - It is easy to see that these terms are equal to A¢, F (@),
with

1
FOu©) = ¥ 7 Y Ut VK a0 (3.18)
w=tI ke,

Hence we define
( 11,(0) 1 (0)y A0 FO )
P(dy )=J‘/P(dnj/ ) e*1%%e (3.19)

where A" is a suitable constant, and
TOO) =1 O 0) 16, FOY) (3:20)

By proceeding as in ref. 11, Section 3, one can show that the
Grassmanian integration P(dy(®’) has propagator

gV y)= Y et e g (x;y) (3.21)
w, o =+1
with
1 o
gL Gy =2 ¥ e gl (k) (3:22)
L Ke
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[ —iko— Fi(k') —wFy(k")] folk')

50) (k') =
8ol ey~ Ry TP~ (P30 + 030)] (323)
FO__(k')= Lao(k)] folk') |

[ —iko— Fi(k"))? = [F3K") + o3(k')]
oolk')=afo(k'), if o=1@, #0, and (see (1.18) for the definition of v,)

Fi(k")y=(cos k' —1) cos ppg, Fy(k'y=1v,sin k' (3.24)

3.5. Remark. Note that, if [|k'|<t,, 2(1—cosk')/|sink'|=
2 |tan(k'/2)| < 2 tan(z,/2) < [tan pg|: hence

IFKD) <3 IF(K)],  for k'] <t (3.25)

It immediately follows that

g( ) (k’)l < : ( ,) f()(‘ir)
w, w = k20+ (vokl)z | 02

125 _ (K< C

w, —w

o]
- = k'
k2 + (vok')? + 02 Solk)
where C denotes a suitable constant. From now on, for simplifying the
notation, the symbol C will be used everywhere to denote a generic constant,
that we do not need to better specify.

It is also easy to prove that

1= fo(K")

180k < C——tit—
kol + (vok')?

(3.27)

3.6. We now insert (3.19) and (3.20) in (3.17) and represent the
result of the integration in terms of Feynman graphs, by using P(dy‘®) as
the free measure and ¥ ®(y?) as the effective potential; then we apply
(3.2). By proceeding as in ref. 11, it is easy to show that we get an expan-
sion for p,, which can be described in the following way.

3.7. A graph 3 of order g > 1 is a chain of ¢ + 1 lines /.., £, | con-
necting a set of g ordered points (vertices) v,,.., v,, so that /; enters v; and
¢, exits from v, i <¢; the lines 4, and 7, are the external lines of the
graph and both have a free extreme, while the others are the internal lines;
we shall denote int(3) the set of all internal lines. We say that v; <, if v,
precedes v; and we denote v the vertex immediately following v;, if j<g.
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We denote also by 7, the line entering the vertex v, so that £, = 4, 1 <i<yq.
We say that a line 7 emerges from a vertex v if Z either enters v (£ =¢,) or
exits from v (£ =¢,). By a slight abuse of notation, if v = v,, we still denote
by 4, the line £, ., exiting from v, even if there is no vertex v, ;.

We shall say that 3 is a labeled graph of order g > 1, if & is a graph
of order ¢, to which the following labels are associated:

o a label n, for each vertex,

« a frequency (or scale) label A, for each (internal or external) line,

o for each line /, two labels w}, w?, such that w}=wl=1if h,=1,
with the constraint (following from the redefinition (3.19) of the reference
measure) that

n,+(w; —w},)/2 #0, if h,,=h,,=0 (3.28)

» a momentum k, =k =k' + w, px for the first line,

e a momentum

kep=k'+ Y [2n5pp+(0F,— @) pr) (3.29)
f<p
for each internal line,
¢ a momentum

kepor =K'+ 3 [2n5pp+(w},— ;) prl (3.30)

ved

for the last line.

If g 570 (k’,) denotes the propagator associated with the line 7, we will

use the shorthand g, = ”;’ z(k ).
Let us call 7, , the set of labeled graphs of order ¢ and such that

Y 2n,pp+ Y (wi—w}) pp=2npr mod2n (3.31)

ved fed

Then, if §,(¢, #) is defined as in (1.11), we have

) : 1 X 2
p((p’ /,t) = llm T Z Z an,wg—w,m(k )+ Z pZ(U, ¢)
f— o ﬁ k’e@,_’ﬂ w=+1 g=1
(3.32)
pi(o, @)= 3. Val(9)

8€eTpq
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where

1 gq+1
Val(9) = _ZE ) Z <U1 g,i>< Sft(ﬁ,,u> (3.33)

‘€D g
Hence, the function j(o, @) defined in (2.1) can be written as

[v o)

palo, @)= lim z

ﬂ-—.oo -

pilo, @)= pia, D), if g=2 (3.34)

ﬁ:l(a’ (D) = Z (1 _6n, nv) val(‘g)

Yed,

after substituting in the r.hs. of (3.33) 4¢, either with @, , if |n,|> 1, or
with g, if |n,|=1.

4. FIRST ORDER GRAPHS

4.1. In this section we study the first order contributions to the
density, i.e., the terms corresponding to graphs with only one vertex in the
perturbative expansion (3.32), calculated in the limit §— oo. For these
graphs we have, if L=L,=iQ,

lim Val(9)

B o

dkqy . , , ,

2 80 (K 80) (K + (2m + @) — w2) py)
(4.1)

“—dbng 3|

- 00

where 2 is the set of possible values of the variable &’ introduced before
(3.14) as the difference between the “space momentum” k& and + pg. Since
pr=np=nP/Q=2n/L)(iP/2), we have

= {k’:zfn(n+5/2),nel, —[LR]1<n<[(L— 1)/2]} (4.2)

where 0 = 1, if iP (the number of particles) is odd, while d =0, if iP is even.
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Note that the value of & will be in general not relevant, except in the
proof of Lemma 2.13 in Section 4.10, the only place were there is a non
trivial dependence on the volume.

Note also that, if the graph value (4.1) contributes to j,(¢, ), then

2mpp=2npp+(w, — W) +w,— ws) ppmod 2x (4.3)

The r.h.s of (4.1) can be easily bounded, by using (3.27) and (3.26)
and the remark that lim,,F_,OtO/vo= 1/2. If h=Hh =1, one gets, for any
integer r,

1 © dko | e e
£,L 1, 3 18000 2K s e
<ol e[ an DZLEN 01— folk +2p,)]

OS2+ (0ok'V /K2 + 02k + 2rpp)?

27 o) dk C
<C| di'| 5—2—5< (1 1 > 4.4
I, 1, o <a (1 lee g (44)

<é<l (4.5)

a condition that we shall consider verified everywhere, from now on.
If h=0,4" =1, for any w, w', one gets

1 © dky o
_ kl kl
» J S 1E,) #B K + 2rpy)
1 dk’ dkg C
< — (4.6)
jo f \/kz (vok') \/k2+vo Vo
The bound (4.6) can be improved for g — 0, if © = —w; we have
I © dKo | <o) ) g
A | T2 1E0 k) g+ 2rp)]
wodk’ oo dk
<Clal| == °
Jo 2n L [k2+ (vok")2 +6?] Jk2 + v}
C 2
<Ll (1 +log ”—") (4.7)
Vo o]
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Let us now consider the case h=#4' =0; then, for any w;, w}, we get

1 © dky . . ,
D2 ] S8 80 K + 2

<Cr dk’ro dky Jfolk) Jolk' +2rpg)
e S (vgk' ) 402 JShE A od k' + 2rp ) + 67

) *© dk o
< !
CJO dk -[0 k3 + (vok' ) +a® + o

C 2
<—~<1+logi—-—>
Vg o’ +a?

where a = || 2rpgll 4.

If h=H =0 and w, # w} or w, # w}, the last bound can be improved;
in fact we get

1 © dk, _ - ,
T X[ TREN LK) E K+ 2rpp)
ke ©
f o dk g
<C dk’ <— 49
|0'|f0 Jo [k(2)+(l)0k')2+02]3/2 Yo (4.9)

The previous bound can be further improved, if we suppose also that
r#0, by taking into account that, in this case, max{|k'|, |k’ +2rpg|} =

7/Q. Let us suppose, for example, that w, = —w}; we have
<Clol [ k[ ko~ = (i)kk))+a R 6+ 3, P
S R e e

2
<C|G|Q<1+]og”_o> (4.10)
v
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In the following we shall need also the bounds of the expression
obtained substituting in the r.h.s. of (4.1) one of the two propagators with
its derivative with respect to a. By proceeding as before, one can easily
prove that, for any w and any integer r,

I dky |08, (k') C
- —%e k'+2 - 4.11
I klz:% f_w e | B+ 2rmp) <5 (4.11)
© gk, | 0§D _ (k') C g
080)—o(K) K + 2rpg) —<1+lo ) (4.12)
keZ:@ J‘—00 da Pr (3) g| |
that, for any w;, @; and any integer r, if « = | 2rpg|
Loy [ e 0K
L e, o 27Z ao, a)2 w)h rpF
C 1 +log <l +—|>
< | (4.13)
° |a]| Vo
l+—
|o]
and finally that, for any w,, ®}, @ and any integer r #0,
o0 089 (kK
l j dko LL_LQ ~g))_w(k' +2rpr) <Q
Lycy '-w 20 oo v;
(4.15)
1 © dke 7 Eig(o)_ cQ
— kl 0, 0) kl 2
L kKea] j_oo 2n w, wl( ) Toe K HRr)|S (2)

4.2. Remark. All the previous bounds are valid also if we exchange
in the Lh.s. k' with k' + 2rp; this immediately follows from the observation
that the variable &' is defined modulo 27.

4.3. We shall now consider the graphs contributing to the constants
¢ (g) introduced in (2.1), in order to prove Lemma 2.6. We can write

o)=Y 5n » Val(9) (4.16)

\957
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The equations (4.16), (4.1) and (4.3) imply, if |n| > 2,

_1 © dko [ i1y 1y s 1
cn(a)—L o, JAOO o {gm(k ) 81K’ + 2npy)
+ Y [2NK) 800K +2npp+ (1 —w) pr)
w=+1

+ 89 (k') (K +2npr— (1 —w) pr)

+ 80k g9, (K +2npg)

+ 89 (k') 0 (K +2np)

+ 80,k §2, _ (K + (21 +2w) pm} (4.17)

By using the bounds (4.4), (4.6) and (4.9), we see that the first four
terms in the r.hs. of (4.17) are bounded by (C/vy)(1 +log vy '). However,
the remaining terms, ie. those with A=#'=0 and w, — W\ =w,— W), =0,
need a more careful analysis; these terms will be denoted as

- © dko 50) (1) 5O (L
=7 kIEZQ' f_w 7 8o oK) £, (K +2npg) (4.18)
L
when w, =w,, and
I ©  dk,
b, == 220 50 (k') 5O K + (2542 .
e Lk,ez@,L L,O 5y Zoo(k) 8%, oK +(2n+2w)pr)  (419)
when w, = —w,. The following two Lemmata 4.5 and 4.7 show that the

dimensional bounds which would follow from (4.8) in fact can be
improved.

4.4. Remark. Note that g, is a w-independent quantity, so that we
can set w=1 in (4.18); this property easily follows from the observation
that ¢! (k', ko) = g%, _ (=K', ko), see (3.23). It is also easy to prove that
bn,lzb—n, -1

45 Lemma. Let |n| =2 and let a, be defined as in (4.18); then
la,| < C/v,.
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4.6. Proof of Lemma 4.5. By Remark 44, it is enough to study
the case w =1 in (4.18). Define

Jolk')
—iko+ 7 (wk') (4.20)

F (k') =sign(k') JFAk') + o2(k') — Fy(k')

g0, (k') =

and

Il

_ 1 » dk, ~(0) (L1 5(0) (L
a, I kyez‘,@l j¥w E{g[, (k') g],l(k +2npr)

1
=7 Y. Solk') folk' +2npg) (k') (4.21)

ke

where (k') is obtained by explicitly performing the integral on k. It is
easy to see that, defining

s(k') =sign(F (k")) (4.22)

if s(k')=s(k'+2npg), one has .oZ,(k')=0, while, if s(k')= —s(k' +2npg),
one has

(k') = s(k')[F (k' +2npp) — F (k)] ™! (4.23)

Note that, by (325), S(kl)=sign(kr)’ if lkll <ty ie. on the Support of
fo(Kk'); hence we have

! Jolk') folk' +2np )

a,=—— : : (4.24)
L kw%ﬂ% |Z (k') + | F (k' +2np )|
where
D ={k'e[ —ty, t,]: sign(k') = —sign(k’ + 2npz)} (4.25)
We want to show that
T (L T 1 ¢
max{|Z (k") | Z (k' +2npp)l} 272 12npplly, =4, (4.26)

ifk'eZ' k' +2npre[ —t4, 1] and c2=(\/§/7z) V.
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If |# (k') = 4,, (426) is immediately verified. Let us suppose now that
|F(k')| < 4,; then, by using (3.25), we get

|F (k') = |Fy(k')| = | Fy (k) 2 3 | Fa(k")] > ey K| (4.27)
so that
K] <=3 i2npel, (429)
implying
1K+ 2mpgll s, = |12np s, — K| = 4 12np £, (429)

Moreover, since [[k' +2npgly, < fo, then
|F (k' +2npg)| > c; 1K'+ 2nppll v, (4.30)

hence, by using (4.29) and (4.30), we get
|F (k' +2npp)| 2 llZnPFlH, =4, (4.31)

which implies (4.26) also when [F(k')| < 4,.
Inserting (4.26) into (4.24) leads to

| <f dk’ <
a,|€| ——<
" 2, ¢y 12npelly, o

N

(4.32)

as the size of the set &', is bounded by 2 |2np| 1.
In order to complete the proof of Lemma 4.5, we note that

o gk
_0{[87(1(,))1("’) gk (K +2npy)

+ENKILEN(K +2npp) — 01K + 2npp)]} (4.33)

Moreover, by (3.23) and (4.20),

Fz(k’)2+0§(k’) |Fy(k")]
|0 — ko — Fy(K") ]~ [F3(K") + ad(k)]]

[fo(K")]
(4.34)

18(K) — g1 (K)| =
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so that, by using also (3.25), we get

jan—ad<C [k [~ dk o <&
d,—a, s s
0 o Jlogk )+ 02 [K2+ (vok')2 + 6?12 o

(4.35)

The bounds (4.32) and (4.35) imply Lemma 4.5.

4.7. Lemma. Let |r|>2, and let b, ,, be defined as in (4.19); then
165, | <(Clog Q)/vg.

4.8. Proof of Lemma 4.7. Let us define b, ,, as
_ 1

bn,w:Z ) JOO

Ke@y ~—®

dky _

z—gﬁf,)w(k’) 70, —alKs o) (4.36)
¥

-

where «,,=k'+ (2n+2w) py and g2 (k') is defined in (4.20), and set
b, o=b, »+ . By dimensional bounds analogous to those which led to
(4.35), it is easy to prove that |.#'| < C/v,. Moreover, by proceeding as in
Section 4.6, we see that

b = _l Z Jolk") folka)

nw= ’ 1 (4'37)
, L k'e D) ~ D, lg(wk )| + |‘g;( _wKw)I
where 2., ={k' e[ —1t,, t,]: sign(wk') = sign(wk,,)}.
By using the bound (4.27), we have
| # (k") + | F (= wrg,)| Z (16| + Nl iy, (4.38)
Moreover, since |n| 22, |2npr+2pply, > 27/Q; hence
_ dk’' Cl
B ol < | A Loeg (439)
oy, 276K T+ 1K 05) v

This completes the proof of Lemma 4.7.

4.9. Proof of Lemma 2.6. The bound (2.6) immediately follows
from the remark after (4.17), Lemma 4.5 and Lemma 4.7. The bound (2.8)
is easily proven from (4.17) by using the bounds (4.11) - (4.13).

4.10. Proof of Lemma 2.13. The definition of c,(g) in
Section 2.3, (3.32), (4.1) and (4.3) imply that

ci(e)y=—F(a, LY+ alo)+ b(a) (4.40)
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where
L)= —— Fo 50 (1 '
Flo, L) Lakezgl f_oo 72 890(K) (4.41)
1 2
a(a) =7 P f_w > {g(ﬁ{(k ) 810(K +2pp)
+ [0k &0 (k+ (3 —w) pg)
w=+1
0 (k') 30K + (1 + w 4.42
+ 8o, (K') &1 (K + (1 +w)pp] ( )
_ * dko <0y 1y 50 /
Woy=p L | S an) g0 (K +dp)  (443)

It turns out that — F(g, L) is the leading term for ¢ — 0; moreover it
is the only term whose dependence on L is not trivial, hence we decide to
indicate it explicitly.

By using the definition (3.23) and by performing the integration over &,
we get

F(O' L)___L fO(k,)Z
’ 2L o, Jo2sin? k' + a¥o(k')?

(4.44)

The definition (4.2) of 2 implies that, for any finite volume L= L,, the
r.h.s. is singular for ¢ - 0, only if §=0, that is only if the number of
Fermions is even; in that case, in fact, k' =0 belongs to the set 2%. It
follows that, if d =1, the equation (2.5) has no solution for 42 very small,
how small depending on L; this is the main source of the lower bound on
A of Theorem 1.6. [ Equivalently, for fixed A verifying the inequality to the
right in {1.17), which is uniform in L, L has to be large enough so that also
the inequality to the left in (1.17) can be fulfilled.] We separate the term
with k' =0, if it is present, by writing

1—-6
F(a, L)=E+FO(G,L) (4.45)

It is easy to see that

Fola, LY=F(o, LY+d\(o, L)+ d,(o, L) (4.46)
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where
Fi(o, L) Y 1 (447)
o,L)= .
1 n#0: |22L~(n+ 8/2)] <1p/2 \/(27500)2(’1 +6/2)*+(aL)?
1 Solk')?
di(o,L)=— (4.48)
1( ) 2L e, \/vg SiI‘lz k/ + szo(k,)z
K] > 152
dyfo, L) 1 Y : : } (4.49)
a, = — — B
? 2L poa, LEsin?k +0%  /(0gk')? + o2

0% K| <1y/2

Note that the sum in the r.h.s. of (4.47) is empty, if [ 1o L/(47) + /2] < 1;
in that case the equation (2.5) may have a solution, for 4 small enough,
only if 6 = 0. Hence we shall suppose that:

toL > 4n (4.50)

a condition which is certainly verified, if the conditions (2.24) are satisfied,
since

4
2 <o/t <2 (4.51)

By using (4.51) and supposing that

lo|
—<
o2 <1 (4.52)
it is easy to show that
2 2 |od(o)| _C
1 s——y - g_ 4.
;21 (o)l < - ,; o (4.53)

By substituting the sum in the r.h.s. of (4.47) with an integral, we can
write

Fi(o, L)=Fy(o, L)+ d,(o, L) (4.54)
where

toL/(4) dx

Fyo,L)=|

4.55
1-62 /(2rvex)? + (aL)? (4:33)
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It is easy to see that, if the condition (4.52) is verified, together with (4.5),
then

Cé

~
v |o|

()] <<, ’ad3(")
Vo do

(4.56)

The integral defining F,(a, L) can be explicitly calculated; we get

Volo volo \?
1 2101 T <2a> 1
lo

F(o,L)= g (4.57)
T () T
L |o| 2 L |o| 2
If we write
Fyo,L)= lo 2‘2)—+d(a L) (4.58)
20T 2aw, & lo] =8 )
it is easy to prove, using (4.51), (4.52) and (4.5), that
C ad C g
s [Fi<S(1+5) (4.59)
UO aa UO |G|

Let us now consider the two other contributions to ¢;(¢) in (4.40),
a(o) and b(o). The function a{c) and its derivative can be bounded, by
using (4.4), (4.6) and (4.11), as

(4.60)

|a(a)|<£<1 +1ogl>,
v Vo

0

In order to bound b(¢) and its derivative, we can use (4.8) and (4.13),
together with the remarks that [[4pplly, 2n/Q, if Q>2 (that is if the
density is different from 1/2, as we are supposing from the beginning, see
Section 2.5), and that b(o) =0 for v, small, as a consequence of the support
properties of the integrand in (4.43). We get, if |o| Q <&, with logé~' <&

ob
(o) < C [log I14prliv,|, {%

& (461)
o]

It is now sufficient to define

4 1-0
ry(g) =2nv, [ P d;(a, L) +E— a(o)— b(a)] (4.62)

i=
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and observe that |4pplly, <4m|p—1/2|, to complete the proof of
Lemma 2.13.

5. BOUNDS ON THE DENSITY PERTURBATIVE EXPANSION

5.1. In this section we give some bounds about the perturbative
expansion (3.34) of the function j,(o, @), introduced in (2.1), and we prove
Lemmata 2.2, 2.8, 2.9 and 2.16.

Given @ e %, let us define

R(®) (o) =p¥o, P(a)), [n|>0, ¢>0 (5.1)

Moreover, if # is the space of the C'-functions of ¢ e J with values in R,
and r(c)e ¢, we shall define, in agreement with (2.9),

2
(o)

a
oo

Irl, = sup { 101~ Ir(o)] + ] (52)

aelJ

5.2. Lemma. If ®e % and |o| <v3, then, for any n#0 and ¢ >0,

IR(®)1l

1\/C\? 3g\V 2
< Do, <1 +loga><g> q* <ﬁ> {1+ (1-4,,)log %‘OJ (lo] Q)Le21)
(5.3)

where C and D are suitable constants.

5.3. Proof of Lemma 5.2. In order to bound jp¢(g, @) we shall
use the expansion in (3.34). Let 3€ 7, , be one of the graphs contributing
to pi(o, @) and v one of its vertices. If |n,| # 1, one has (see Section 3 for
notations)

, , 2n
ks, — kb llv, =128, p + (0} —w} ) ply, = ) (5.4)

so that

max{ Ik}, | v,, Ik, Iv,} >

Qla
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Then there is a constant C, such that, Vve 9, |n,| #1, if |o]| <1,

C,
lgl g( l\ 4 |Q| (56)

e . C
min{12, 12,1} <22 (57

0

by (5.5), (3.27) and (3.26), since vy < 1.

Note that (5.6) and (5.7) still hold for |n, =1, as, in such a case,
h, =h,,=0 is not allowed (see Section 3.7) and the support properties
1mply that both propagators are bounded by C/v3.

Note also that, thanks to (3.31),

|n]

In|<g+1+Y |n,|<3Y In,)=30* |n,.| = (5.8)

Let us now suppose that ¢ =24, with ¢ > 1. It is easy to see that, in
this case, it is possible to couple 24 among the 24 + 1 propagators appear-
ing in the expression of Val(9), see (3.33), in ¢ pairs {§,, §,,} with v#v*;
let g,0, /Y =¢ ., the propagator left alone after this couplmg operation.
We select in an arbitrary way one of the § couples and we use the bound
(5.7) for one of the propagators belonging to it; let g,» the other
propagator of the selected couple. The propagators of all the other couples
will be bounded by (5.6). We get

I|q+l

[Val($)] <(C, Q)7

(T110n) 25 T tzmgel (59)

e@Lﬂ

Let us now suppose that |o| <v3; then we can use the bounds
(4.4)-(4.9), valid also for finite f, to prove that, for any choice of g,m
and g,

D 1 2
—1— Z 8,08 0] <—2<1 +log —><1 +log ﬁ-) (5.10)
b Yo lo|

L/)’ ke, , 0

Hence, if ® e &, by using (2.10), (5.8) and (5.10), we get

1 _ ~
T |Val(9) <22 (+1og >D‘{qC%|o|(1alQ)‘1

9eT, 2
(1 +1og| |><|3"l> (5.11)
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where D{q takes into account the fact that there are 5 possible choices for
the w}, w?, h, labels for each line, and ¢ possible choice for the vertex v*;
then the bound (5.3) is proved for even g¢.

The case g =24+ 1, with §=1, can be treated in a similar way. We
note that it is always possible to couple 2§ among the 27+ 2 propagators
appearing in the expression of Val($) in g pairs {g,, &, } with v#v*; let
g,n and §,o be the propagators left alone after this coupling operation.
Then we use (5.6) for all the couples and the bound (5.10) for the two
remaining propagators. We get a bound similar to (5.9), with |g| 7 in
place of |o| 77+, but the final bound is the same as before.

. We still have to consider the case g =1. We could of course get again
the previous bound with §=0, but there is now an improvement, which
will play an important role. The improvement follows from the observation
that, if ¢ =1, the graphs contributing to 5. have only one vertex with
Fourier index n, #n, so that at least one of the two propagators must have
different indices. By using the bound (4.9), this implies that the bound
(5.10) can be improved by erasing the factor [ 1+ log(v3/|a])].

In order to complete the proof of (5.3), we have to bound also
0p4(o, ®{0))/0a. We can proceed as before, by noticing that dVal(68)/dc can
be written as the sum of 2¢ + | terms, each term differing from Val(#) only
because there is the derivative acting on a single propagator or a single
vertex function. If the derivative acts on one of the coupled propagators,
one can use the bounds (5.6) and (5.7) modified so that the r.h.s. is multi-
plied by || ~!; if the derivative acts on a vertex function, since @ € 4, one
can use the bound |09®,(0)/da| < |n| ~%; if the derivative acts on one of the
propagators left alone after the coupling operation, one can use the bound,
following from (4.11) = (4.13), if |o| < v,

| og,m D,
— o <—— 5.12
LB EZQH do & vy |o| ( )
We get, for any ¢ >0,
OR(D)P aval(9)
’ oo (@< % oo
Se 7,

n 27

D ~ _/3g\V
<(2q+1) 55 D1gCllo] Q)1 (ﬁ) (5.13)
4]

with ¢ =[g/2]. This complete the proof of (5.3).
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5.4. Proof of Lemma 2.2. The bound (5.3) immediately implies
that 5%(o, @) is summable over ¢, for oQ/vg small enough, uniformly in i,
p and f. On the other end, it is easy to see that the bound is valid also if
we substitute in the expression (3.33) of Val(8) the sum over &k, with the
integral on the real axis and that limg_, Z;L[ pio, @) is obtained from
2oL Pila, @) by doing this substitution. The claim of the Lemma about
the continuous dependence on A of (¢, ) is an easy consequence of this
remark and (3.32).

In a similar way, one¢ can see that lim,_, . p(¢, u) is obtained by sub-
stituting in the expression of Val($) the sum over k&' with an integral over
the interval [ —#, =] and that this limit is also continuous in 4 near 0.

The other claims of the Lemma about the density and the gap of h can
be proved as in ref. 11, Section 4.5 and Section 4.6. In ref. 11 a more com-
plicated expansion was used (involving a further decomposition of the field
@), but the proof of these two points can be even more simply reached
by using the expansion of this paper and bounds of the graphs similar to
(5.11). We shall not give here the details, but we only remark that the main
point in the proof is the remark that the propagators (3.23) are analytic in
ko in the strip {Im ky| < |o|/2.

5.5. Proof of Lemma 2.8. By the remark in Section 5.4, limg_, ,
can be exchanged with the sum over ¢ in (3.32) and (3.34). In the following,
for simplicity, we shall use the notation ji(o, @) to identify lim, _, ., p¥(o, ®@).

Let us suppose that @, @' € # and ¢ = 2; then, by (3.32)

pUo, @) —pla. ®)= Y Val(9) (5.14)

SeF, (P, )

where 7, (@, @) is a set of labeled graphs whose definition differs from
the definition of 7, , see Section 3.7, only because there is a new label
a, €40, 1,2} for each vertex; moreover

1

@© dk q+1
val9)= -7 ¥ j 2—2(1’[@,,)(]1}“::) (5.15)

keapy " —® i=1 ved
g if O(U=0,
Fo={®, if a,=1, (5.16)

&, —@, il «,=2

and there is the constraint that at least one vertex has label a, =2.
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By proceeding as in the proof of Lemma 5.2 and using the definitions
(2.9) and (5.1), we get, if ¢ =2,

IR(®)? — R(®)V| &
2

q
<D, <1 Tlog i)(%) 1o~ |, q2<3q>N< 4 1og”—°> (o] Q)92
Vo /\Ug la| (5.17)

Hence, if Qug* [o| [1+1og(vy/lo])] <1 and |o| Quy* < 1/(2C?), we have

f iIR(qS’)(“)—R(@)“”Hy\%(1+1ogi> 3NN @' — Dl (5.18)

g=2 0 Yo

with a suitable constant C,.

In order to complete the proof of the lemma, we have to estimate
|R(®"YV — R(®) | &. The bound (5.17), with g =1, is still valid, but it is
not sufficient; however there is the improvement with respect to (5.17) due
to the fact that, if 9 is a graph contributing to jl(a, ®')— pl(a, @), the
only vertex belonging to § has a Fourier index n, #n. As in the proof of
Lemma 5.2, this remark allows to eliminate the factor [1 + log(v?/|o])] in
the bound (5.17) for any value of n. The previous remark implies that

IR(@")V — R(®)V| & <£ <1 + log L) 19"~ Pl & (5.19)
v vy

This bound and (5.18) immediately imply Lemma 2.8.

5.6. Proof of Lemma 2.9. The graph expansion of j¥(a, 0) has
the property that, given a graph ¢ 7, , with Val(3) # 0, each vertex of $
has Fourier index n,= £ 1. This implies that, for any v €  (see Section 3.7),
h,=h,,=0 is not allowed, so that the number of non diagonal
propagators is less or equal of §+ 1, if §=[¢/2]. Hence (3.31) implies that

In|<g+qg+]1 (5.20)

We can bound Val(3) #0 as in Section 5.3, choosing in an arbitrary way
the vertex v* (since we do not need now to extract the factor |n| ~"), and
we get

D i _ _ 2
Y IVall®)l <y (1 +log v—) 59+1C7 || (o] Q)7 <1 +log ”—°>
0 0

96.7',“’ |0'|

(5.21)
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It is easy to see that, if g=2, g>|n|/5; hence, if Quvy>|o|"?[1+
log(vZ/|a])] is small enough,

W (q) C | | |n|/10
2 <a 1+log e o7 (5.22)

Vo

In order to complete the proof of Lemma 2.9, we have to improve the
bound (5.21) in the case g = 1. Note that jl(a, 0) is different from 0 only
if |n| =2 (only one propagator may have frequency label A=0) and it is
given, if n =2 (the case n = —2 is similar), by

1 *® dk ~ ’ [ ' ~ ’
or T 7 SRLERM) EOK +4pe) + 30,k EY + 2]
Kei (5.23)
Hence, by using (4.7) and (4.12), we get
C 2/10
1RO, <o (1 +lo {”"(>< ("") (5.24)
0

This bound and the bound (5.22) imply (2.15).

5.7. Proof of Lemma 2.14. By Lemma 5.2, if Qv ?|a|"?[1+
log(v3/|o|)] is small enough, which is certainly true if condition (2.16) is
satisfied, with & small enough, we have

CNN' | | 172
é <o > <1+1 vo><ug> (5.25)

Moreover, since the graphs contributing to pi(o, @) have only one vertex
with index n,= +2, 13, at least one of its two propagators has frequency
index #=0 and different w-indices. It follows, by (4.7), (4.9) and
Lemma 2.10, that

C AZN
15k, @) < S (104 )|+|¢3(a)n<v—|at<—> (5.26)
0

Do Vo

Hence, if |o|'"*CVN! (1 +log vy ') <vy/?, which is certainly true if condi-
tion (2.16) 1is satisfied, with ¢ small enough, and r,(o) is defined as in

(2.27), we get
1/4 12 N
151(0)] SC%K%‘) +<£> } (5.27)

which implies the bound in the first line of (2.28).
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Let us now consider the derivative of r)(¢). By Lemma 5.2, if
lo|V2 [1 +log(v/|a|)] Qvy? is small enough, we have

NATt 172
> Mg LY sy

q=2 0 Do Vo

pi(a, B(a))
o

Moreover, by Lemma 2.10 and the remark preceding (5.26),

’5/71(0, ?(9))

C C /A"
g v 14

0 Vo \Vo

It follows that, if |g|"* CYNI(1 +log vy ') < vi?, which is certainly true if
condition (2.16) is satisfied, with ¢ small enough,

, 1/4 2
aﬁ(a)\ <o IR(®), | 5 < ¢ [('“I> +<’1—>N} (5.30)

30 o] lol [\ 02 2

which immediately implies the bound in the second line of (2.28).

5.8. Proof of Lemma 2.17. The Hessian matrix A7, defined in
(1.16), is a real matrix; hence, we have to show that

[(@=1y21 -
x M, x, >0 (5.31)
nm=—[0/2)

for any {x,}[¢~!)%1 e R?~> This will be done by writing

[e=1n/21

xn nmxm
nom=—{Q/2]
[@-1y/2} . o . [e-n,2] - -
n=—[0/2] m=—[0/2]

m¥#n

and showing that the right hand side of the above equation is strictly
positive.

Let us find first a lower bound for M,,. If [n| # 1, by (1.16), (1.12) and
(2.1) we have

. 05
M, =1+ i%,(0) —,12% (5.33)

where 1 + A%c,(0) > 1/2, see Section 2.11, and 95,/0®, obeys to the same
bound of 8p,/0a, see Section 5.3, up to the factor |n| ~: simply note that
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the derivatives can act only on the vertex functions (and not on the
propagators), and |0®, /0| < |n| =" has to be replaced with |0, /00, | < 1.
Then, analogously to (5.13), we obtain, for any ¢ >0,

0pe
2 7 Fn
G

< A% Do, (v%)qqzﬁq)”(lal Q)te?] (5.34)

n 0

so that, if |o| Qug* is small enough, we have

A? % < Ci%v; 13NN (5.35)
It follows that
M,,>3  Inl#1 (5.36)
for A satisfying (1.17), with ¢ small enough and K = 3.
In the case n=1 (the case n= —1 is discussed in the same way) we
have

M—/{% (5.37)

A~

My =1+242 A
11 +l C1(0)+ a 6@1 8p1

Note that our definitions of c¢,(¢) and §,(o, @) do not distinguish the
dependence on ¢, and ¢ _,, which are equal in the fixed points we are
studying (see discussion in Section 1.4). However, in the definition of A7,
¢; and @ _, have to be treated as independent variables. By taking into
account this remark and by using Lemmata 2.13 and 2.14, with & and
|| vy 2 small enough, we get

ocy(a) 1 6c1(a)>LA_2

___ 12
Ao 0@, _2/10 do ~ 6m v,
2~ 2 1/4 2\ N
1+ 22 (0)] = |22 <ﬁ[<@> +<'{—> ] (5.38)
ag Uy L2 2
" ~ 2 1/4 2\ N
el <) 2
09, do Vo vy Vo
so that
. A2
IM,mI>L—, n=+1 (5.39)
87 v,
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under the hypotheses of Theorem 1.6. The non diagonal terms (n # m) are
of the form

aCm(a-) 5n,1 +5n, —1 /{apm
da 2 0P,

M,,= 1?0, (5.40)

By using (2.7) and (2.17), the first term in the r.h.s. of (5.40), where m#n
implies |m| > 1, can be bounded as
/12 N+1
£C <—> (5.41)

acm(o') 5n, 1 + 5n, —1
do 2 Vo

P20,

Moreover, by proceeding again as in Section 5.3, we obtain

op¢ c\
14 2] < 32w (5 ) 300" (19 @119 (542)
n V]
so that
[(g—-1)/2] © ~q 2
5 12925 < cpz3np 101 (5.43)
ne—[ORYinem g=2| OPn Yo

The contributions with ¢ =1 need an improved bound. Let us first
suppose that || > 1; in this case the derivative can act only on the vertex
function of the graphs contributing to 5%, Then, if the derivative is different
from 0, the vertex function is equal to @, and, since m —n 0, at least one
of the two propagators must have different w indices; this follows from
(4.3), which also implies that the integer which multiplies p in the value
(4.1) of the graph is different from 0. Hence, by using (4.7), (4.10) and the
fact that |n —m| <2, we get

[(@—1)/2] aﬁl |0-| 1)2
22 Iml < cp? <1 | —°—> 5.44
oa, 7\ Tlee (5:44)

n=—[Q02)n#m

The case ¢g=1 and |n| =1 can be treated in a similar way; the main dif-
ference is that the derivative can act also on the propagators of the graphs
contributing to j}, but it is still true that the integer which multiplies p
in the value (4.1) of each graph is different from 0, an essential point in the
previous bound, since it allowed to use the improved bound (4.10) in place
of (4.9). By using again (4.7) and (4.10), as well as the improved bounds
(with respect to (4.13)) (4.14) and (4.15), we get again the bound (5.44).

The r.h.s. of (5.41), (5.43) and (5.44) can be made arbitrarily small
with respect to A%/vy, by suitably choosing the constants in (1.17); hence
Lemma 2.17 is proved.
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