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Wepresent a computational studyon the spectroscopic properties ofUV-

Vis absorbing dyes in water solution. We model the solvation environ-

ment by using both continuum and discrete models, with and without po-

larization, in order to establish how the physical and chemical properties

of the solute-solvent interaction may affect the spectroscopic response

of aqueous systems. Seven different compoundswere chosen, represent-

ing different classes of organicmolecules. The classical atomistic descrip-

tionof the solventmoleculeswasenrichedwithpolarizationeffects treated

by means of the Fluctuating Charges (FQ) model, propagated to the first-

order response function of the quantum-mechanical (QM) solute to in-

clude its effects withing the modeling of the electronic excitations of the

systems. Results obtained with the QM/FQ model were compared with

those from continuum solvation models as well as non-polarizable atom-

istic models, and then confronted with the experimental values in order

to determine the accuracy that can be expectedwith each level of theory.

Moreover, a thorough structural analysis using Molecular Dynamics sim-

ulations is provided for each system.
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1 | INTRODUCTION

One-photon absorption spectroscopywithin the UV-Visible range is often themost direct and inexpensive analytical

tool that can be used to study the electronic properties of a system. Most commonly, suchmeasurements are carried

out on solvated samples, with water being a ubiquitous choice.

With the gradual increase in the complexity of the systems under investigation, the correct interpretation of

experimental data is increasingly reliant upon their calculated ab-initio counterparts. Many theoretical models based on

quantummechanics (QM), accompanied by their computational implementations, have been presented over the years

offering different levels of compromise between the computational cost and the accuracy of the results [1, 2, 3]. At

present, methods based on density functional theory (DFT) and its time-dependent counterpart (TD-DFT) have become

themost popular choice for the simulation of absorption spectra of medium-large organic molecular systems thanks to

their versatility stemming from the freedom of choice of density functional and basis set, as well as the favorable scaling

with system size which allows their application to increasingly large systems [4, 5, 6, 1].

Many benchmarks studies have been presented elaborating upon the merits and limitations of TD-DFT for the

simulation of UV-Vis spectroscopy, as well as on themost appropriate choice of functional and basis set combination

for different types of system [7, 6, 8, 9, 10, 11, 12, 13, 14, 15, 16]. And thoughmany computational studies are carried

out on isolated systems, solvent effects should not be neglected for the presence of the solvation environment can

significantly alter the electronic absorption properties of a system, both qualitatively and quantitatively [17, 18, 19,

20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32]. For this reason, theoretical models have been developed to tackle this

problem and then combinedwith DFT and TD-DFT to include solvent effects within the theoretical model.

The standard protocol for such cases requires the usage of Polarizable Continuum Model (PCM) to describe

solvation [33, 34, 29, 28]. This approach falls into the category of implicit solvent models where the environment

is represented in a continuous way, while the solute molecule sits within a cavity and the surrounding continuum

possesses dielectric properties thatmimic the given solvent. Implicit methods prove to simulate correctly the properties

of non-aqueous solutions lacking specific interactions between the solute and solvent molecules. Meanwhile, in water

as well as in numerous othermedia the directional interactions, such as hydrogen bonds (HB), can play a crucial role.

Hydrogen bonding can be introduced within continuummodels by including explicit solvent molecules treated quantum

mechanically in the system. This quantum treatment assures that both the directional nature of hydrogen and its

covalent contribution are treated, however this still relies upon a static description of the system, whereas in reality

the solvent moves about around the solute and a physically correct picture should not neglect the fact that the system

is but an ensemble of many different configurations that may have varying spectroscopic properties. In fact, even

though the positions of the explicit solvent molecules may be optimized to obtain aminimum-energy-structure, many

such structures may be obtained in principle because of the high flexibility of the supramolecular system, but none of

them taken singularly may be representative of the whole. In pure PCM, the converged quantummechanical density is

considered an implicit average over the configurational space of the solvent, as the latter is viewed as smeared out, which

justifies the continuum picture. A super-molecule approach which re-introduces some solvent molecules as explicit

static entities therefore helps to include some crucial interaction into the picture [32] but carries its own problems.

In order to overcome the limitations of implicit solvent models, explicit solvationmodels have been developed in

the past years. The widest used explicit approach is based on theQuantumMechanics/MolecularMechanics (QM/MM)

multi-scale scheme. The system is divided into the portion directly responsible for a given property (e.g. a chromophore

interacting with light) that is described at the QM level and the surrounding molecules described at the MM (clas-

sical) level through ad-hoc constructed Force Field (FF). In the most commonly used QM/MM approaches, only the

electrostatic interaction between the two portion is considered. In particular, each atom is endowed with a fixed
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pre-parametrized charges, giving rise to the so called non-polarizable QM/MMmodels. Hovewer, to recover a better

andmore physical description of the electrostatic interaction between theQMandMMportions, several polarizable

QM/MMmodels, in which theMMatoms can be polarized by theQMdensity, have been developed. Suchmodels can be

based on distributedmultipoles [35, 36, 37, 38], induced dipoles [39, 40, 41, 42], Drude oscillators [43] or Fluctuating

Charges (FQ) [44].

The FQmodel was firstly developed into a 3-layer fully polarizable approachwith non-periodic boundary conditions

(QM/FQ/PCM). Themethod has subsequently been extended to allow calculations of numerousmolecular properties

by including features like analytical first and second derivatives [45], response equations [46], magnetic perturbations

with Gauge Including Atomic Orbitals (GIAOs) [47], excitation energies (at the TD-DFT and equation-of-motion coupled

cluster model with single and double substitutions levels of theory) [48, 49], Vibrational Optical Activity [50, 51],

excitation energy gradients [52].

In the present work several approaches to include solvation effects, varying from the implicit QM/PCM toQM/MM

approaches both including or not mutual polarization are challenged to reproduce the absorption spectra of a series of

organic dyes by resorting to TD-DFT. The results are comparedwith experimental data in order to assess the accuracy

of the different employed approaches.

The article is organized as follows: in the next section we briefly recall the fundamentals of theQM/FQmodel, by

also focusing on its extension to calculate TD-DFT/FQ excitation energies. After a section dedicated to the details of the

computations, the results for selected organic dyes in aqueous solution, previously studied with different approaches

[18, 53], are discussed. In particular, the discussion focuses onMolecularDynamics (MD) andTD-DFT results. Eventually,

we come to conclusions and considerations for further perspectives.

2 | THEORETICAL MODEL

The FQmodel provides a computationally efficient and chemically consistent way of introducing polarization effects

within both classical dynamics simulations andQM/MMcalculations [54, 44]. In the FQmodel, each atom is endowed

with a charge that is allowed to fluctuate. Such fluctuation is ruled by the difference in atomic electronegativities. Thus,

two set of parameters are needed to describe the FQ energy, namely atomic hardnesses and electronegativities. It is

worth noticing that such terms can be rigorously defined in the "conceptual DFT" framework [55, 56]. Through them,

the atomic charges can be calculated by solving a linear system [57, 58, 59]. More in detail, the value of the fluctuating

charge on eachMMatom is related to the electronegativity [57, 58, 59] according to the Electronegativity Equalization

Principle (EEP)[55, 60], which states that, at equilibrium, the instantaneous electronegativity χ of each atom has the

same value [60, 55]. The FQs (q) can be defined as thoseminimizing the following functional [61]:

F (q, λ) =
�
α ,i

qα iχα i +
1

2

�
α ,i

�
β ,j

qα i Jα i ,β j qβ j +
�
α

λα (
�
i

qα i − Qα )

=q†χ +
1

2
q†Jq + λ†q (1)

where q is a vector containing the FQs, the Greek indices α run overmolecules and the Latin ones i over the atoms of

eachmolecule. λ is a set of Lagrangianmultipliers used to impose charge conservation constraints on eachmolecule. In

this work, the charge interaction kernel J is theOhno kernel [62]. Atomic units are used throughout themanuscript. The
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stationarity conditions of the functional in eq.1 are defined through the following equation [61]:

Dqλ = −CQ (2)

whereCQ collects atomic electronegativities and total charge constraints, whereas charges and Lagrangianmultipliers

are collected in qλ, andD includes the Jmatrix and the Lagrangian blocks.

The FQ force field (FF) can be effectively coupled toQMmethods. The resulting QM/FQ approach [44] has been

shown to be especially suited to the modeling of response and spectral properties because, as it is shown below, its

energy expression can be easily differentiated up to high orders. The QM/FQ describes also polarization effects:

in this contest, the charges equilibrate to both the electrostatic potential generated by the QM moiety and their

electronegativies, while the QM core feels the presence of the FQs through specific additional terms in the QM

Hamiltonian, in a mutual polarization fashion.

The QM/FQmodel system is usually partitioned in a QM core region placed at the center of a spherical region

defining the environment (see Figure 1), which is described classically by exploiting the FQ FF. The size of this region is

chosen to guarantee the convergence of the desired property/spectrum. Notice that the position of QM andMMatoms

is obtained by a previous performed classical Molecular Dynamics (MD) allowing the exploration of the configuration

space. This gives rise to a dynamic approach to the solvation phenomenon, which is instead neglected in purely

continuum approaches.

F IGURE 1 Representation of theQM/FQ scheme. TheQMportion is in blue.

The coupling between theQMand theMMportions is defined as the classical electrostatic interaction [46]:

EQM/FQ =

Nq�
i=1

VQM[ρ](ri )qi (3)

whereVQM[ρ](ri ) is the electrostatic potential due to theQMdensity of charge at the i-th FQ qi placed at ri . Notice that

non-electrostatic interaction terms, which have been recently proposed by some of us [63], will not be considered in this

work. By exploiting a Self Consistent Field (SCF) description of theQMmoiety, the global QM/MMenergy functional
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reads[64, 46, 45]:

E[P, q,λ] = trhP +
1

2
trPG(P) + q†χ +

1

2
q†Jq + λ†q + q†V(P) (4)

where h andG are the one and two electron contributions to the energy and Fock operator, respectively, and P is the

density matrix. Finally, the FQs are obtained by solving the following equation

Dqλ = −CQ − V(P) (5)

which includes the coupling termV(P) between theQMandMMmoieties.

In case of the calculation of response/spectroscopic properties, such terms propagate to the solute’s response

equations, so that polarization effects are fully considered also in the computedfinal spectral data [46, 45, 47, 50, 51, 65].

2.1 | Linear Response Theory in QM/FQ

In order to calculate excitation UV-VIS spectra, we briefly recall how linear response equations have to be changed to

account for the presence of the FQ portion. For a more detailed discussion on this topic, we refer the reader to ref. [46].

The followingmatrices, depending on the FQ charges, are defined:

Ãai ,bj = (εa − εi )δabδi j + �aj | |i b � −
Nq�
k l

V †
i a
D−1Vj b (6)

B̃ai ,bj = �ab | |i j � −
Nq�
k l

V †
i a
D−1Vbj (7)

where i , j are occupied orbitals whereas a, b are virtual orbitals. ε are orbital energies. The sum runs over the

molecules in the classical portion andV is the electrostatic potential. D is the FQmatrix introduced in the previous

section (see Eq. 5). Then, excitation energies and transition amplitudes are obtained by solving the so-called Casida’s

equations for theQM/FQ linear response theory [46]:

�
Ã B̃

Ã∗ B̃∗

� �
X

Y

�
= ω

�
1 0

0 −1

� �
X

Y

�
(8)

3 | COMPUTATIONAL DETAILS

For this work we have selected sevenmolecules, depicted in Figure 2. These systems are all organic molecules for which

experimental measurements of their UV-Vis absorption properties in aqueous solution exist. Furthermore, several

of these system are capable of forming intermolecular hydrogen bonds, and their absorption spectra exhibit bright

excitations with varying degree of charge-transfer character, and can therefore be affected by the presence of the

highly polar solvation environment to a different extent. All QM calculations were performed using the Gaussian16

program [66], and employed CAM-B3LYP density functional [67] and 6-311++G(d,p) basis set. Continuum solvation

effects were included using the polarizable continuummodel (PCM). The ground-state geometry for eachmolecule
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was optimized at the QM/PCM taking into account the possible presence of multiple conformers, then the first five

excited states for eachwere converged at the TD-DFT/PCM level. Non-equilibrium solvation effects [29, 33, 68, 69]

weremodeled by resorting to the Linear Response (LR) formalism. In order to estimate the effect of the covalent and

directional components of hydrogen bond, both the geometry optimizations and spectra calculations were repeated

after saturating every hydrogen bonding site with a water molecule (QM/QMw /PCM results). TheQM/MMcalculations

of excitation energies and intensities were performed by resorting to the following computational steps:

1. Definition of the systems and calculation of atomic charges. The solute molecules were surrounded by a number of

water molecules large enough to represent all the solute-solvent interactions. The atomic charges of the solute

were computed by using the ChargeModel 5 (CM5) [70].

2. Classical MD simulations in aqueous solution. The MD simulations were performed in a cubic box reproduced

periodically in every direction, satisfying the Periodic Boundary Conditions (PBC). Aminimization step ensures that

the several simulations were started from aminimum of the classical PES. From theMD runs, a set of snapshots was

extracted to be used in theQM/MMandQM/FQ calculations.

3. Definition of the different regions of the two-layer scheme and their boundaries. Each snapshot extracted from theMD

runswas cut into a sphere centered on the solute. The radius of the spherewas chosen in order to include all specific

water-solute interactions.

4. QM/MM or QM/FQ calculations and comparison with experimental data. QM/MM or QM/FQ excitation energies

calculations were performed on the set of structures obtained for the sevenmolecules in the previous step of the

protocol. The results obtained for each spherical snapshot were extracted and averaged to produce the final value.

F IGURE 2 Representation of the studiedmolecules: I (bodipy); II (7-methoxycoumarin); III (bimane); IV
(5-aminophtalimide) ;V (pyridinium dye);VI (5-methylcytidine);VII (doxorubucin).

The systems studied in this manuscript are depicted in Figure 2 and their simplified name are reported in Table 1.

Notice that IUPAC names are reported in Table S1, given as Supporting Information (SI).

In step 1, the systems were optimized and CM5 charges were calculated at the B3LYP/6-31+G* level of theory

including solvent effects by means of the PCM [34, 33]. For sake of completeness, the vertical energies were also
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computed using the PCMmodel at the CAM-B3LYP/6-311++G** level of theory. Depending on the case of study, explicit

solvent molecules were included (QM/QMw /PCM).

TheMD simulations were performed by using GROMACS[71], with the GROMOS [72], GAFF [73] and Amber11

[74] force fields to describe intra-/inter-molecular interactions. The force field used depend on the considered solute

I-VII and are summarized in Table 1. CM5 charges were used to account for electrostatic interactions. The TIP3P-FB

FFwas used to describe the water molecules [75]. A single molecule was dissolved in a cubic box containing at least

3000water molecules. The number of water molecules varies depending on the dimension of the consideredmolecules

I-VII (see Table 1 for the exact number for each structure). For moleculeV, a chloride ion has been included in the box

to neutralize the system. Themolecular systemswere initially brought to 0 Kwith the steepest descent minimization

procedure and then heated to 298.15K in anNVT ensemble using the velocity-rescaling [76]methodwith an integration

time step of 0.2 fs and a coupling constant of 0.1 ps for 200 ps. The time step and temperature coupling constant were

then increased to 2.0 fs and 0.2 ps, respectively, and anNPT simulation (using the Parrinello-Rahman barostat and a

coupling constant of 1.0 ps) for 1 ns was performed to obtain a uniform distribution of molecules in the box. 100 ns

production runs in the NVT ensemble were then carried out, fixing the fastest internal degrees of freedom bymeans of

the LINCS algorithm (δt=2.0 fs) [77]. Electrostatic interactions are treated by using particle-mesh Ewald (PME) [78]

method with a grid spacing of 1.2 Å and a spline interpolation of order 4. The cross interactions for Lennard-Jones

terms are calculated using the Lorentz-Berthelot [79, 80]mixing rules andwe have excluded intramolecular interactions

between atom pairs separated up to three bonds. A snapshot every 500 ps was extracted in order to obtain a total of

200 uncorrelated snapshots for each system. For each snapshot a solute-centered sphere with radius of at least 17

Å of explicit waters was cut. The radii used for each molecule I-VII are summarized in Table 1. Notice however that

for moleculeV, the chloride ion was not present in any of the extracted spherical snapshots. For each snapshot, the

excitation energies were then calculated with two QM/MMmodels, treating the QM portion at the CAM-B3LYP/6-

311++G** level. Thewatermolecules weremodeled bymeans of the non-polarizable TIP3P FF [81], and the FQ SPC

parametrization proposed byRick et al. [57]. Further calculationswere performed by adding the closestwatermolecules

in the QMportion, in a QM/QMw /FQ framework. The water molecules to be included in the QM/QMw /FQ calculations

were chosen case by case by looking to the maximum/a in the Radial Distribution Function (RDF or g (r )) calculated
from theMDs. The average number of water molecules included in the QM portion are reported in Table 1. All the

QM(/QMw )/MM(FQ) calculations were performed by using a locally modified version of Gaussian 16 package [66].

TABLE 1 Assigned number and simplified names for the studiedmolecules. Number of water molecules (NH2O ) and
Force Field used for molecules I-VII forMD simulations. The sphere radius for theQM/MMcalculations and the
average number of water molecules included in QM/QMw /FQ calculations (NQMw

) are also reported.

Chromophore SimplifiedName NH2O FF Sphere radius (Å) NQMw

I bodipy 3000 GROMOS 17 2

II 7-methoxycoumarin 3000 GAFF 17 2

III bimane 3000 GAFF 17 3

IV 5-aminophtalimide 3000 GAFF 17 6

V pyridinium dye 5000 GAFF 20 2

VI 5-methylcytidine 3500 Amber11 17 6

VII doxorubicin 5000 GAFF 20 10
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4 | RESULTS

In the first part of this section, the results from the MD simulations are presented. In particular, we focus on the

sampling of the conformational space of eachmolecule observed in the dynamics, as well as the emergence of hydrogen

bonding patterns. Following the analysis of the results of the classical dynamics, the excitation energy and absorption

spectra obtained with the QM/PCM, QM/QMw /PCM, non-polarizable QM/MM, polarizable QM/FQ andQM/QMw /FQ

methods are presented. An analysis of how the different levels of theory employed in themodeling of the solute-solvent

interaction can affect the predicted spectroscopic signature is provided for each system.

4.1 | MDAnalysis

TheMD trajectories of molecules I-VIIwere analyzed to provide information about how the solvation environment

affects the conformational space explored by the systems and about the intermolecular interaction throughHydrogen

Bond (HB) with water molecules. This analysis was performed by using TRAVIS package [82].

4.1.1 | Conformational analysis based onMD simulations

Among the seven consideredmolecules, onlyVI andVII are flexible and present differentminima in the potential energy

landscape that can be optimized using QM techniques. In Figure 3 the molecular structures of these molecules are

reported highlighting the dihedral angles that define the different conformations.

(a) VI.D0 (purple). (b) VII.D1 (purple) and D2 (cyan) (c) VII.D3 (green)

F IGURE 3 (a)VI (5-methylcytidine, syn conformer),(b) and (c)VII (doxorubicin) structures. The dihedral angles
studied in the conformation analysis are colored. Relevant atoms are also labeled.

In moleculeVI, the flexibility is due to the rotation around the D0 dihedral angle (see Figure 3(a)), which defines

the relative orientation of the sugar and the pyrimidine ring. Twomain conformers can be present, namely syn and anti

(see section S2 in the Supporting Information). Notice that in Figure 3(a), only the syn conformer is depicted. Figure 4

reports the time evolution of the D0 dihedral angle highlighted in Figure 3(a) as the classical dynamics unfolds, together

with its resulting distribution. The syn conformer (D0 ≈ -70 degrees) results to be by far themost abundant, however

the anti conformer (D0 ≈ 130 degrees) is also present, albeit with amuch lower and less sharp population.

The plot in figure 4 also points out to one of the problems that may be encountered when resorting to a continuum

solvationmodel, as a QM/PCM geometry optimization yields one structure whichmay not be representative of the
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whole conformational space spanned by the solute around the relativeminimumwhich is, in this case, quite wide.

F IGURE 4 Time development and dihedral distribution of the dihedral angle D0 of moleculeVI.

ConcerningmoleculeVII, themain free rotation is given by the amino-sugar moiety with respect to the rest of the

molecule. Three different dihedrals can be identified, namely D1, D2, D3 (see Figures 3(b) and 3(c)). The distributions

of such dihedrals during the MD are depicted in Figure 5. The D1 maximum value is placed at about -135 degree

indicating that no intramolecular interaction betweenO3 and the hydrogen bounded toO1 can occur. In figure 5, theD2

distribution shows a three peaks profile (81, 110, 157 degrees), whereas two peaks are identified in the D3 profile (-34,

44 degrees). It is worth noticing that D2 andD3 profiles show a correlation. In fact, such dihedrals are responsible of

intramolecular interaction O5· · ·H1, which occurs whenD2 andD3 are at about 44 and 110/157 degrees, respectively,
which is not a highly populated area of the conformational landscape. This is confirmed also by the Radial Distribution

Function (RDF, or g (r )) reported in the inset of Figure 5. It shows that the least intense peak at about 2.5 Å is associated

with the intramolecular interaction just discussed.

F IGURE 5 Population analysis of D1, D2 andD3 depicted in Figure 3(b) for moleculeVII. In the inset, the radial
distribution function betweenO5 andH1 is also reported (see Figure 3(b) for atom labeling).
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F IGURE 6 Radial distribution function between selected sites of all the analyzed chromophores andwater
molecules: (a) I, (b) II, (c) III, (d) IV, (e)V, (f)VI, (g)VII. Sites are highlighted in Figure 2.
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4.1.2 | Hydration Patterns

Molecule I, whose solvation properties were previously investigated, albeit with a lack of polarization effects in the

classical portion [83], is characterized by two fluorine atoms that can be involved in Hydrogen Bonds (HB) with water

hydrogen atoms. In Figure 6(a), the g (r ) between F(I) and H(water) atoms is reported. The first peak at about 1.95-2.00

Å is intense and broad and it clearly represents an HB pattern.

Concerning molecule II, the three chromophore oxygen atoms are potentially responsible for HB interactions

with water molecules. The g (r ) of molecule II is depicted in Figure 6(b). The carbonyl oxygen atom is the only one

that presents values of O(II)· · ·H(water) distances characteristic of hydrogen bond. To further analyze this interac-
tion, the Combined Distribution Function (CDF), i.e. g (r ) as function of the O(II)· · ·H(water) distance and the angle
O(chromophore)· · ·HO(water), was calculated. The plot is depicted in Figure S3 given as SI. This analysis confirms that

the carbonyl oxygen atom is involved in an HBwith the surrounding water molecules.

Molecule III is characterized by two carbonyl oxygen atoms which are potentially bonded to water molecules

through anHB interaction. The g (r ) is plotted in Figure 6(c). TheO(III)-H(Water) rdfs are equal due to themolecular

symmetry and they present a peak at about 1.8 Å which is an indicator of HB interaction. Notice that the integral value

of the g (r ) shows that molecule III interacts on average with twowater molecules at the same time.

Molecule IV presents two carbonyl oxygen atomswhichmay act as HB acceptors as well as an amine and an imide

groupwhich instead can act as HB donors. Molecule IV g (r ) is depicted in Figure 6(d). The HB donor character is the

predominant one and the imide hydrogen atom is themost involved in the HB interaction. This is also confirmed by the

Spatial Distribution Function (SDF) reported in Figure S4, given as SI.

Molecule V is characterized by the presence of two nitrogen atoms (aminic and pyridinic) whose ibridization

character does not allow for the formation of hydrogen bonds with the solvent. The g (r ) presented in Figure 6(e)

confirms this, with distances around 4.5-5.0 Å.

MoleculeVI is characterized by several potential HB sites. The carbonyl and ether oxygen atoms, together with the

iminic atom are potentially HB acceptors, whereas the oxygen and nitrogen atoms which are bound to an hydrogen

atoms are potential HB donors. The g (r ) is depicted in Figure 6(f). Themost intense peak of the several g (r ) is shown
by the carbonyl oxygen atom, whichmeans that moleculeVI behavesmostly as HB acceptor. It is worth noticing that

g (r ) of the hydrogen atoms (H3 andH4 in Figure 3(a)) of the amine group are not equivalent. In fact, at about 3.6 Å, the

g (r )(H4· · ·OH2O ) presents a broad peakwhich is instead absent in case of H3. This result suggests that the rotation

around theC-Nbond is blocked, and also that this bond has a partially double character. This can be chemically explained

through the resonance of the lone electron pair on nitrogenwith the π electrons of the aromatic ring. This conclusion

is also supported by the CDF between the intermolecular distance of the pyridinic nitrogen and thewater hydrogen

atoms and the g (r ) of the amineH4· · ·OH2O (see Figure S5 given as SI). The CDF shows that when awatermolecule

interacts with the pyridinic nitrogen atom the relative distance H4· · ·O(water) is exactly around 3.6 Å explaining the

second broad peak in the g(r)H4· · ·O(water).

MoleculeVII hydration pattern has already been studied extensively in a previous paper by some of the present

authors andwe direct an interested reader to this publication formore details. In this manuscript, themain intermolecu-

lar interactions between the chromophore and thewater molecules are reported (see Figure 6(g) ). Such interactions

involve the oxygen atoms O1, O2 and O3 (see Figure 3(b), for atom labeling) and the hydrogen atoms of water. The

three g (r ) are characterized by a peak placed at about 1.8 Å , and the most intense ones are related to the hydroxyl

oxygenO1 andO3.
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4.2 | Excitation Energies

Wenowmove on to present the results obtained by exploiting the continuum and explicit (with or without polarization

effects) approach to the calculation of the absorption spectra of each of the sevenmolecules. In general, fivemodels of

increasing complexity will be considered: (1) a purely continuumQM/PCMmodel, (2) a QM/QMw /PCMmodel where

explicit solvent molecules are included in the QMpart to saturate hydrogen bond sites, (3) a non-polarizable QM/TIP3P

hybrid quantum-classical model where the solvent is non-polarizable but rather treated using fixed charges, (4) the

polarizable QM/FQmodel to expose the role of solvent polarization in generating the spectroscopic response, and

finally (5) a QM/QMw /FQmodel which treats somewater molecules close to the solute hydrogen bonding site(s) at

the DFT level tomodel any covalent effects that might be of importance. As aforementioned, to calculate theQM/FQ

spectra 200 uncorrelated snapshots were extracted from the MD simulations; such a number is enough to yield a

converged spectrum as already pointed out by some of the present authors [51, 50, 84, 85].

TheQM/FQ convoluted and averaged spectra for molecules I-VII are reported in Figure 7. Therein theQM/PCM,

QM/QMw /PCM, QM/TIP3P, QM/QMw /FQ and experimental data are also plotted. For QM/QMw /PCM (i.e. with some

water molecules explicitly introduced in theQMportion) further details are given in Figure S6 and in Table S2, given as

SI. Notice that for moleculeV andVII no explicit water are included in QM/PCM calculations: for moleculeV this is

due to the fact that no specific interactions are present in aqueous solution, as confirmed by Figure 6. MoleculeVII

presents three distinct conformers and several hydrogen bonding sites. Because of this, converging the geometries for

all structures proved difficult, therefore we omitted this molecule from the analysis, though the inclusion of explicit

QM solvent molecules was still done for the QM/QMw /FQ model, which showed no significant change compared

to the QM/FQ results (vide infra). For all molecules we considered the first bright excitation. Before comparing the

different solvationmodels, the character of each excitation was investigated by looking at themolecular orbitals (MO)

involved in the transition , which are depicted in Figure S7, given as SI. The MOs show that most of the excitations

can be classified as charge-transfer states, however the exact degree to which the electron density is displaced during

the excitations should be evaluated in order to provide more quantitative results. To this end we employ a simple

and intuitive numerical index recently developed [86] which considers the baricenters of the positive and negative

difference density. To analyze the Charge Transfer (CT) nature of the first electronic transition, the extension of the

length of the electron transfer, we used a simple and intuitive index, denoted as DCT , that was recently developed [86].

The barycenters of the positive and negative density distributions are calculated by the difference of the Ground State

(GS) and Excited State (ES) densities. The CT length (DCT ) is defined as the distance between the two barycenters. In

table 3, the DCT for molecule I-VII are reported. Notice that also another quantitative index (Δr ) proposed by Guido et

al. based onMOswas employed in the analysis of the CT nature [87]. The values obtained by exploiting this alternative

index are reported in Table S3, given as SI.

We start the discussion on excitation energies by focusing onmolecule I. The experimental spectrum in Figure 7(a)

is characterized by a band at about 500 nm. To guarantee a direct comparison with the experimental spectrum, for

this molecule all the data have been convoluted with a Gaussian function with a FullWidth HalfMaximum (FWHM) of

0.13 eV. The calculated DCT reported in Table 3 clearly show that the first excitation has no CT character. This is also

confirmed by the MO involved in the transition depicted in Figure S7, given as SI. From Figure 7(a) and Table 2, it is

clear that the several solvationmodels used in this work result in very similar excitation energies which differ from the

experiment of about 20%, except for the non polarizable QM/TIP3Pwhich is the worst method employed. Because the

inclusion of polarization effects into the solvationmodel, while moving the results in right direction does not lead to a

quantitative agreement, and considering the rigidity of themolecular structure, the observed difference between theory

and experiment is most likely due to poor description afforded by chosen DFT functional. In fact, it has been shown that
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bodipy dyes do require higher level QM theorymodels that adequately describe differential electron correlation to

produce accurate results [88, 89]. On the other hand, all the polarizable models predict the same energy, meaning that

polarization effects play indeed a role in capturing solvation effects for this molecule. Also, the inclusion of somewater

molecules in theQMportion, both in the case of QM/PCMandQM/FQ, does not give a relevant improvement in the

comparison with experimental data.

Concerning molecule II, the experimental spectrum depicted in Figure 7(b) presents one main broad band with

a maximum placed at about 325 nm. The calculated DCT reported in Table 3 show that the first excitation has a low

CT character, which is enhanced by the explicit solvation models. This is also confirmed by the MO involved in the

transition depicted in Figure S7, given as SI. The general trend discussed for molecule I is valid also in this case. In fact,

QM/PCM and QM/QMw /PCM give very similar results, with a discrepancy of about 0.5 eV from the experimental

value. TheQM/TIP3Pmodel is again themost inaccurate one, resulting in a shift of 0.05 eVwith respect all the other

methods. Notice however that the inclusion of water molecule in the QMportion in QM/QMw /FQ calculations results

in a shift of the excitation energy towards the experiment. This can be rationalized by considering that the a strong and

directional HB interaction is present in theMD (see previous section). Also in this case, it is worth noticing that the

several methods employed give similar excitation energies, with an error that is almost constant (12% on average). Thus,

such a discrepancy is again probably due to the computational level of theory.

The experimental spectrum of molecule III presents a double peak profile in the region 350-400 nm, which is

probably due to vibronic effects (see Figure 7(c)). The calculated DCT data reported in Table 3 and the associated

MO depicted in Figure S7 in the SI show that the first excitation has no CT character. The most intense is the peak

at about 400 nm. TheQM/PCMapproach predicts an excitation energy which is 0.62 eV blue shiftedwith respect to

the experimental value. The inclusion of three explicit watermolecules redshift the energy of about 0.2 eV, however

resulting in a discrepancy with respect the experiment of about 0.4 eV. The explicit solvationmodels coupledwith the

dynamic approach of theMD results are in fair agreement with the experimental data, also at theQM/TIP3P level of

theory. This is particularly interesting and it can be due to the fact the in this case polarization effects are not crucial in

the description of the excitation energy.

Molecule IV experimental UV-VIS spectrum has amaximum at about 375 nm (see Figure 7(d)). In this case, MO (see

Figure S7, given as SI) andDCT values show for the first transition a CT character, although it is generally small. Similarly

to the previous cases, QM/PCMpredicts an excitation energy lower of about 0.4 eVwith respect the experiment. The

inclusion of explicit water molecules, however, gives an almost perfect agreement with only a 1% error. The errors

obtained by using the explicit solvationmodels are lower with respect theQM/PCMmodel, with an error of 2% in the

case of QM/QMw /FQ approach. Notice that in this case the purely QM/FQmodel gives a discrepancy of about 0.25 eV

with respect the experimental value. Considering that the inclusion of explicit water molecules both in QM/QMw /PCM

andQM/QMW /FQmodels, are crucial in the reproduction of the excitation energies, some non-electrostatic effects can

play a relevant role in this case.

ConcerningmoleculeV, the experimental spectrum is characterized by a broad band placed at about 450 nm (see

Figure 7(e)). As resulting from the DCT calculations (see Table 3 and from theMO involved (see Figure S7 in the SI), the

first transition has a CT character. As pointed out before, in this case no explicit water molecules were included in the

QM/PCM calculations, thus no results for theQM/QMw /PCM are discussed. This was due to the fact that no specific

solute-solvent interactions were identified from the RDF depicted in Figure 6, panel (e). This explains also why the

results obtained by using an implicit or an explicit model are very similar and in general in fair agreement. Notice that

theQM/TIP3P error is the highest, and again this can be explained by the fact that polarization effects in the solvation

model may be crucial in this case.

The experimental excitation spectrum of moleculeVI presents amain band at about 280 nm (see Figure 7(f)). The
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calculated DCT reported in Table 3 clearly show that the first excitation has not a CT character. This is also confirmed by

theMO involved in the transition depicted in Figure S7, given as SI. QM/PCM andQM/QMw /PCMwere calculated by

weighting the spectra of the two conformers by their Boltzmann population (see Section S2 and Figure S6 given as SI).

The excitation energies predicted by exploiting suchmethods differ of an average 14%with respect the experimental

value. In particular, the discrepancy is of 0.6 eV on average. A shifting towards the experiment is recovered by using the

explicit solvationmodels: the QM/FQ gives the best agreement (0.4 eV, 8%), however no great differences between the

three exploitedmodels is reported.

The last molecule (VII)’s experimental spectrum presents a huge vibronic bandwith amaximum at about 500 nm

(see Figure 7(g)). Similarly tomoleculeV, also in this case no explicit water molecules were added to theQM region in

QM/QMw /PCM calculations. Again, also in this case, the first excitation has no CT character (see Table 3 and Figure S7

in the SI). The four solvation approaches give very similar results, with themaximum shifting giving passing through

the QM/PCM to the QM/QMw /FQmodel (0.11 eV). However, as pointed out before for molecule I, the similarity in

the results may be due to the computational level adopted in this work. Probably, vibronic contributions influence the

position and the shape of the absorption band, thus resulting in a shifting and a better agreement with the experiment.

To conclude the discussion on calculated excitation energies, in Table 2 theMean Relative Deviation (MRD), Root

Mean Square Deviation (RMSD) andMaximumAbsolute Deviation (MAD) obtained for all the consideredmodels are

reported. As it was expected the less MRD is shown by the QM/QMw /FQ, however the inclusion of explicit water

molecules is not crucial to reproduce the excitation energy of the variety of studiedmolecules. In fact, QM/FQmodel

results in aMRD of about 10%. RMSD confirms this trend. In fact, QM(/QMw )/PCM reports an RMSD 0.13 eV greater

than theQM/FQmodel. The same conclusions can be also extracted by theMADvalues, which are reported formolecule

I in every adoptedmodel.

TABLE 2 QM/PCM,QM/QMw /PCM,QM/TIP3P, QM/QMw /FQ excitation energies. Experimental data taken from
the indicated references are reported in the last column. Relative deviations with respect the experiments are given in

parentheses. Mean Relative Deviation (MRD), RootMean Square Deviation (RMSD) andMaximumAbsolute Deviation
(MAD) are also reported. All data are in eV.

Chromophore QM/PCM QM/QMw /PCM QM/TIP3P QM/FQ QM/QMw /FQ Exp

I 2.99 (21%) 2.98 (20%) 3.04 (23%) 2.97 (20%) 2.97 (20%) 2.48 [90]

II 4.28 (12%) 4.28 (12%) 4.32 (13%) 4.28 (12%) 4.23 (11%) 3.81 [18]

III 3.82 (20%) 3.63 (14%) 3.11 ( 3%) 3.14 ( 2%) 3.04 ( 5%) 3.20 [91]

IV 3.72 (11%) 3.32 ( 1%) 3.52 ( 5%) 3.60 ( 7%) 3.42 ( 2%) 3.36 [92]

V 2.96 ( 6%) - 3.04 ( 9%) 2.91 ( 5%) 2.94 ( 6%) 2.78 [18]

VI 5.05 (13%) 5.09 (14%) 4.87 ( 9%) 4.83 ( 8%) 4.88 ( 9%) 4.46 [53]

VII 2.99 (16%) - 2.94 (14%) 2.93 (13%) 2.88 (12%) 2.58 [93]

MRD 14% 12% 11% 10% 9%

RMSD 0.47 0.46 0.37 0.34 0.32

MAD 0.63 0.63 0.56 0.49 0.49

To end the discussion, we show how the spectra are obtained in the case of theQM/MMmethods from raw data.
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TABLE 3 QM/PCM,QM/QMw /PCM, QM/TIP3P, QM/QMw /FQ calculated DCT (Å) index for the first excitation.

Chromophore QM/PCM QM/QMw /PCM QM/TIP3P QM/FQ QM/QMw /FQ

I 0.55 0.56 0.59 0.59 0.59

II 1.95 1.96 2.16 2.07 2.19

III 0.46 0.50 0.73 0.69 0.73

IV 2.62 2.64 2.87 2.82 2.88

V 4.55 - 5.89 5.90 5.86

VI 1.00 0.88 1.13 1.21 1.05

VII 1.85 - 1.80 1.87 1.75

The data extracted from the single QM/FQ calculations on each snapshot for molecule VI in aqueous solution are

reported as a stick spectrum in Figure 8. The same spectra for all of the investigatedmolecules I-VII are reported in

Figure S8, given as SI.

Clearly, the overall shape of the final, averaged spectrum is already visible from the data reported in Figure 8, which

also gives insight into the spreading of the transition bands, both in wavelengths and intensities. This is due to the

fact that in the different snapshots the spatial distribution of water molecules around the molecule varies and also

the conformational freedom of themolecule is sampled. The same also applies to the other investigated systems (see

SI). In order to obtain the final, averaged spectrum, each transition in Fig. 8 was convolutedwith a Gaussian function

and averaged. It should be clear that the final spectrum emerges as an ensemble average of many different snapshots

whichmay have widely varying spectroscopic response properties. This is in stark contrast with results obtained using

methods like standardQM/PCMwhichmost commonly only takesminimum-energy-structures as representative of

the whole, andwhose results are then usually convolutedwith wide empirical lineshape functionsmeant to represent

the spread of conformational and solvation degrees of freedom, and whose true distribution may be far from being

represented by a simple Gaussian or Lorentzian lineshape function. Notice however that other more sophisticated

approaches have been proposed in the literature to overcome this problem [32].

5 | SUMMARY AND CONCLUSIONS

Wehave presented a computational study examining themerits and shortcomings of five different solvationmodels in

the reproduction of UV-Vis absorption spectra of organic molecules in aqueous solution. The picture that has emerged

shows that the performance of eachmodel is highly dependent on the specific properties of each system, particularly the

extent of the charge transfer character of the excitations. However, a general conclusion that can be drawn is that the

inclusion of solute-solvent polarization effects, whether using continuum or discretemodels, can often be crucial and

lead to a significant improvement in the results. The inclusions of such effects through the fluctuating chargemodel (FQ)

does not lead to any significant increase in the computational effort because the cost of solving the QM/FQ equations is

negligible compared to the cost of optimizing theQMwavefunction or solving the linear response equations fromwhich

excited state properties are extracted, and can therefore be safely applied in all cases. The use of polarizable QM/MM

methods, in addition, offer the advantage of being able to sample the solute-solvent conformational space completely,

without having to rely on aminimum-energy-structure picture. This is particularly useful in the case of flexible systems,

for which larger differences between QM/PCM andQM/FQ results can be observed. Finally, while the PCMmodel
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F IGURE 8 MoleculeVIQM/FQ calculated data reported as stick spectrum and convoluted with a Gaussian band
shape (FWHM=0.5 eV)

is often used on its own tomodel the effect of solvation, it is unable to correctly model the directional component of

hydrogen bond interactions. This has also transpired through the analysis of our results in several cases where a large

difference could be observed betweenQM/FQ andQM/PCM spectra. The inclusion of some explicit water molecule

treated at theQM level did improve theQM/PCM results in some cases, bringing them closer to those obtained using

theQM/FQmethod. However this procedure rests on the assumption that such solventmolecules rest at fixed positions

with respect to the solute. As evidenced from the classical dynamics, this is not the case as solventmoleculesmove about

spanning a large space of configurations which collectively serve to produce the specific interaction that is peculiar to

hydrogen bonding. This interaction is fully recovered in theQM/FQpicturewhich offers both the advantage of including

polarization effects as when using PCM, and building upon a dynamical solute-solvent picture as is commonly done in

hybrid non-polarizable QM/MMmethods. If necessary, some of the solvent molecules closer to the solute can still be

treated quantummechanically in order to include any covalent contributions to hydrogen bonding that may be present,

however the difference between the results obtained this way compared to the difference between theQM/PCM and

theQM/QMw /PCM results is not as large because theQM/FQmethod already includes directional contributions in

the picture. For the systems studied in this work, the effect of the eventual covalent character of the solute-solvent

interaction alone was not crucial and only contributed in aminor capacity to the final results.

These results should still be seen as preliminary as still much more work remains to be done in benchmarking

polarizable QM/MMmethods for the purpose of calculating spectra of systems in solution. UV-Vis absorption spec-

troscopy is but the simplest type of observable that may be studied, and more complex spectroscopic observables

might be considered for future benchmarks, includingmixed electric-magnetic properties such as circular dichroism

intensities or higher order spectroscopies such as Raman or Raman optical activity. In this workwe have only considered

a set of medium-sized organic molecules, howevermore complex systems, with larger CT effects, may be of interest.

Biological molecules such as peptides or nucleic acids, for which aqueous solution is the natural environment, are often

both highly flexible and able to formmultiple hydrogen bonds with the solvent, and are therefore the ideal systems

for the application of the method. The study of the spectroscopic properties of solvated inorganic systems such as

transitionmetal complexes through polarizable QM/MMmethods is also a largely unexplored field andmay present
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its own peculiar challenges. Finally, this method can be extended to non-aqueous solvents both polar and non-polar.

For apolar solvents the effect of polarizationmay bemuch less important compared towater, in that case significant

contributions to the solute-solvent interactions may instead come from non-electrostatic forces such as dispersion and

repulsion. Methods for the inclusion of such effects in a QM/MMpicture have been recently presented [63] however

their extension to the computation of molecular spectra is still lacking andwill be the topic of future investigations.
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GRAPHICAL ABSTRACT

ContinuumPCMand discrete QM/MM solvationmethodologies (also including

polarization effects modeled by means of a Fluctuating Charge approach) are

challenged to reproduce excitation energies of seven organic dyes in aqueous

solution.


