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We revisit real-valued preconditioned iterative methods for the solution of complex linear systems, with
an emphasis on symmetric (non-Hermitian) problems. Different choices of the real equivalent formu-
lation are discussed, as well as different types of block preconditioners for Krylov subspace methods.
We argue that if either the real or the symmetric part of the coefficient matrix is positive semidefinite,
block preconditioners for real equivalent formulations may be a useful alternative to preconditioners
for the original complex formulation. Numerical experiments illustrating the performance of the various
approaches are presented.
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1. Introduction

In this paper, we consider nonsingular linear systems of equations of the form
Cz=d, withC=A+iB, z=x+iy and d=b+ic (1.1)

Here i = +/—1, then x n matricesA and B are real and the vectoss y, b andc are all inR". We
are especially interested in the symmetric cade= AT # O andB = BT # O. Note that these
conditions rule out the Hermitian and skew-Hermitian cases. Complex symmetric systems arise in
a number of applications, including wave propagatiSorimerfeld 1949, diffuse optical tomogra-
phy (Arridge, 1999 Section 3.3), quantum mechanics (numerical integration of the time-dependent
Schibdinger equation by implicit methodsjan Dijk & Toyama 2007), electromagnetism (Maxwell’s
equations) diptmair, 2002, molecular scatteringRpirier, 2000, structural dynamics (frequency re-
sponse analysis of mechanical systent®riani et al, 2000, electrical power system modelling
(Howle & Vavasis 2005 and lattice quantum chromodynamidsrgmmeret al, 2000. Another
important source of complex symmetric linear systems is the discretization of certain self-adjoint
integrodifferential equations arising in environmental modelling (seeGambolati & Pinj 1998.

In all these applications, the matrices are large and usually sparse; hence, preconditioned Krylov
subspace methods are a natural choice. There are two options: either tacklimg theystem {.1)
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directly or working with one of the severahX 2n equivalent real formulations. Each option has its own
advantages and disadvantages. A natural question is which form of the equations to use when solving a
complex linear system. Working with the original linear systdmi)(requires using complex arithmetic.

There are several reasons why one may wish to avoid this. For instance, it is often the case that most
of the entries ofC are real, with the nonreal entries localized in just a few positions, e.g. on the main
diagonal (see, e.dertaccinj 2004 Haber & Aschey 2001, Howle & Vavasis 2005 Poirier, 2000.

Using complex arithmetic throughout the code would be wasteful. For instance, when using Krylov
subspace methods, the mat@ixis used only in the form of matrix—vector products and savings in the
implementation may be possible by keeping the (relatively few) nonreal entriéseparate from the

real ones (see, e.Bertaccinj 2004). However, preconditioning is almost always mandatory, and many
standard preconditioning techniques will have the undesirable effect of ‘spreading’ nonreal entries to
most positions in the preconditioning matrix. This will be the case, for instance, for standard incomplete
factorization and sparse approximate inverse preconditioners. Simpler preconditioners, like diagonal or
SSOR preconditioning (or polynomial preconditioners), do not suffer from this problem, but they are
often not effective enough for complex linear systems of practical interest. Another difficulty, mentioned

in Day & Heroux(2001), is the scarcity of available preconditioning software supporting complex arith-
metic, at least compared to the widespread availability of high-quality packages for the real case.

Because of all these reasons, there is an interest in iterative methods for real equivalent formulations
of complex linear systems. It was shownDay & Heroux(2001) that nonsymmetric Krylov subspace
methods preconditioned by standard incomplete LU (ILU) factorizations can perform reasonably well
with the so-calledK -formulation of the equations (see Sect@n with a performance comparable to
that obtained with ILU-preconditioned Krylov methods applied to the original complex form.

Motivated in part byDay & Heroux(2001), we further consider preconditioning techniques for real
equivalent formulations of complex symmetric systems. Rather than applying general-purpose precon-
ditioners to theK -formulation, however, we work with one of the ‘classical’ real equivalent forms (such
as @.3) below) with the goal of exploiting the block22 structure. Much work has been done in recent
years on preconditioning linear systems with block 2 structure, especially in the context of saddle-
point problems (see, e.®ai, 2006 Benziet al, 2005 Ipsen 2001, Murphy et al,, 2000. Our main
goal is to investigate the use of such ‘segregated’ block preconditioners in the context of real equivalent
formulations of complex linear systems.

We add as a further motivation that while every preconditioner for the complex forihHas a
real equivalent formulation, there are infinitely many choices of the preconditioner for the bboék 2
real equivalent formulation that do not have any complex equivalerit: E"*" —s R2"™21 js the
homomorphism of the algebra of x n complex matrices into the algebra af % 2n real matrices

defined by
tavip =2 °
)_ B A s

the range space (image) éfis a subalgebra of dimensiom2of R2"*2" which has dimensionr#;
note that the image of has Lebesgue measure zerdif'*?". Thus, it is plausible that the additional
‘degrees of freedom’ available with any of the real equivalent formulations will make it possible to find
more effective preconditioning techniques than for the original system in complex form.

While we do not claim that real equivalent formulations should be preferred to the original complex
form, we think that there is a role for block preconditioners applied to real formulations, especially when
either A or B is (semi) definite, a condition frequently satisfied in practice.
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The paper is organized as follows: Sectibeoontains a brief description of different real equivalent
formulations. Spectral properties of complex symmetric matrices and their equivalent formulations,
with special emphasis on half-plane conditions for the eigenvalues, are briefly reviewed in Section
Sectiond reviews previous work. Sectidnpresents our own contribution, i.e. block preconditioners for
real formulations. The nonsymmetric case is briefly examined in Se6tiatile Section7 is devoted
to numerical experiments. We present our conclusions in Se8tion

2. Real equivalent formulations

We begin this section with some simple observations on various equivalent formulations of a complex
linear system. In the complex formulatioh.{), matricesA and B are the real and imaginary part Gf
respectively. However, multiplying both sides &f1) by i leads to the equivalent system

(—B+iA)(Xx+iy)=—-c+ib or (B—iAx+iy)=c—ib. (2.1)

Hence, the choice of the real and imaginary part of the coefficient matrix is largely arbitrary. Thus, if
we need to assume that the real or the imaginary pa@ ehjoys a particular property, such as being
(semi) definite, we can always assume tAatas the required property. Furthermore, if we denote by
CH the Hermitian conjugate &, problem (.1) is equivalent to the system of normal equations

cHcz=cMa. (2.2)

The advantage of the normal equations is that the coefficient matrix is Hermitian positive definite. The
main disadvantage is that its condition number is the square of the condition nun®eTlois makes
this approach rather unappealing, especially w@etself is ill conditioned.

The complexn x n linear system1.1) also admits severali2x 2n real equivalent formulations.

We begin with
A —B\[x b
( )( ):( ) or Mu=d. (2.3)
B AJ\y c
This is in turn is equivalent to
A B X b
B - -y c

which is symmetric ifA and B are. Other equivalent real-valued forms, which may be regarded as
corresponding to the second equationdri), are

(—BA Q)(i) ) (—Cb) 25)
(’Ei -A;)(i) - (E) (26)

Again, the latter system is symmetricAfand B are. The equivalent real formulatiors $-2.6) do not
preserve the bandwidth or the structureCofThe performance of sparse direct linear solvers applied to

and
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(2.3-2.6) often suffers in comparison to the original complex coefficient case. Also, the effectiveness of
preconditioners, like ILU, that are related to sparse direct solvers degrades similarly. For such solvers, it
is better to consider real equivalent formulations that preserve the structOréefdescribed ibay &
Heroux(2001), this can be achieved by simply rewriting each entry in the originah complex matrix

as an equivalent 2 2 real matrix (and performing analogous replacements in the unknown and right-
hand side vectors). For instancegif = aj + ibjj denotes théi, j)-entry ofC, then Day and Heroux
explicitly form the real & x 2n matrix K whose entries are 2 2 real blocks of the form

aj —hij
bj & )

The resulting matrix is just a symmetric permutationhéfin (2.3), and the eigenvalues ¢f are the
same as those dfl. Day and Heroux call this the<-formulation’. For instance, let

cit 0 s 0 cis
0 cp c3 O 0
C=]|c3 O ¢33 ¢3¢ O |, wherecij = ajj + ibij.
0 0 cC43 Cus 0
cst 0 0 0 cs5

Then, the coefficient matrix of the correspondiiegformulation is

a1 —bii O 0 |az3 —byzl O 0 |aiz —bis
b1z a1 | O 0 |biz a3| 0 0 |bis a5
0 0 ag2 —b22 ag3s —b23 0 0 0 0
0 0 b22 apo b23 as| 0 0 0 0
v —bs1| O 0 |ag3 —bzzjags —bgs O 0
bsg1 as1| O O |bsz az3|bzgs ags| O 0
0 0|0 0 |a43 —bgzjass —bas| O 0
0 0|0 0 |bsz @43 |bssa @ss| O 0
asy —b51 0 0 0 0 0 0 |ass —b55
b51 as1 | O 0 0 0 0 0 b55 ass

We note that in some cases it may be possible to avoid storing eactagrandb; twice. For instance,
incomplete factorizations df can be implemented by generating only one row (or columr @it a

time, which avoids doubling the storage for the coefficient matrix. However, the incomplete factors are
2n x 2n matrices and for most dropping strategies the amount of storage required for the incomplete
factors will be generally higher than that for the originak n complex form.

3. Spectral properties

The spectrum of a general complex symmetric matrix has no special properties whatever: indeed, it
can be shown that ‘any’ square complex matrix is similar to a complex symmetric matrixi¢(see
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& Johnson,1985 Theorem 4.4.9). Thus, the eigenvalue distribution of a complex symmetric matrix
need not exhibit any type of symmetry. The situation is different for the real equivalent formulations
(2.3-2.6). This is obvious since the eigenvalues of a real matrix come in complex conjugate pairs—
the spectrum is always symmetric with respect to the real axis. More precisely,#etA + iB have
spectrumy (C) = 4 = {4i|1 < i < n} c C. Let 4 denote the set of conjugates of the elementd of

The spectrum of the real equivalent form

A —-B
M =
is theno (M) = A U 4.

For the symmetric form2(4) and @.6), the eigenvalues are, of course, all real, but additional struc-
ture is present. Consider, e.g. the real equivalent f@&#).(It can be shown that if is an eigenvalue,
then—4 is also an eigenvalue; therefore, the spectrum is symmetric with respect to the origin. We re-
fer to Freund(1992 for a detailed discussion of the spectral properties of the various real equivalent
forms.

Itis often the case that for complex linear systems that arise in practice, the eigenvalues lie in a half-
plane which excludes the origin. In particular, many complex symmetric matrices satisfy a ‘half-plane
condition’ such as

c(C)c{AeClReA >0} or o(C)c{1eC|limi= 0}

This will be the case, in particular, whenewior B is symmetric positive definite (SPD). In this case,
the real equivalent forn?2(3) (or (2.5)) will be positive definite, in the sense that its symmetric part will
be SPD. Thus, eigenvalues of one of the real equivalent formulaod)of (2.5) will also satisfy a half-
plane condition. This is a desirable property for many Krylov subspace solvers, like GMRaS &
Schultz 1986. Below, we list some of the important properties of the real equivalent formulai@n (
when matrixA in (1.1) is symmetric positive semidefinite:

(i) If Bis nonsingularM in (2.3) is nonsingular (sufficient condition only).

(i) M is semipositive real, i.e."Mo > 0 for allo € R?", and positive semistable (i.e. its eigenval-
ues have non-negative real part).

(iii) If Ais positive definite, then (regardlessBj M is nonsingular, positive reab{Mo» > 0 for
all v # 0) and positive stable (all its eigenvalues have positive real part).

Of course, similar properties hold for the nonsymmetric real formulat®® {f B is symmetric
positive (semi) definite. In contrast, the symmetric foragl(and @.6) are necessarily indefinite. For
this reason, whenevek (or B) is definite, we prefer to use the nonsymmetric but positive-definite form
(2.9 (or (2.5). Our goal is to find block preconditioners that not only preserve positive definiteness
(whenever it is present) but also achieve a strong clustering of the spectrum away from O.

As an example, we consider the eigenvalues of a complex symmetric i@attiA + i B with Ain-
definite andB positive definite. The matrix arises from a finite-difference discretization of an Helmholtz-
type problem on a 1& 16 grid, see Probleri.1in Section7.1 Figurel displays the eigenvalues 6f
Note that the eigenvalues all lie in the upper half-plane.

In Fig. 2(a, b), we plot the eigenvalues of the real equivalent formulatigr® and @.3), respec-
tively. Note that the eigenvalues &.8) surround the origin; this often results in very slow convergence
of Krylov subspace methods.
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in the right-half plane. In contrast, the symmetric parta8|is indefinite and the eigenvalues &) surround the origin.

4. Previous work

Until about 1990, the most common approaches for solving complex symmetric systems were to use
preconditioned conjugate gradients (PCG) on the normal equatbBsar real-valued approaches

using either nonsymmetric Krylov subspace methods applied to the nonsymmetric 208ran@ .5
or a symmetric solver like MINRES or SYMMLQ@P@ige & Saunderd 975 applied to the symmetric

forms @.4) and @.6). The latter requires the preconditioner to be SPD. Krylov methods specifically
developed for complex linear systems did not appear until the late eighties and early nineties; see, e.g.

Bunse-Gerstner & 8ver(1999, Freund(199Q 1992, Jacobg1986), Joly & Meurant(1993, Markham
(1990 and van der Vorst & Melisserf1990, as well as the recent survegifnoncini & Szyld 2007,

Sections 12 and 13.3).
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Influential work by Freund (especialfreund 1992 indicated that the complex-valued formulation
is generally better from the point of view of Krylov subspace convergence. As a result, real-valued
formulations have generally been shunned. However, preconditioning was not considéredrid
(1992. Of course, preconditioning changes the spectral properties of the matrices involved, and the
possible disadvantages of the real formulations may disappear or at least be less of an issue.

Many papers have addressed the problem of finding effective preconditioners for complex linear
systems. Besides special solvers developed with a particular application in mind, like, e.g. those studied
in Adams(2007), Elmanet al.(2001), Erlanggaet al. (2004, Haber & Asche(2001), Howle & Vavasis
(2005, Poirier (2000 and Reitzingeret al. (2003, there has been some work on the use of general-
purpose techniques such as SSOR, polynomial preconditioning, incomplete factorizations and sparse
approximate inverses (see, elgeund 1990 Horeshet al, 2006 Mazzia & Pini 2003 Mazzia &
McCoy, 1999. Somewhere in between, we mention the work of Magolu monga M2@l(e.g. and
the references therein) on a class of incomplete factorization preconditioners specifically tailored to the
Helmholtz equation. In spite of much work in this area, it is fair to say that preconditioning complex
symmetric matrices remains a challenge—even more so than in the real case.

For reasons discussed in Sectihnn recent years there has been renewed interest in approaches
based on real equivalent formulations and particularly in preconditioning for such forms. Besides the
already mentioned papebgy & Heroux 2001), we mention Axelsson & Kucheroy2000 where an
efficient preconditioning method is introduced for problems where BathdB are symmetric positive
semidefinite with at least one of the two positive definite. This situation is rather special. In practice, it
is much more common to find matrices where only oné\afr B is definite (or at least semidefinite),
with the other being strongly indefinite.

5. Preconditioners for real formulations

In this section, we consider block preconditioners for the real equivalent formulations. We work pri-
marily with the form @.3). Ideally, we would like to find preconditioners that are well defined under
minimal assumptions o\ and B, do not double storage requirements, are reasonably efficient and
robust and are fairly straightforward to implement. Concerning storage, we insist that the only arrays of
dimension 2 should be the vectors needed by the Krylov subspace method. Obviously, matrix—vector
products with the coefficient matrix o2(3) can be implemented using only a single copyfoénd B.

Our preconditioners will only require the (approximate) solution of sparse real linear systems af.order
Therefore, no matrix of orden?is actually ever explicitly formed by the preconditioned Krylov meth-
ods applied to 4.3). In other words, we use a segregated approach to preconditioning instead of a
fully coupled one. This is one point where our approach differs from that takéajn& Heroux
(2002).

5.1 Preconditioners having both real and complex forms

We begin with preconditioners that have both real and complex forms. In some applications, it happens
that one of the two matrice& andB ‘dominates’ the other. For instand®,may have small norm and/or

rank compared téA. Another fairly typical situation is wher represents a differential operator (for
instance, a discretized Laplacian) aBd bounded operator (such as a mass matrix) or, more generally,

a differential operator of lower order thal Then, A~1B can be thought of as a discretization of a
compact operator and most of its eigenvalues will be clustered around the origin in the complex plane.
Thus, much of the spectrum #1C = | +iA~1B will be clustered aroundl, 0). In this case, a good
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approximationﬂ of A, assumed to be invertible, might be a reasonable choice as a preconditioner for
C = A+ iB. Equivalently, the block-diagonal matrix

A O
Pa = (o /K) (5.1)

might be a good preconditioner fa2.8), except in situations where the preconditioned operator retains
a non-negligible number of eigenvalues near the origin. This happens, for instai®és Wery ill
conditioned, as is the case whénis a mass matrix for a regular nonuniform finite-element mesh
whose element diameters vary over several orders of magnitude. In the case of acoustics and other wave
phenomena, however, quasi-uniform meshes must be used in order to maintain sufficient resolution per
wave length, and this problem does not typically arise.

We mention that other options are available witeis an imaginary perturbation of a SPD matrix,
e.g.C = A+ iB with A being SPD and diagonal with small norm or of low rank. In this case, it
is sometimes possible to ‘update’ a preconditionerAdn order to obtain a preconditioner f@; see
Bertaccini(2004, where good results are reported for certain differential equation problems.

If B is dominant, there are two possibilities. One is to exchange the rolksntiB (see 2.1)) and
to use a block preconditioner of the for@.{) with B ~ B replacingﬂ. This may be inconvenient B
is large in norm but has a sizable null space, as it happens in some applications. In this case, it may be

better to precondition(3) with
p—(% B (5.2)
““\B al )’ '

wherea > 0is a scalar that guarantees the invertibilityRyf Note that this is a shifted skew-symmetric
preconditioner. Linear systems of the foffpz = r can be solved by a Schur complement reduction,
leading to a linear system of ordemith coefficient matrix of the fornB2 + a21 . Note that this matrix

is SPD if B is symmetric. Moreover, iB is scaled so tha,tmax(ﬁz) = 1, then the spectral condition
number ofB2 + a2| satisfiesco(B2 + a21) < 1+ 1/a2. If a is not too small, the? + «21 is well
conditioned and it may be easy to find approximate solutions to linear systems invﬁR/mgle , for
instance using PCG. Shifted skew-symmetric preconditioning has been introduced, in a different context
(convection-dominated flow problems), @olub & Vanderstraete(2000. Of course, preconditioning

M with P, is mathematically equivalent to preconditioning the complex mdfrix= A + iB with

ol +iB. Note that the latter is a shifted skew-Hermitian matriBifs symmetric.

The foregoing discussion suggests that simple choices are available if Arar &is (semi) definite
and strongly dominates, in some sense, the other matrix. Frequently, howeveh d&odB need to be
taken into account if we want the preconditioner to be effectivd K A andB ~ B are such that
A+iBis easily invertible, then the latter can be used as a preconditioner for the complex siysdem (
This is of course equivalent to preconditioning the real equivalent formulai8n(6ay) with the block

2 x 2 preconditioner
A -B
pz(A A). 53
B A

In practice, however, there seem to be very few situations where a preconditioner of thB.f)rrart be
effectively employed for the solution 02(3). Another possible choice of a preconditioner that includes
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both A andB is given by the ‘alternating’ Hermitian/skew-Hermitian splitting (HSS) preconditioner

PLiss — A+al @) ol —B (5.4)
7\ o At+al)\B a ) '
wherea > 0. HSS preconditioning is based on the splitting
m=(? B (* © g T (5.5)
“\s A)7\o A)J\g o)="T% '

The shifta > 0 is used to makéd + ol positive definite andK + «| invertible. The idea of the
preconditioner §.4) is to alternate between the (shifted) symmetric and the skew-symmetric parts of
M. The complex equivalent form of this preconditioner is clearly the complexn matrix (A + al)

(a] +iB). The HSS preconditioner is well defined (invertible) for semidefiAil@nd anyB. It may be

well defined for more general problems as well. As longlais symmetric positive semidefinite and

B is symmetric, its application only requires the solution of SPD systems of ardérA is positive
definite, we have (I — PgslsM) < 1foralla > 0, wherep(-) denotes the spectral radilB4j et al,,

2003. Moreover, taking

a =+ /lmin(A)/lmax(A)

minimizes an upper bound on the spectral radius. Also, the result on the spectral radius remains valid
under the assumptions thatis positive semidefinite an® nonsingular Benzi & Goluh 2004). In
practice,A and B are often replaced by approximatioﬁsand B. See, e.gBai et al. (2003, Benzi &

Golub (2004 andBertacciniet al. (2005 for detailed analyses and variants of this approach.

In Fig. 3(a, b), we plot the eigenvalues of the real equivalent form of the discrete Helmholtz operator
preconditioned with HSS, taking = 0.1. The left-hand plot displays the eigenvalues using the positive
definite form @.5), while the right-hand plot displays the eigenvalues using the indefinite f2réh (

We note that in the first case the eigenvalues lie inside the disk of radius 1 centte@l)ats predicted
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by the theory. On the other hand, the eigenvalues in the second plot surround the origin. Although
the clustering seems stronger in the second plot, the convergence rate of HSS-preconditioned Krylov
methods is much worse than for the other case.

5.2 Preconditioners that have no complex counterpart

All the preconditioners discussed in Sectibri have equivalent real and complex forms. Next, we
consider block preconditioners for the real formulati@i3| that have no equivalent complex form.
Clearly, any ‘block-triangular’ preconditioner of the form

A -B 5 6
o s) (5.6)

with A andSinvertible, can be used as a preconditioner foBY but there is no corresponding complex
preconditioner forZ.1). The identity

(52) (5 D6 N6 <)

shows that application of the preconditioner requires one applicatiém bfone ofS~1 and one sparse
matrix—vector multiply withB.

How should the matriss be chosen? To try to answer this question, we note thatisfinvertible,
thenM has the block LU factorization

A —-B I O\/A -B
M = = .
B A BA™l I J\O s
whereS = A + BA™!B denotes the Schur complement. Note tBat SPD if A is SPD andB is

symmetric. It follows that letting
A -B
P= , (5.8)
O S

we haves (MP~1) = ¢(P~IM) = {1}. Furthermore, the minimum polynomial of the preconditioned
matrix MP~1 (or P~1M) has degree 2, and GMRES is guaranteed to find the solution in at most two
steps (seépsen 2001 Murphy et al,, 2000.

In some situations (for instance, 41 is diagonal or block diagonal with small blocks), it may be
possible to form the Schur compleme®explicitly and solve linear systems with(at least approxi-
mately). In practical situations, however, formiggand/or solving systems with it is out of question.
Instead, it is necessary to use some approximation. The simplest approach B 1o IetTo see when
such a choice may work reasonably well, consider the ‘exact’ block preconditioner

(" "B 5.9
t=\o Al (5.9)
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From the identity

o1y _ (A B /A —B _(1+@»tB? O
t o A B A A-1lB A

one can see that, again, good results can be expected if the spectAmiBis clustered around the

origin, for in this case the preconditioned matFPtx‘lM (orM Pt‘l) will have most of its eigenvalues
clustered aroundL, 0). In other words, this approach can be expected to work well when block-diagonal
preconditioning (withPa) works well. Because of the squaring F1B, block-triangular precondi-

tioning can be expected to provide a rate of convergence at least as fast as (and often better than) that
obtained with block-diagonal preconditioning when the latter works well. By the same token, block-
triangular preconditioning is likely to be much worse than block-diagonal preconditioning when the
latter performs poorly. Of course, this informal argument neglects important aspects such as the effects
of non-normality on the behaviour of the preconditioned iteration, and therefore it is not to be taken too
literally.

If Aisan approximation oA\ such thatA has a sparse inverse, then it may be possible to explicitly
form the approximate Schur compleméht= A + BA~1B (or evenS = A + BA~1B) for use in a
block-triangular preconditioner. For instance Aifis diagonally dominant, then a diagonal approxima-
tion A = diag(A) may suffice. Also, in some cases, it may be possible to construct (either explicitly
or implicitly, in the form of some iteration) approximations to the inverse of the Schur complement,
S 1 =11 + (A"1B)?]~1A-L. Clearly, there are many possible choices here—the best choice is highly
problem dependent—and a good understanding of the specific underlying application is required in
order to derive a good approximation. It may also pay off to switch the rolésawfd B in order to have
a Schur complement that can be more easily approximated.

We emphasize that if eithéx or B is SPD, all preconditioners considered so far can be implemented
in a way that only requires the solution of SPD systems of and&his is also true if either one ok or
B is symmetric positive semidefinite, for in this case we can always add a small diagonal perturbation
to A (or to B) to make it SPD.

6. The nonsymmetric case

The nonsymmetric case has received scant attention in the literature, especially as far as the use of real
equivalent formulations is concerned. Most of the block preconditioners discussed in Sectiorte
extended to the nonsymmetric case, where at least oeanfd B is nonsymmetric. In this case, of
course, at least some of the subsystems to be solved when applying the preconditioners will not be
symmetric, in general.

As far as the HSS preconditioner is concerned, rather than spliktiag the sum o%(M +MT) and
%(M — MT) itis better to use the splittind = H + K given by 6.5), even thoughH will no longer be
symmetric (orK skew symmetric). Similarly, it will no longer be true in general that the eigenvalues of
the HSS-preconditioned matrix lie in the disk of radius 1 centrdd,dd), and furthermore, the matrices
H + al andK + al are no longer guaranteed to be invertible. Nevertheless, the preconditioner may
still be well defined in practice, see Sectipr
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7. Numerical experiments

In this section, we present the results of some numerical tests computed with Matlab using various com-
binations of block preconditioners and iterative methods. We consider real equivalent formulations of
complex symmetric problems arising from the discretization of different types of Helmholtz equations,
similar to those considered kFreund(1992. Another set of experiments concerns linear systems arising

in molecular dynamics (se@ay & Heroux 2007). Finally, we include a few tests with linear systems
arising in frequency analysis of mechanical systems semniet al., 2000.

In all the experiments, the initial guess used is the zero vector. The stopping criteffiqi ds<
1078||roll2, wherery denotes the true residual affeiterations. We experiment with our implementa-
tions of full GMRES Gaad & Schultz1986), flexible GMRES (FGMRESSaad 1993, BiCGSTAB
(van der Vorst 1992 and BICGSTAB(2) Sleijpen & Fokkemal1993. Note that each iteration of
BICGSTAB requires two matrix—vector multiplies and two applications of the preconditioner, and
BiCGSTAB(2) requires four of each. Right preconditioning is used in all cases.

7.1 Helmholtz-type equations

Helmholtz equations are of fundamental importance in the modelling of wave propagation phenom-
ena. Similar td~reund(1992), we consider two types of model problems based on the finite-difference
discretization of the partial differential equation (PDE)

—V . (cVU) — o1U + ioou = f, (7.2)

where the coefficients, o1 and o, are real-valued functions. The above equation, supplemented by
appropriate boundary conditions, is used to describe the propagation of damped time-harmonic waves.
We consider 7.1) on the 2D domair2 = [0, 1] x [0, 1] with different values o#1, o2 and boundary
conditions. For the ‘diffusivity’ coefficient, we used both the constant valtie- 1 and the discontinu-

ous function defined as follows:

c(x,y) =10, (x,y) €[0.250.75] x [0.25,0.75]; c(x,y) =1, otherwise.

The first problem is a complex Helmholtz equation with bethand o, strictly positive, so as to
make the real par@ of the discrete operat@® = A + iB indefinite and the imaginary paB definite.
Note thatB is diagonal. The boundary conditions are of Dirichlet type. The second problem is a ‘nice’
Helmholtz-like equation witls, = 0, 01 < 0 and complex boundary conditions. In this case, the real
part A of C is positive definite, while the imaginary pastis indefinite and rank deficient. The problems
were discretized by finite differences using unifammx m grids with mesh sizé = 1/(m + 1), where
mranges fronm = 32 tom = 512. The size of the corresponding complex linear systemsis with
n = m? ranging from 1024 to 262 144. Right-hand sides were generated at random with components
uniformly distributed in {1, 1] + i[—1, 1]. We remark that for all these problems, Krylov subspace
methods either diverge or converge very slowly in the absence of preconditioning. Additional details
follow.

ProBLEM 7.1 (Complex Helmholtz equation). The finite-difference approximation results in complex
symmetric linear systems of the form

Cz=d, C=T-h%3l +ih’D = A+iB, (7.2)

where D is diagonal andr is a standard second-order finite-difference discretization of the diffusion
operator—V - (cVu), normalized so as to havenax(T) = O(1) and imin(T) = O(h=2) for h — 0.
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The diagonal entries dD are the values aof; at the grid points. The coefficient is a constant chosen
so as to make the real part of the matrix highly indefinite. For instanceh? ~ 1.025 forh = 1/33
(i.,e. m = 32). The diagonal matri¥o has random entries in the intervd, 200). With this setting of
the coefficients, we have (for= 1/33)

[Allo 789, ||Bllcc ~0.183

making the real par# strongly dominant. Sincd is indefinite andB is positive definite, we work with
the real equivalent formulatior2(5). Results for GMRES with the (shifted) skew-symmetric and HSS
preconditioners

b ol A q _ B+ al (@] al A -3
“«=\_a o) 39 Pss= o5 BiaNa w (7:3)

with different values of the shifé > 0 are shown in Fig4(a, b) for the 32x 32 grid. These plots
show that the number of iterations is not overly sensitive to the value(obte the logarithmic scale
on the horizontal axis). We then performed experiments on a sequence of increasingly finer grids (up to
256 x 256) with the fixed value of the parameter= 0.1 and always found tha®, and HSS result in
eight iterations with GMRES. Note that both preconditioners require the solution of SPD linear systems
of the form (A% + a?1)u = r, whereA? = (T — h%s11)? can be interpreted as a discretization of a
‘fourth-order’ differential operator. At first sight, it may seem strange to transform the initial (complex)
second-order PDE into a fourth-order, albeit real, one. It is important to observe, howevergthat if
kept constant (as we do here), the condition numbeA#- «?1 is uniformly bounded with respect
to h. Here, we use a sparse Cholesky factorization to perform ‘exact’ solves. In practibesrfwall it
is better to use inexact solves obtained with some inner iteration like PCG (using a flexible method like
FGMRES for the outer iteration). This would also eliminate the need to explicitly & a2, which
may be expensive. For smal| however, this auxiliary linear system with maté¥¢ + 21 will need a
preconditioner which may be difficult to find, especially if the matrix itself is not explicitly available.

It is clear from our results that for this problem HSS has no advantage over the shifted skew-
symmetric preconditioner, which is perhaps not surprising in view of the factBHas very small
norm relative toA. Likewise, block-diagonal or block-triangular preconditioners witton the main
diagonal were found to be ineffective. Using block-diagonal or block-triangular preconditioneréwith
on the main diagonal with the formulatioB.8) is more effective, but requires solving linear systems
with the highly ill-conditioned and indefinite matriX, which is exceedingly expensive.

We also note that the best results are obtained:fee 0.1. Furthermore, we observed that for
this problem the performance of BICGSTAB is generally inferior to GMRES, especially for suboptimal
choices ofu. In one case, BICGSTAB suffered a fatal breakdown. Nevertheless, BICGSTAB has much
lower storage requirements than GMRES and this makes it advantageous for large problems. Similar
results were obtained with BICGSTAB(2).

Next, we experiment with block-triangular preconditioners of the form

B A 7.4
o s) (74)

whereSis a computationally viable approximation to the Schur complerSeat B + AB~1A. Note
that Sis SPD sinceB is. Forming the Schur complement explicitly is possible siBce diagonal and
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Alis a sparse matrix. Using (4) with S = Sresults in convergence in exactly two iterations of GMRES,

but it is expensive owing to the high cost of solving linear systems @ittVe experimented with an
inexact variant using FGMRES as the outer iteration and PCG with incomplete Cholesky precondition-
ing for the approximate solution of linear systems involving the Schur complegant found that

using an inner PCG-relative residual tolerance of justl@sulted in convergence in 7-8 FGMRES
iterations, independent of the mesh die& he total number of inner PCG iterations, however, tends to
increase as the mesh is refined. In order to keep the total number of inner PCG iterations from growing,
it is necessary to reduce the drop tolerance in the incomplete Cholesky factorization (i.e. to accept more
fill-ins in the incomplete factor). Here, we found that performance is improv8dkifirst normalized so

that its largest diagonal entry is equal to 1, and a small skift@~3) is added to the diagonal &prior

to computing the incomplete factorization. The shift helps in reducing fill-in and making the incomplete
factorization process more stable. Our conclusion is that for this problem, the shifted skew-symmetric
preconditioner, (5.2) and the block-triangular preconditionét.4) are the most effective among the
block preconditioners considered in this paper. However, an efficient implementation requires a good
approximation to the reduced system math& + 2| (to the Schur complemers = B + AB1A,
respectively). Here, we used an inner iteration preconditioned with a shifted incomplete Cholesky factor-
ization to compute the action &1~ S, but more work is needed to identify better approximations.
Clearly, this is a problem-dependent task.

ProBLEM 7.2 (Real Helmholtz equation with complex boundary conditions). Hare; —200, o2 = 0
and we impose a boundary condition of the form

0
a—ﬁ+,8u:0 on{(LLy)l0 <y < 1}

and Dirichlet boundary conditions on the remaining three sides of the unit square, with the complex
function g chosen so as to make the imaginary parCahdefinite (cf.Magolu monga Made2001).
We takef such that the resulting linear system is again of the fofrg) (where the diagonal entries of
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J (-1i-1100/h, ifi=m, 75)

G m = .
Ha-om 0 otherwise

@i,j =1,...,m). Now, the real part of the matriR + iB is positive definite and diagonally dominant,

while the imaginary part is indefinite and singular. With this setting, we have (nase2)

| Alloo ~ 80.2,

IBllo ~ 3.03.

Therefore, we choose to work with the real equivalent fo2m3)( Additional numerical tests have been
performed with the value 2000 replacing 100 h4j, resulting in matricesA and B having norms of
the same order of magnitude. For example nfoe 32, we have

[ Alloo ~ 80.2,

IBllo ~ 60.6.

In the case of the first of these two test problems, we found that the shifted skew-symmetric precon-
ditioner P, results in very slow convergence for all values:0fThis is to be expected since the norm of
Ais much larger than that @. In the second cas®, performed much better, but not as well as HSS.
This is, again, not surprising since bothand B are of significant size. In Figh(a, b), we show results
obtained for GMRES with the HSS preconditioner for various values sfmilar results were obtained
with BICGSTAB. Note, again, the mild dependence of the rate of convergenge on
In Tablel, we show results for three fine-grid discretizations of the same problem ob(Big.We
report the number of BICGSTAB iterations with HSS preconditioning for different values biow,
the best value of depends o, with « = 0.1 being optimal for the finest grid. Note, however, that
the number of preconditioned iterations is heindependent. In Tabl&, we also report elapsed times
using one processor of an AMD Opteron. The superlinear scaling of the timings is due in part to the
growth in the number of iterations and in part to the sparse Cholesky factorizations used to solve the
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TABLE 1 Helmholtz equation model problef2, same as in Figs(b) but with
finer grids. BICGSTAB with HSS preconditioning, number of iterations as a
function ofa. Elapsed times (in seconds) are given ingrgheses

a 128 x 128 grid 256x 256 grid 512x 512grid
0.001 111 (20.4) 169 (158) 133 (638)
0.005 56 (10.3) 78 (72.6) 121 (580)
0.01 51 (9.37) 68 (63.6) 83 (399)
0.02 49 (8.99) 65 (60.7) 87 (417)
0.03 43 (7.97) 52 (49.1) 61 (296)
0.05 38 (6.96) 50 (47.2) 54 (262)
0.1 36 (6.70) 40 (37.4) 52 (248)
0.2 24 (4.48) 33(31.3) 60 (290)
0.3 22 (4.13) 34 (32.2) 77 (372)
0.5 26 (4.78) 42 (39.3) 107 (511)
1.0 36 (6.62) 59 (55.1) 14(73)

linear systems arising from the application of the preconditioner: better scaling (per iteration) may be
obtained using multigrid.

For this problem, however, we found that both block-diagoBal) (and block-triangularg.9) pre-
conditioning result ih-independent convergence rates. Using exact solves, we found these two precon-
ditioners to require about 50 and 32 BICGSTAB iterations, respectively. This can be easily explained
observing that the preconditioned matrix corresponds to a compact perturbation of the identity opera-
tor; note that the mesh is uniform. We conclude that for this (relatively easy) problem, simple block-
triangular preconditioners of the forn®.9) are the most effective among the block preconditioners
considered in this paper.

7.2 Molecular dynamics

Here, we consider two instances of a computational chemistry model problem proposed by Sherry Li
of NERSC and also used ibay & Heroux(2001). These problems, denoted M3D2 and M4D2, are
nonsymmetric. The eigenvalues of M3D2 satisfy the half-plane conditioh 0, but neither the real
part A nor the imaginary pam is definite (i.e. they have indefinite symmetric part). The matrices have
been normalized so that m@dH |, I|K|lo} = 1, whereH and K denote the symmetric and skew-
symmetric part of the real equivalent fori.g), respectively. Upon this normalization, the relative size

of AandB is given by

[Alloo 2 0.49,  [|Blloc ~ 2.26

for M3D2 and by
[Alloo & 0.35,  [|Blloc ~# 2.23

for M4D2. We considered the real equivalent fortn5j with the dominant blockB on the main diag-

onal. For both M3D2 and M4D2, we found that preconditioning is essential in order to achieve con-
vergence in less than 300 iterations of GMRES or BIiCGSTAB. Block-diagonal and block-triangular
preconditioners wittB on the main diagonal (inverted exactly) resulted in full GMRES converging in
216 and 113 iterations, respectively, for M3D2. For M4D2, these preconditioners proved insufficient to
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achieve convergence within 300 iterations. Being unfamiliar with the details of this application, we did
not attempt to construct block-triangular preconditioners based on approximate Schur complements.

In Fig. 6 and Table2, we report results obtained with the analogues of the shifted skew-symmetric
and HSS preconditionerg Q). Since A and B are nonsymmetric, these are not truly shifted skew-
symmetric and HSS preconditioners. However, in both cases the preconditioners turned out to be well
defined (i.e. nonsingular). Sparse LU factorization was used to solve linear systems with nigatrices

and AZ + o2 .

For the first of these two problems, we can see that the HSS-like preconditofjeecults in faster
convergence than the preconditionBr2f. We also note that now = 0.01 is optimal (or nearly so)
for both preconditioners. For the second problem, the rate of convergence is about the same, and unfor-
tunately not very good, with either approach, regardless of

We conclude that matrix M4D2 is a possible example of a problem for which block preconditioners
of the type studied in this paper are not effective. To put things in perspective, however, it should be men-
tioned that this is a very difficult problem. Day & Heroux(2001), the authors observed that in order
to have rapid convergence of ILU-preconditioned GMRES, large amounts of fill-in in the incomplete
factors have to be allowed, both for the original complex formulation and when using the equivalent
K -formulation.
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TABLE 2 Problem M4D2: number of iterations for solving the real
equivalent form(2.3) with the preconditionerg5.4) and (5.2). Original
matrix is complex nonsymmetrl® 000x 10 000 GM, GMRES; BiCG,
BiCGSTAB; nc, no conveegice

a P, (GM) P, (BiCG) HSS-like (GM) HSS-likgBiCG)
0.0005 162 202 248 nc
0.001 163 257 175 nc
0.005 nc nc 133 136

0.01 nc nc 187 237
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7.3 Structural dynamics

Finally, we consider some complex symmetric linear systems coming from direct frequency analysis in
structural dynamics. The typical form of these (linearized) problems is

(6?M +6Cy + Ky )x = f, (7.6)

whereM is the inertia (mass) matrix, which is typically real symmetric, possibly sing@aris the
viscous damping matrix (real, diagonal, ‘highly singular’ and possibly zeroXang: K 4 iCy, where
K is the (real symmetric) stiffness matrix afyg, is the hysteretic damping matrix, which is also real
symmetric. WherCy = K, whereu is a damping coefficient, we hawe, = (1 + ix)K. Also
o = iw, wherew is the circular frequency (measured in rad/sec). For moderate valugshad real part
A = K —w?M is SPD. For the right-hand side, we use a vedtsuch that the solutior has all entries
equal to 1+ .

The first test problem considered is referred to as case ‘b’ (with 1 Hz) in Ferianiet al. (2000.
The second one is referred to as case (also with w = 1 Hz) in Ferianiet al. (2000. For the first
problem, we have

[Allo 2 2.60,  [IBllcc & 0.25

and for the second problem,
[Alloo & 1.50,  [|Blloo = 0.06.

Because of the properties éf and B, it is natural to choose the real equivalent fortn3. It is also
reasonable to expect that block-diagonal or -triangular preconditioners of the atho( (5.9) will

perform well. Indeed, we found that for both test problems, just two iterations of BICGSTAB(2) (with
either 6.1) or (5.9 for the preconditioner, using exact solves) suffice to reach convergence. Without
preconditioning, the two problems require 13 and 243 BiCGSTAB(2) iterations, respectively. Recall
that each iteration of BICGSTAB(2) involves four matrix—vector products and four applications of the
preconditioner, if present. For the first of the two test problems, we also had good results (5—6 iterations
with o = 0.1) with the shifted skew-symmetric and HSS preconditioners applied to the real equivalent
form (2.5). The same approach can also be used to solve the second test problem, but convergence is
much slower, requiring around 50 iterations of BICGSTAB(2).

8. Concluding remarks

In this paper, we have investigated several block preconditioners for real equivalent formulations of
complex linear systems, with an emphasis on the complex symmetric case. Not surprisingly, no single
preconditioner was found to be superior to the remaining ones on all problems considered here. Never-
theless, we found that in several cases block-triangular preconditioners, for which no equivalent complex
preconditioner exists, are superior to block preconditioners that have a complex counterpart. Choosing
a good preconditioner requires a knowledge of the nature and properties of the real and imaginary parts
A andB of the original complex coefficient matrix. In this paper, we have given some guidelines for the
choice of the real equivalent formulation and corresponding block preconditioners based on the spectral
properties and relative size (in norm) Afand B.

We have not attempted to carry out any systematic comparison of preconditioners for the real
equivalent formulations with approaches based on the original complex form. We regard the block
preconditioners for equivalent real forms and the preconditioners for the original complex systems as
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complementary, not as competitors, with the former being a potentially useful tool when one wishes to
avoid the complex form, whatever the reason may be.

An important practical issue with the block preconditioners is to find good approximations for the
corresponding reduced systems (Schur complements); clearly, this is a problem-dependent aspect. One
caveat that should be kept in mind is that problems with Botnd B indefinite are hard to solve with
any of the methods considered here and possibly with any existing method and formulation (whether
real or complex).

While more work is necessary, especially in order to find efficient (inexact) implementations of
block preconditioning for real equivalent formulations for specific complex linear systems, we believe
that such preconditioners can be useful tools and should be considered when solving large, sparse,
complex systems of linear equations. This is especially true if one wishes to avoid the use of complex
arithmetic and if efficient solvers are available for the (real} n linear subsystems that arise from
block preconditioning.
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