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Abstract: It is well-documented that social networks play a considerable role in information spreading.
The dynamic processes governing the diffusion of information have been studied in many fields,
including epidemiology, sociology, economics, and computer science. A widely studied problem in
the area of viral marketing is the target set selection: in order to market a new product, hoping it
will be adopted by a large fraction of individuals in the network, which set of individuals should we
“target” (for instance, by offering them free samples of the product)? In this paper, we introduce a
diffusion model in which some of the neighbors of a node have a negative influence on that node,
namely, they induce the node to reject the feature that is supposed to be spread. We study the target
set selection problem within this model, first proving a strong inapproximability result holding also
when the diffusion process is required to reach all the nodes in a couple of rounds. Then, we consider
a set of restrictions under which the problem is approximable to some extent.

Keywords: social networks; network analysis; diffusion processes; approximation

1. Introduction

The study of diffusion processes is a widely investigated topic in the complex networks setting.
It aims at analyzing how local interactions among nearby nodes may lead to the diffusion, possibly
over the whole network, of some feature (opinion/information/disease) starting from a limited set
of initiator (or seed) nodes. The problem known as Influence Maximization has been introduced by
Domingos and Richardson [1,2] for the design of viral marketing campaigns on social networks by
using a small (let us say, given) number of initiators (for example by providing a limited set of people
free samples of a product to be merchandised), starting from which a cascade is triggered maximizing
the overall spreading of information (see also [3-9]). Dually, the target set selection problem aims at
finding out a minimum size set of initiators able to spread the feature over the whole network [3,10-17]
or over a large (let us say, given) portion of the network; such a set of initiators is called a target set.

Diffusion processes are usually modeled by graphs in which each vertex may be in one out of
two states: informed or unaware. Initially, only nodes in a given set Iy are informed, while all the
others are unaware; while the diffusion process goes on, nodes may change their states according
to the diffusion rule of the process. A diffusion rule may be reversible, if changes from informed to
unaware are allowed, or irreversible if a node can no longer change its state once it becomes informed.
In a discrete diffusion model, nodes (eventually) change their state at discrete time steps. In the rest of
this paper, we shall only deal with discrete irreversible diffusion processes.

Several rules to govern the transition from unaware to informed have been proposed, and many
papers have studied the dynamics of these systems mostly in stochastic scenarios (see [18,19] and
references quoted therein). In the Independent Cascade Model [6,20] an edge-weighted graph is
assumed and, as soon as a node u becomes informed, each currently unaware neighbor v of u changes
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its state to informed with probability equal to the ratio between the weight of arc (1, v) and the sum of
weights of all arcs incident on u. A deterministic counterpart of this model is that of a Majority Process
[21-23] in which, at each time step, a vertex changes its state if and only if at least half of its neighbors
are in the opposite state.

The Linear Threshold Model [5,6,24-26] is based on the association of a threshold 6(v) to each node
v and of a weight w(u, v) to each arc (1, v): node u becomes informed if and only if Y- e N w(1, 0) >
6(u), where N(u) is the set of neighbors of u and I is the set of the already informed nodes. In other
words, the Linear Threshold Model assumes that any unaware node becomes informed if the weight of
its informed neighbors is above a certain threshold (i.e., the node is subject to a large enough amount
of “social pressure”). In [25,27] a special case of the Linear Threshold Model is considered, in which
all arc weights are 1 and all nodes have the same threshold 6; in this case, the threshold value just
stands for the number of neighbors that have to be informed in order to induce a node to become
informed. In that paper, the authors prove that deciding if a graph has a target set of size d is an
NP-complete problem for 6 > 3. Chen [13] then strengthened such result by showing the NP-hardness
of the problem even for § = 2 and proved that, in the same hypothesis, no polynomial-time algorithm
exists with approximation factor better than O(21og! ¢ |V|) also when all nodes have constant degrees,
unless NP C DTIME(n?°'¥98"); in the same paper a polynomial-time algorithm to find an optimal
solution has been provided when the underlying graph is a tree. Other interesting cases in which
the problems become tractable are studied in [16]. In [3], Ben-Zwi et al. proved that the problem
can be solved in time O(M™"|V|) where M is the maximum threshold value and w is the treewidth
of the graph: since M cannot exceed the maximum node degree, this proves that the problem is
fixed-parameter tractable if parametrized with respect to both treewidth and the maximum node
degree of the graph.

The aforementioned papers did not consider the issue of the number of time steps necessary for
the feature diffusion. However, this is a relevant point in many settings: in viral marketing, for instance,
it is quite important to spread information quickly. Indeed, research in Behavioural Economics shows
that humans make decisions mostly on the basis of very recent events [28,29]; furthermore, marketing
strategies are more effective when the time needed to reach all the target individuals is short. Hence, it
is a worthwhile goal to study diffusion processes while taking into account the number of time steps
within which it is required to have all the nodes informed and, actually, this topic has already received
some attention. Indeed, as pointed out by the authors, the inapproximability result proved in [13]
for general graphs still holds when the diffusion process is required to end in a bounded number of
time steps (16 time steps, in fact). In [24] a polynomial-time algorithm spreading a feature over a set
of required size within a constant number of time steps in graphs of bounded clique-width has been
proposed. Following [24], in this paper, diffusion processes with an available fixed number of time
steps within which informing all the nodes will be called latency-bounded diffusion processes.

All diffusion rules considered so far assume that nodes are always positively influenced by their
neighbors, that is, any node always has increased its support in favor of the feature being spread
throughout the network whenever one of its neighbors becomes informed. However, in most network
settings also negative link effects are to be considered.

One way to take into account negative feedbacks is that pursued in [30-33] where it is assumed that
individuals may also develop a negative opinion about the feature to be spread and, in this case,
they may negatively influence their neighbors. In [30] a generalization of the Independent Cascade
model is proposed in which each initiator turns positive (experiencing good quality of the feature)
with probability g4 and turns negative (disliking the feature) with probability 1 — g, and then, at each
time step, a node having become positively informed in the previous step tries to inform each of
its unaware neighbors: if successful (with success probability p) the neighbor becomes positively
informed with probability g and negatively informed with probability 1 — g; meanwhile, a negatively
informed node in the previous step tries to negatively inform its unaware neighbors, and if successful
the neighbors become negatively informed. In [33], instead, a generalization of the Linear Threshold
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model is proposed in which each node (which can be inactive, positively active or negatively active)
v has a belief score r(v) (measuring the amount of trust that the node places on its own judgment)
and a threshold 6(v), and each arc has a weight w(u,v); a node is activated the first time the sum
of weights from its active neighbors plus its own belief score exceeds its threshold and, after being
activated, the node decides on its attitude (positive or negative) based on the ratio between the positive
influence (sum of weights from positively activated friends) and negative influence (sum of weights
from negatively activated friends).

A different approach to negative feedbacks is tackled in [34,35] taking into account the possibility
that some relations between individuals are ruled by, for instance, antagonism and distrusting (see [36]
and references quoted therein). Actually, in all papers cited so far, it is assumed that nodes always trust
their neighbors and, hence, they get support in favor to accept the feature by their neighbors having
a positive opinion about it and they get support in favor to discard the feature by their neighbors
having a negative opinion about it. Conversely, it is now assumed that node opinions about the feature
to be spread are always positive but that receiving positive feedback from an untrusted /antagonist
neighbor results in increasing the support to discard the feature. Ahmed et al. [34] presented a new
threshold model to incorporate positive and negative influences among individuals in which the
effect of negative influence is the tendency of individuals in not adopting a product adopted by their
opponent: each arc (u#,v) has a weight p(u,v) € [0,1], each node v has a couple of threshold values,
6% (v) and 6~ (v) and, at any time step, if ST and S~ are, respectively, the sets of the trusted and
untrusted active neighbors of v at that time step, v becomes active if 1 — IT,cg+ (1 — p(u,v)) > 07 (0)
and 1 —1IT,c5- (1 — p(u,v)) < 6~ (v). In [35], echoing the principles that “the friend of my enemy is
my enemy” and “the enemy of my enemy is my friend”, a reversible model is presented in which
positive relationships carry the influence in a positive manner, i.e., you would more likely trust and
adopt your friends’ opinions, while negative relationships often carry influence in a reverse direction
(if your foe chooses one opinion or votes for one candidate, you would more likely be influenced to do
the opposite): at each step, every node randomly picks one of its neighbors, and if the arc from this
neighbor is positive the node adopts the neighbor’s decision (to accept the feature or not), while if the
edge is negative the node adopts the opposite of the neighbor’s decision.

In [37,38] the two approaches (positive/negative opinions and positive/negative relationships)
are jointly considered. In [37], an extension of the independent cascade model is proposed in which
each node u has an opinion o, € [—1, 1], each link (#,v) has a probability of interaction ¢, € [0,1]
and a probability of activation p(u,v): as soon as u becomes active, it gets a unique chance of turning
v active with probability p(u,v); if v is activated by u, then the probability that v gets informed with
the same orientation of u is ¢, », and the probability that v gets informed with the opposite orientation
is 1 — @y 0. In [38] another extension of the independent cascade model is introduced in which nodes
may be in one of the three states: positively active, negatively active or inactive; when node v becomes
somehow active, it tries to activate each one of its inactive neighbor nodes with its same opinion
(positive if it is positively active or negative if it is negatively active) in the case its relation with that
neighbor is positive, with opposite opinion in the case its relation with that neighbor is negative.

The interest of most of the cited papers is in the Influence Maximization problem with the goal, in case
positive/negative opinions are considered, of maximizing the spread of positive opinions. We also
notice that most of the proposed models taking into account negative feedback effects are stochastic.

In this paper we follow the same approach to negative feedback effects as in [34,35], introducing
a deterministic diffusion model in which nodes” opinions about the feature to be spread are always
positive but the relationships between nodes may be positive or negative. In more detail, we consider a
generalization of the Linear Threshold Model in which the set of neighbors of each node is partitioned
into two subsets: one subset of trusty neighbors (or friends), containing the neighbors able to positively
influence the node, and one subset of unreliable neighbors (or enemies), containing the neighbors
able to negatively influence the node. Informally speaking, in our model an unaware node becomes
informed at some time step only if at that time step the cumulative influence coming from its informed
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trusty neighbors is at least as large as the node threshold, and at that time step as well as at any
previous time step the cumulative influence coming from its informed unreliable neighbors is less than
the node threshold. Notice that, as in [30], positive and negative influences are slightly asymmetric in
that negative feedback effects are more powerful than positive ones in influencing a node: indeed, in
[30] a negatively informed node always tries to negatively inform its unaware neighbors (while there
is a chance that a node gets negatively informed by a positively informed neighbor), and in our model
an unaware node will never become informed if at some time step the cumulative influence from its
enemies exceeds the threshold (also if in the same time step the cumulative influence from its friends
exceeds the threshold too). In fact, several studies in social psychology (e.g., [39-42]) point out that
negative impact is usually stronger and much more dominant than positive impact in shaping people’s
decisions. Notice also that our rule according to which an unaware node becomes informed is quite
similar to that in [34], discussed above (although [34] deals with the Influence Maximization problem).
The main difference between the two rules is that, while the rule herein defined directly generalizes
that in in the Linear Threshold model in its considering the cumulative amount of information reaching
an unaware node (i.e., we sum up the weights of informed neighbors), the rule in [34] is somehow
related to that in the Independent Cascade model: in fact, in that paper, the function associated to the
set ST of the informed friends (and similarly as to the informed enemies) is 1 — I, cg+ (1 — p(u,v))
which denotes the probability of accepting, let’s say, the suggestion coming from at least one informed
friend in the hypothesis of independent probabilities of accepting the suggestion from any of them.

Within this setting, we consider a problem that is closely related to that studied in [24], that is,
computing a minimum size set able to spread a feature to all the network nodes within a given number
k of time steps. We shall call such a set a k-target set.

2. Results and Discussion

After providing the formal definitions in Section 3, in Section 4 we prove that computing both
a minimum size 2-target set and a minimum size target set (of unbounded latency) with respect
to our diffusion rule is MIN HORN DELETION-complete with respect to a reduction preserving
approximability properties of (NPO) optimization problems (we shortly and informally recall that a
problem P is Q-complete with respect to some reduction «, for some problem Q, if P is a-reducible to
Q and P is a-reducible to Q. If this happens, for any property 7 preserved by «, P satisfies 7t if and
only if Q satisfies 7t. Needless to say, P is Q-complete if and only is Q is P-complete). Hence, the two
problems are both contained in the class poly-APX and NP-hard to approximate to within olog' |V
for any € > 0, also when node thresholds and arc weights are all equal to 1, that is, when the diffusion
rule is a direct generalization of the one in [25].

In Section 5, we start the study of the problem in which a minimum size 1-target set has to be
computed. Such a problem is trivially SET COVER-HARD also when node thresholds and arc weights
are all equal to 1. We start by showing that the same reduction used to upper bound the complexity
of the unbounded latency and of the latency 2 cases actually yields a (A" 4 1)-approximation for
the latency 1 diffusion processes, where AT is the maximum in-degree in the graph of the positive
relations. We notice that the (A" + 1)-approximation does not depend in any way on the topology of
the graph of the negative relations.

The study of the way the complexity of the search for 1-target sets is related to the topology of
the graph of the negative relations is started in Section 5.1: we first show the problem is in PO when
restricted to instances such that the graph of the negative relations is a generalized chain (that is,
the graph obtained by replacing each of its strongly connected components by a node is a directed
chain), then we get a non-polynomial time (log | V| + 1)-approximation algorithm for general graph
by reducing to WEIGHTED SET COVER. Finally, we show that such algorithm runs in polynomial
time when the graph of the negative relations is a generalized source tree, that is when the graph
obtained by replacing its strongly connected components by nodes is a source tree, thus yielding a
polynomial-time (log |V'| 4 1)-approximation algorithm for generalized source trees. It is worthwhile
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to remark that the results in Section 5.1 hold whatever topology of the graph of the positive relations is
considered.

We observe that the study of diffusion processes of duration 1 is also of some interest in the
graph-theoretic setting. In fact, the search for a minimum 1-target set with respect to the Linear
Threshold rule can be seen also as the search for some kind of dominating set. As an example, 1-target
sets with respect to the diffusion rule in [25], in which an unaware node becomes informed as soon as
0 of its neighbors are informed, are just f-dominating sets [43]. Similarly, 1-target sets with respect to
our unweighted diffusion rule correspond to a sort of dominating sets with constrained pairs: given a
graph G = (V,E) and a set C of pairs of nodes, a constrained dominating set is D C V of nodes such
that i) for any u € V — D thereis v € V such that (v,u) € E and ii) for any (u,v) € C either u € D and
veEDoru¢gDandv ¢ D.

3. Model and Problems Definitions

A signed graph G = (V, AT U A7) is the overlapping of two directed graphs, Gt = (V, A™)
and G~ = (V, A7), over the same set of nodes. For an example of the definitions to follow, refer to
Figure 1.

Figure 1. A signed graph G = (V,AT U A™). Arcs in AT are black, arcs in A~ are dashed. In
this example, N;f (u3) = {up}, N; (u3) = {us}, N, (uz) = {us}, Ny, (uz) = {ug}, nwt(uz) =
{uq,up,ug} and 71~ (uz) = {us}. Again, d*(uy,us) = 2,d " (us, ug) = 1, and, by setting V' = {uy,us},
dt(V',u3) =2and d~(V’,u3) = 1. Finally, D" = 4 (a maximum length positive shortest path being
(ug, U1, up, us, ug)) and D~ = 3 (a maximum length negative shortest path being (u, 11, iy, ug)).

Forany u € V, we denoteas N (1) and N (u), respectively, the sets of in-friends and of in-enemies
of u, that is, the in-neighbors of # in G* and in G™:

_ . + — _ . —
Ni(u)={veV:(vu)e A"} and N, (u)={veV:(v,u)ec A }.
Similarly, for each u € V, we define the sets of out-friends and out-enemies of u as

N+

out

(u)y={veV:(uv)e A"} and N, ,(u)={veV:(uv)eA }

A path in G between any pair of nodes in V is called a positive path and D" denotes the
maximum length of a shortest positive path. For u € V, we denote as 71" () the set of nodes such that,
for any v € 71" (u), G contains a positive path from v to u and, for v € 1+ (1), as d* (v, u) the length of
a shortest positive path in G from v to u. Finally, foru € Vand V' C V,

dt (V' u) = min{d*t (v,u) :0 € V' Nt (u)} SV Ut () £ Q,
, D*+1 otherwise.

Negative paths, D~, t~ (u), d~ (u,v) and d~ (V’, u) are defined similarly.

Letf : V — NTand w : AT UA~ — NT be, respectively, a node-weight and an arc-weight
function. A set Iy C V of initially informed nodes (all the remaining nodes in V — Iy being unaware)
may eventually start a (6, w)-diffusion process: at time step 1 any node u € V — Iy becomes informed if
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the cumulative weight of its in-friends is at least 6(u) while the cumulative weight of its in-enemies is
less than 6(u), that is

Y. w(vu)>6(u) and Y w(vu) <6(u);

veN;! (u)Nly veN;, (u)Nly

We denote as I; the set of nodes becoming informed at time step 1.

Conversely, if the cumulative weight of #’s in-enemies is at least 6(u), then the negative influence
that u receives from N, (u) will induce it to remain in the unaware state forever, that is, at any
successive time step 1 will never become informed. We say u becomes refractory. Needless to say, if
neither the cumulative weight of u’s in-friends nor the cumulative weight of #’s in-enemies reaches
6(u), u does not change its state.

Inductively, if I i denotes the set of nodes becoming informed at time step j, an unaware node
ueV-— U;;(ljl]- becomes refractory at time step t > 1 if

) w(v,u) > 0(u), (1)

vEN,, (u)N(LHULU---Ul;_q)

while it becomes informed if (1) does not hold and

Y w(v,u) > 0(u).

vEN ()N (IHULU-Ul;_q)

Aset Iy C Vis a target set for (G = (V,ATUA™),0,w) if Us>ol; = V. Needless to say, the size of
a target set Iy C Vis |I|.

The SIGNED TARGET SET SELECTION problem (STSS) asks for computing a minimum size target
set for a given signed graph G = (V, AT U A™) with node- and arc-weight functions 6 and w. The
UNWEIGHTED SIGNED TARGET SET SELECTION problem (USTSS) is the restriction of STSS in which
all node- and arc-weights equal 1.

Notice that, if I; = @ for some t > 0, then I; = @ for all s > ¢t. The latency of a diffusion process is,
therefore, defined as the integer t € N™ such that [; # @ and [; ;1 = @. The t-TSS (+-USTSS) problem
asks for computing minimum size target sets yielding diffusion processes of latency t.

4. Complexity of Approximation of USTSS and 2-USTSS

We shortly recall that an A-reduction (see [44]) is a reduction between a pair of (NPO) optimization
problems transforming (in polynomial time) instances of a problem P to instances of a problem Q so
that a solution for an instance xp of P can be recovered in polynomial time from a solution xg of the
corresponding instance of Q and, for some a > 0, a r-approximate solution for xg is a ar-approximate
solution for xp. Informally speaking, A-reductions preserve the approximability properties of (NPO)
optimization problems. In this section, we shall prove that 2-USTSS and USTSS are both MIN
HORN DELETION-complete with respect to A-reductions. Such a result will follow by a couple of
A-reductions involving the WEAKLY POSITIVE-MINIMUM ONES problem proved to be MIN HORN
DELETION-complete with respect to A-reductions in [44].

In more detail, we first A-reduce the WEAKLY POSITIVE-MINIMUM ONES problem to 2-USTSS in
Section 4.1, and this together with the results in [44], and Lemmas 1 and 2, will prove the following
theorem.

Theorem 1. For any € > 0, 2-USTSS (and, hence, USTSS) is NP-hard to approximate to within plog |V,
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Then, in Section 4.2 we A-reduce USTSS to WEAKLY POSITIVE-MINIMUM ONES in order to get the
MIN HORN DELETION-completeness of both USTSS and 2-USTSS. In turn, this implies that 2-USTSS
and USTSS are in poly-APX.

Let X = {x1,...,x,} be a set of boolean variables; a set of clauses (i.e., disjunction of literals)
f=A{c1,...,cm} on X such that, for each ¢ € 1, ¢j contains at most one negative variable is said weakly
positive. If f is a set of weakly positive clauses, a clause in f will be called positive if all literals it
contains are positive variables, and it will be called negative if it contains one negated variable.

An instance of WEAKLY POSITIVE-MINIMUM ONES is a pair (X, f), where X = {x1,...,x,} is
a set of boolean variables and f = {c1,...,cn} is a weakly positive set of clauses; the WEAKLY
POSITIVE-MINIMUM ONES problem asks for computing a minimum size subset of X to be set to true in
order to satisfy all clauses in f.

In what follows, with a slight abuse of notation, we shall sometimes write x; € ¢; (-x; € ¢;) as
a shorthand to mean that x; (—x;) is a literal of clause c; (so that c; is considered as a set of literals,
instead of their disjunction). We shall say that a variable x; is positively contained in a clause ¢; if
x; € ¢j, and that x; is negatively contained in ¢; if —x; € ;.

Let (X, f) be an instance of WEAKLY POSITIVE-MINIMUM ONES; without loss of generality, in what
follows we shall always assume that at least one clause in f is positive (otherwise all clauses in f would
be satisfied by setting to true no variable in X) and that each clause in f contains at least a couple
of variables (one of which positive). Indeed, if some clause in f consists of a single positive variable
then such variable has to be necessarily set to true in order to satisfy f, and a smaller set of clauses
f' can be derived by removing from f all clauses containing that variable and an optimum solution
for f is obtained by adding the variable to an optimum solution for f’. Similarly, if some clause in f
consists of a single negative variable then such variable has to be necessarily set to false in order to
satisfy f, and a smaller set of clauses f’ can be derived by removing from f all clauses containing that
negative variable and an optimum solution for f is an optimum solution for f’. Hence, f is satisfied by
assigning true to all the n variables in X, and f is not satisfied by assigning false to all the n variables
in X.

4.1. WEAKLY POSITIVE-MINIMUM ONES < 4 2-USTSS

We now derive from an instance (X, f) of WEAKLY POSITIVE-MINIMUM ONES a signed network
G = (V,ATUA") (see Figure 2):

Figure 2. Reducing WEAKLY POSITIVE MINIMUM ONES to USTSS: f = {c1,¢2}, withe; = —x3 VX3 VX
and ¢y = x3 V x4. Arcs in A~ are dashed.

weset V = Vx U Vg U Vg, where Vx = {u; : x; € X}, Vg = {1 x; € X}and Vy = {vj : ¢ € f};
for each x; € X, (u;,%;) is an arcin A" and (%;, u;) is an arcin A~;

for each u;, u; € Vy, (u;, uj) isanarcin AT and (uj, u;)isanarcin A" (that is, nodes in Vx form a
clique of positive arcs);
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e for each clause ¢; and for each x; positively contained in ¢j, (1;,v;) is an arcin A* and (v}, u;) is
anarcin A~;
if ¢ is a negative clause and —x;, is its negative variable, then (i, Uj) isanarcin A”;
if ¢; € f is a positive clause then, for any x; € X — {x; : xx € ¢;}, (#;,v;) isanarcin A™.

Needless to say, computing G requires polynomial time in |f].
The next lemma proves that it suffices to search in Vx for a target set for G.

Lemma 1. For any target set I C V for G there exists a target set Iy for G such that |Iy| < |I| and Iy C V.

Proof. Recall that each clause in f contains at least one positive variable.

Let I C V be a target set for G. Notice that, since all in-friends of any node in Vx are contained
in Vx (thatis, NIZ (u) C Vx for any u € Vy), then nodes in Vx can get informed by nodes in Vx only;
consequently, it must be I N Vx # @.

Suppose there exists i € {1,...,n} such that %; € I: since (u;, u;) € A~, it must be u; € I (or u;
could not be informed, contradicting that I is a target set). On the other hand, since (u;,%;) € A" and
N, (i;) = @, u; is able to inform 7;. Finally, since N}, (if;) = @, 7; is unable to inform any node, this
proves that I — {%;} is still a target set for G. So, I; = I — Vx is a target set for G.

Similarly, if there exists v; € Vinl, then, since (U]', u;) € A~ for any x; € X positively contained
in cj, I is a target set for G only if u; € I;. On the other hand, since (u;, vj) € AT, since N (vj) C Vx,
and since I} N Vi = @, then u; is able to inform v;. Since N;;t(vj) = ©, vj is unable to inform any other
node, and, hence, ] — {v]-} is still a target set for G,and sois Ip = [ — Vy. [

The next lemma shows that the construction defined in this subsection is actually an A-reduction,
so completing the proof that WEAKLY POSITIVE-MIN ONES <4 USTSS.

Lemma 2. Forany k € NT, with 1 < k < n, f is satisfiable by assigning true to k variables in X if and only
if there exists a target set for G of size k.

Proof. Suppose f is satisfiable by the truth assignment a assigning true to k > 1 variables in X. We
show that the set Iy = {u; € Vx : a(x;) = true} is a target set for G.

We start by noticing that all nodes in Vx — Iy become informed at time step 1, and that all nodes
in V% become informed at time step 1 or 2 so that they cannot negatively influence any node at time
step 1. Since a satisfies f, any positive clause c; contains a (positive) variable x; such that a(x;) = true;
hence, u; € Iy and v; becomes informed at time step 1. Hence, all nodes in V¢ corresponding to positive
clauses become informed at time step 1.

Let ¢; be a negative clause and let u;, be its negative variable: a satisfies ¢; either by assigning
false to uy, or by assigning true both to its negative variable and to at least one of its positive variables.
In the former case, 1, becomes informed at time step 2 and, since all nodes corresponding to positive
variables in ¢; become informed at time step 0 or 1 (whether they are in I or not), it cannot forbid v;j to
get informed at time step 2. In the latter case, both v; and u;, become informed at time step 1 so that 7,
cannot forbid v; to get informed.

Hence, all nodes in G are informed (by time step 2), that is, Iy is a target set for G, and |y| = k.

Conversely, let Iy C V be a target set for G. By Lemma 1, we can assume [y C Vx.

a(x) = true if u; € Iy,
Y] false  ifu; & .

Let ¢; be a positive clause in f. If, u; ¢ Iy for any x; € c;, then v; could become informed only at

j p y ] j y

time step 2; since Iy C Vx, then there exists u, € Iy — ¢;j so that i is informed at time step 1 and, since

uy,v;) € A, it would forbid v; to become informed, contradicting that I is a target set. Hence, for
Y ] g g

any positive clause ¢; in f there exists x; € c; such that a(x;) = true.
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Let ¢j be a negative clause in f, let x;, be its negative variable and let x; , ..., x; be its positive
variables. If a(x]«i) = falseforanyi =1,...,q, and, hence, {”j1/' .., ujq} NIy = @, then, as already
noticed, v; could become informed only at time step 2. In this case it must be uj, € Ip: indeed, if uy, € I
then 17, would get informed at time step 1 and, since (i, v;) € A~, this would forbid v; to become
informed, so contradicting that Iy is a target set for G. Hence, if a(x;,) = false forany 1 <i < g, then
it must be a(x;) = false too.

Summarizing, a satisfies each clause in f, that is, a satisfies f, and a assigns true to |Iy| variables.

O

We finally observe that the latency of any cascade occurring in the signed graph in the reduction
here described is at most 2. This proves that, for any ¢ > 2, t-USTSS is MIN HORN DELETION-hard.

4.2. USTSS<4WEAKLY POSITIVE-MINIMUM ONES

We now derive from a signed graph G = (V, AT U A7) a set f¢ of weakly positive clauses.
Before proceeding, we need a preliminary lemma.

Lemma 3. Aset Iy C V isa target set for G = (V, AT U A™) ifand only if foranyu € V — I

o m(u)NIy# D, and
o foranyv € N, (u), it holds that d* (I, u) < d* (I, v).

Proof. We start by noticing that, since node thresholds and arc weights are all equal to 1, the diameter
D" of G upper bounds the latency of any diffusion process in G: indeed, for any u € V, if any of the
u’s neighbors is informed at time step t, either u becomes informed at time step t 4 1 or it will never
become informed. As a consequence, for any target set Iy and for any u € V, u may become informed
at time step t < D only if d* (Ip, u) = t.

Suppose Iy C V is a target set for G; hence, V — Ij can be partitioned into at most D subsets
Iy, ..., Ip+ such that all individual-nodes in Iy become informed at time step ¢, forany 1 < t < D*.
This implies that, forany t = 1,..., D" and forany u € I, d"(Ip,u) = t and, hence, 7 (u) N [y # @.
Letu € I;, forsome t = 1,...,D%: if there exists v € Ni;(u) N Is for some s < t — 1, v would forbid
u to get influenced at time step t. Hence, for any v € N, (u), it must hold that v € Ug>,I;, that is,
d*(Ip,u) < d*(lp,v). This proves the first part of the assertion.

Conversely, suppose that, forany u € V — Iy, 7+ (u) NIy # @ and, for any v € N, (u), it holds
that d*(Ip,u) < d*(Ip,v). Forany 1 < t < DY, denote as V; the set of nodes u € V — Ij such that
d*(Ip,u) = t. Since for any node u € Vi, N; (u) N Iy = @ by hypothesis, all nodes in V; are influenced
at time step 1. Inductively, it can then be proved that, for any + < DT, all nodes in V}, are influenced at
time step ¢. This proves that Iy is a target set for G. [

To model G = (V, AT U A™) by a weakly positive set of clauses fg, we start by defining the set
X = {xy : u € V} of boolean variables, each of which witnesses whether the corresponding node is
initially informed or not. Then, we describe the set of clauses defining f, which is partitioned into a
set P of positive clauses and a set Q of negative clauses: thatis, fc = PUQ.

Let u be any node and let 77* () be the set {vy,...,v;}. P contains a single clause ¢, associated to
u which models the requirement that u is initially informed or it can become informed in a further
step:

Cy = Xy V Xy V Xp, V ---\/xv]..

Similarly, for any u € V, Q contains a set Q,, of clauses associated to 1, modeling the requirement
that u is initially informed or it can become informed earlier than any node in N, (u). For each
v € N, (u), Qu contains the clause

(o V xy) ()
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and, for each 1 <t < D" and for each z € 71" (v) such that d* (z,v) = t, Q, contains the clause
(mxz Vxu Vxg, Vg, Voo Vig,),

where {wy, wy, ..., w} ={w e V:d"(w,u) <t}

Summarizing, fc = PUQ, with P = {c, : u € V} and Q = U,cyQu. Needless to say, f¢ is
computable in polynomial time from G. Furthermore, there is a one-to-one correspondence among
subsets of V and truth assignments for X: for any V' C V, we denote as ay the truth assignment
corresponding to V', that is,

ayr(xa) = { true ifueV,
false ifueV-V.

The next lemma proves that the just described construction is actually an A-reduction from USTSS
to WEAKLY POSITIVE-MINIMUM ONES.

Lemma 4. Let G = (V, AT U A™) be a signed graph. Iy C V is a target set for G if and only if the truth
assignment ay, satisfies fg.

Proof. Let Iy C V be a target set for G.

For any u € Iy, since x,, € ¢, and, for any clause c € Q,, x,, € ¢, then a;, satisfies ¢, and every
clause in Q.

For any u € V — I, since Ij is a target set for G, then, by Lemma 3, 7wt (u) NIy # @: let
zy € 7 (u) N Iy be such that d* (zy, u) = min{d™ (w,u) : w € w* (1) N Ip}. By construction, x;, € cy,
and, hence, ¢, is satisfied by a;,. Furthermore, for any v € N; (u), lety, € 7t (v) N Iy be such that
d* (yo,v) = min{d* (w,v) : w € 7t (v) N Ip}: by Lemma 3, for any v € N, (u), d* (zy, u) < dy(yo,v)
and, hence, for any v € N;, (u), and for any w € 7wt (v) N Iy, xz, is contained in every clause in Q,
containing —xy. As a consequence, every clause c € Q, containing —x;, as its negative variable such
that aj,(x,) = true, also contains x,; since z, € Iy, a(xz,) = true and, hence, c is satisfied by aj,.
This proves that every clause ¢ € Q, containing —xy, as its negative variable such that a(x;) = false
is satisfied by a.

In conclusion, for any u € V, aj, satisfies ¢, and all clauses in Q.

Conversely, suppose 4, satisfies fg. For any u € V — Iy, since aj, satisfies c,, there must exist at
least one node z € 7t" (1) such that a(x;) = true and, hence, z € Ij. This proves that tt (1) N Iy # @.
Furthermore, forany u € V — Iyand v € N, (u), and for any y € 7 (v) N I (that is, aj,(x,) = true
and v may become informed by a path from y), any clause in Q,, containing —x;, has also to contain a
positive variable x, such that ay,(x;) = true. By construction of the clauses in Q, this implies that
d*(z,u) <d*(y,v), thatis, d* (Ip,u) < d*(ly,v).

By Lemma 3, this proves that Iy is a target set for G. O

5. The 1-USTSS Problem

The 1-USTSS problem is trivially SET COVER-hard: actually, a dominating set of a graph G =
(V,E) is also a 1-target set for the signed graph G’ = (V,AT UA~) where AT = {(u,v),(v,u) :
{u,v} € E} and A~ = @. Hence, 1-USTSS is non-approximable within clog |V| for some ¢ > 0.

In the remainder of this section, we study the approximability of 1-USTSS.

We start by noticing that if a diffusion process of latency 1 is required to occur, then the A-reduction
described in Section 4.2 yields a weakly positive set of clauses such that all its negative clauses have
size 2 (that is, they contain exactly one positive literal and one negative literal). In fact, it directly
follows from Lemma 3 that Iy C V is 1-target set for a signed graph G = (V, AT U A7) if and only if
foranyu € V — Iy

1. Nf(u)nly # @, and
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2. foranyov € N, (u),itholds thatv € V — Iy.

As a consequence, for any u € V the set of the negative clauses associated to u (as defined in Section
42)is
Qu={(-xVux,):veN, (u)} 3)

This proves that the A-reduction shown in Section 4.2 works also as an A-reduction from 1-USTSS
to WEAKLY POSITIVE MINIMUM ONES such that the set of clauses corresponding to a signed graph,
besides being weakly positive, has all its negative clauses of size 2. In [44] it is shown that the WEAKLY
POSITIVE MINIMUM ONES problem is B-approximable when restricted to such instances, where B is the
maximum size of a positive clause in the set.

The size of the positive clauses in the set f; described in Section 4.2 is very large: foru € V,
lcu| = 14 |7tt(u)|, since ¢, had to state that u is in Iy or there exists some node in Iy connected to
u by a path (of any length). However, when diffusion processes of latency 1 are to be described, f;
can be slightly modified in order to decrease the size of its positive clauses: more precisely, condition
1 above implies that, for each u € V, ¢, = x, Vxy, V-V Xo; where {v1,. ..,v]-} = N;(u), that is,
leul = NG, ()] +1.

Hence, by denoting as A the maximum in-degree of a node in G*, that is, A" = max{|N;} (u)| : u €
V}, the next theorem follows from Lemma 4, from definition (3) and from the already cited result in
[44].

Theorem 2. The 1-USTSS problem is (A" + 1)-approximable, where A* = max{|N;} (u)| : u € V}.

We remark that the result in Theorem 2 only depends on the topology of G*, no matter which is
the topology of G™. Throughout the next subsection we shall follow the opposite way, that is, we shall
study the complexity of 1-USTSS in relation to the topology of G~, no matter which is the topology of
Gt.

5.1. 1-USTSS and G~

Let G = (V, AT U A™) be a signed graph. Notice that any I C V is a target set for G only if, for
each u € I, it holds that N

out(#) C I In turn, if I is a target set for G containing u and, hence, N, (1),

then I must contain also N, ,(v), for any v € N, ,(u). More precisely, if we define, for each u € V, the

set £(u) containing u and all the nodes reachable from u by a path in G, that is,
Ew)={u}U{veV:uen (v)},

then the next fact holds, which follows from the previous observation by a simple inductive argument.

Fact 1: If I C V is a target set for G = (V, At U A™) then, foranyu € I, E(u) C I.
Observe now that, if G~ is strongly connected, then, for any u € V, it holds that £(u) = V; hence,
by Fact 1, we get

Fact 2: If G~ is strongly connected, then the only target set for G (no matter about its latency) is V.
For any E C V, we define the set

S(Ey=EU{ueV:d"(Eu)=1} =EU{ueV:3z€ ENN;/(u)},

that is, the set of nodes that are or may become informed within time step 1 whenever all nodes in E
are contained in the set of the initially informed nodes.

Lemma 5. [ C V is a 1-target set for G = (V, AT U A™) if and only if S(I) = V and, for any u € I,
E(u) C L.



Algorithms 2020, 13, 32 12 of 17

Proof. If I C V is a 1-target set for G = (V, At U A7), then, trivially, S(I) = V and, by Fact 1, for any
uel &) CI
Conversely, suppose that S(I) = V and, forany u € I, £(u) C I. Then, for any node x € V — I,

e since S(I) = V, there exists y € I such that (y,x) € A" (that is, y may inform x at time step 1)
and, furthermore,

e sinceforany u € I, £(u) C I, then, for any z € V such that (z,x) € A~, since x € 7~ (z) and
x ¢ I,z ¢ I (thatis, any node that could forbid x to become informed is notin I). [J

Lemma 5 allows us to prove membership to PO of 1-USTSS when restricted to chain and
generalized chain graphs. The chain graph over the node set V = {vy,...,v,} is made of the set of arcs
{(vj,vj-1) :j =2,...,n}. A generalized chain graph consists of a set Cy, ..., Cy, of strongly connected
components linked to each other in a chain-like topology, that is, for any j = 2,...,n — 1 and for any
u € Cj, arc (u,v) exists only if v € C;_.

Theorem 3. The 1-USTSS problem restricted to instances G = (V, At U A™) such that G~ = (V,A™ ) isa
chain or a generalized chain graph is in PO.

Proof. If G~ is a chain, thatis, V = {vy,...,v,} and A~ = {(v]-, v]-_l) D=
{v1}, E(v2) = {v1,v2} = {v2} UE(v1) and, in general, for i > 2, E(v;) =
E(vy) C -+ C E(vp).

Correspondingly, S(£(v1)) C - -+ C S(E(vy)): indeed, foranyi =1,...,n—1,

2,...,n}, then £(vq) =
{v;} U&(v;_1). Hence,

S(E(vi)) =E(w)U{ueV:3ze &(v;) NN, (u)} € E(vipq) U{u € V:3z e E(vip1) NN (u)}.

As a consequence, by Lemma 5, £(vy,) is a minimum size 1-target set for G, where m = min{j €
{1,...,n}:S5(&E(vj)) = V}.

Let G~ be a generalized chain and let Cy, .. ., C; be its strongly connected components. As already
stated in the observation leading to Fact 2, for any j = 1,...,n and for any u,v € C;, it holds that
&(u) = £(v): hence, in what follows we shall use the notation &; to refer to any set £ (u) for u € C;.
By the same argument holding for chain graphs, for any j = 1,...,n, we get that &; contains all nodes
in any C; with i < j. Hence, again by a similar reasoning to that holding in the chain case, since
& C--- C &, we get that &, is a minimum size 1-target set for G, where m = min{j € {1,...,n}:
S(&)=V}y O

Lemma 5 shows that any 1-target set is actually obtained by choosing a subcollection of sets in the
collection & = {€(u) : u € V}. We now introduce the collection € as the closure of £ under non-empty
intersections: that is, £ C &, and, for each E1, E, € £ such that Ey N Ey, # @, E{UE, € €.

The introduction of € allows us to describe any target set for G as the union of pairwise disjoint
subsets, that is:

Fact 3: For any target set I for G = (V, AT U A7), there exists B C & such that I = UpcgB and, for any
B1,B, € B,BiN B, =@.

Based on fact 3, we now show how to get in over polynomial time a (1 + log |V|)-approximate
solution for 1-USTSS by a (non-polynomial-time) reduction from 1-USTSS to MINIMUM WEIGHTED
SET COVER (WSC) and by the (1 + log|V|)-approximation algorithm for WSC [45]. Later in this
section, we shall discuss cases in which the procedure overall runs in polynomial time.

Recall that an instance of WSC is a triple (X, S, w) where S C 2X UsesS = X,andw : S — NT;
the goal is finding a minimum weight set C C S such that Jcce C = X, where the weight of C is
defined as w(C) = Y, w(C).

CeC

Let G = (V,A"T U A™) be a signed graph; the corresponding instance (Xg, Sg, wg) of WSC is
obtained by setting Xg = V, Sg = {S(E) : E € £} and, foreach E € £, ws(S(E)) = |E|.
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Lemma 6. Let G = (V, AT U A™) bea signed graphand Eq, ..., Ex € &; Iy = U;‘ZlEj, is a 1-target set for G
ifand only if C = {S(Ey),...,S(Ex)} is a set cover for Xg. Furthermore, if E1, ..., Ey are pairwise disjoint
then |Iy| = wg(C).

Proof. Let E, ..., Ej be elements of £ and let Iy = U;‘ZlE]-. By definition, Iy is a 1-target set for G if

and only if S(Ip) = V. Hence,
k

S(Ip) = |J S(Ej) =V = X¢,
j=1
thatis, C = {S(E;1),...,S(Ek)} is a set cover of X.
If Eq, ..., Ex are pairwise disjoint, then
k k
=Y |Ejl = ) wc(S(E))) = wg(C).
4 =

j=1

|| =

k
UE;
j=1

O

The previous lemma shows that the proposed transformation is actually a reduction and that, if a
1-target set for G is described as the union of pairwise disjoint elements of &, then its size equals the
weight of the corresponding set cover of Xg.

Notice that, if C* is an optimal solution for the instance (X, Sg, wg) of WSC corresponding to
G then, for any S(E;1),S(E;) € C*, it holds that E; N E; = @: indeed, if there exist S(E1),S(Ep) € C
such that E; N E; # @, since E; U E, € € and, thus, S(E; U E;) € Sg and, moreover, S(E;) U S(E;) =
S(E; UE;), then the set C' = C* — {S(E;),S(E2) } U {S(E1 U E2)} would still be a set cover for X and

Y we(C) = Y wg(C)—wg(S(E1)) —wg(S(E)) + we(S(Er UEy))
Ccec’! CeCx
= Y we(C)—|E|—|E|+|EBiUE| < )} we(C),
Cec* Cec*

so contradicting that C* is an optimal solution for (X¢, Sg, wg).

As a consequence of the previous reasoning and of Lemma 6, if C* is an optimal solution for the
instance (Xg, Sg, wg) of WSC corresponding to G then the set I* = {E € £ : S(E) € C*} is an optimal
1-target set for G.

Consider now the following procedure to compute a 1-target set of a signed graph G = (V, AT U
A7): first compute set £, then the instance (X, S, w) of WSC and, finally apply to it Chvatal’s algorithm
in [45] to get a solution C = {S(E;), ..., S(Ex)} such that wg(C) < (1 +1log|Xg|)ws(C*), where C* is
an optimal solution for (X, Sg, wg).

Needless to say, it may well happen that the sets Ey, ..., E; are not pairwise disjoint, so that the
second part of Lemma 6 cannot be exploited to bound the size of the so found 1-target set. In this
case, we derive from C a new set cover C' = {S(E}),...,S(E},)} for X¢ such that wg(C") < wg(C)
and Ej,..., E] are pairwise disjoint: set C’ = C and then, while there exist S(E), S(F) € C’ such
that ENF # @, replace in C’ the pair S(E), S(F) by S(E U F). Notice that, at any replacement, C’ is
still a set cover for (X, Sg, wg) and its weight does not increase since wg(S(EUF)) — (wg(S(E)) +
we(S(F))) = |[EUF| — ([E| + |F|) < 0.

Hence, in poly (|G|, |€|)-time we have computed a 1-target set Iy = {E},..., E; } for G such that

Iol = wg(C') < we(C) < (1+1og |Xc)ws(C™) = (1 +log|[V])|I].

This proves the following theorem.
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Theorem 4. It is possible to find an (1 + log |V|)-approximate solution for an instance G = (V, AT UA™) of
1-USTSS in poly (|G|, |E|)-time.

In general, the algorithm described so far does not run in polynomial time since the size of & is
not polynomially bounded by |G|. Actually, the size of £ is strongly related to the topology of G~
and in what follows we shall consider topologies yielding families of polynomial size. Without loss of
generality, we shall only consider (weakly) connected graphs.

A source tree is a weakly connected directed graph containing one source node s connected to
each other node of the graph by exactly one path and such that, for any pair of nodes u and v, if there is
a path from u to v then such a path is contained in the path from s to v. Similarly as for the generalized
chains, a generalized source tree consists of a set of strongly connected components linked to each
other in a source tree-like topology. This means that, if we replace each strongly connected component
in G~ by a single node, we get a source tree.

Corollary 1. 1-USTSS is (1 + log |V |)-approximable for instances G = (V, At U A™) such that G~ isa
source tree or a generalized source tree.

Proof. When the graph G~ is a (directed) source tree then, for each u € V, £(u) is the set of nodes
in the subtree of G~ rooted at u. Hence, if £(u) N E(v) # @ then either £(u) C E(v) or E(v) C E(u).
This proves that £ = {€(u) | u € V}, thatis, |€| = |V|.

A similar reasoning to that used in Theorem 3 for the case of the generalized chain allows to
extend to generalized trees the result about trees. [

6. Conclusions and Open Problems

This paper aims at studying the impact of negative relations (witnessing antagonism or distrusting)
to diffusion processes within a network. We first defined a diffusion rule, generalizing the Linear
Threshold Model to signed relations, and then we studied the complexity of computing a minimum
size target set with respect to it. We finally considered a set of restrictions under which the problem is
approximable to some extent.

Our approximability results all refer to 1-target sets. We proved that the lower bound (log |V| + 1)
on the approximation ratio is tight for a simple topology of the graph of the negative relations, that
is, the generalized source tree, and that our problem is in PO if such graph is a generalized chain.
Needless to say, broadening the set of topologies of the graph of the negative relations still yielding
reasonable approximation is an interesting research direction. After the results in [3,24], studying the
problem restricted to graphs of bounded tree-width or clique-width looks like a worthwhile research
direction.

After the discussion in Section 2, we remark that 1-target sets correspond to some kind of
dominating sets, that we have called dominating sets with constrained pairs: given a graph G = (V,E)
and aset C C V x V, any node v € V is dominated by aset D C V if v € D or v has a neighbor
in D and, for each (u,v) € C, u ¢ D. We have, thus, proved that the bound (log|V|+ 1) on the
approximation ratio of the DOMINATING SET problem still holds for our constrained problem when
(V,C) is a generalized source tree. Again, broadening the set of topologies of the graph of the negative
relations still yielding O(log |V|)-approximation seems an interesting research direction. Finally,
our (AT + 1)-approximation ratio is exponentially far from the [log(A + 1) + 1]-approximation ratio
holding for the MINIMUM DOMINATING SET problem [43]. Narrowing the gap is an issue deserving
attention too.
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